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Editorial Preface 

From the Desk  of Managing Editor… 

It may be difficult to imagine that almost half a century ago we used computers far less sophisticated than current 

home desktop computers to put a man on the moon. In that 50 year span, the field of computer science has exploded. 

Computer science has opened new avenues for thought and experimentation. What began as a way to simplify the 

calculation process has given birth to technology once only imagined by the human mind. The ability to communicate 

and share ideas even though collaborators are half a world away and exploration of not just the stars above but the 

internal workings of the human genome are some of the ways that this field has moved at an exponential pace. 

At the International Journal of Advanced Computer Science and Applications it is our mission to provide an outlet for 

quality research. We want to promote universal access and opportunities for the international scientific community to 

share and disseminate scientific and technical information.  

We believe in spreading knowledge of computer science and its applications to all classes of audiences. That is why we 

deliver up-to-date, authoritative coverage and offer open access of all our articles. Our archives have served as a 

place to provoke philosophical, theoretical, and empirical ideas from some of the finest minds in the field. 

 We utilize the talents and experience of editor and reviewers working at Universities and Institutions from around the 

world. We would like to express our gratitude to all authors, whose research results have been published in our journal, 

as well as our referees for their in-depth evaluations. Our high standards are maintained through a double blind review 

process.  

We hope that this edition of IJACSA inspires and entices you to submit your own contributions in upcoming issues. Thank 

you for sharing wisdom.  

Thank you for Sharing Wisdom! 
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Abstract—This paper presents a holistic reliability evalua-
tion framework for Agri-IoT based on real-world testbed and
mathematical modeling of network failure prediction. A testbed
has been designed, implemented, and deployed in the real-
world in the experimental farm at Saint-Louis/Senegal as a
representative area of Sahel conditions. Data collected has been
used for real-world reliability analysis and to feed mathematical
modeling of network reliability based on energy and environ-
mental conditions data with Kaplan Meier and Nelson Aalen
estimators. Key factors affecting the network’s lifespan, such
as network coverage and density, are explored, along with a
comprehensive evaluation of energy consumption to understand
node discharge rates impact. The survival analysis, employing
Kaplan-Meier and Nelson-Aalen estimators, establishes network
stability and the probability of node survival over time. The
findings contribute to the understanding of Agri-IoT reliability
in a real-world Sahel environment, offering practical insights for
system optimization and environmental challenge mitigation in
real-world deployments.

Keywords—Energy; IoT; reliability; real-world testbed; opti-
mization; Agri-IoT

I. INTRODUCTION

IoT is increasingly adopted in agriculture (Agri-IoT) to
improve management methods, performance, and productivity
of agricultural farms[1]. In particular, Agri-IoT provides tools
for input management, automatic irrigation management, re-
mote control of agricultural fields, yield forecasting, and input
prediction.

Deployed Agri-IoT systems are very common in many
European and American countries (North and South) and Asia
[2], [3]. In developing countries, especially in Africa, more par-
ticularly in the Sahelian zone, the deployment of such systems
is needed for food security purposes [4]. However, to reproduce
the same results of Agri-IoT as elsewhere, reassessments of the
reliability of IoT are needed in the specific environment of the
Sahel.

Indeed, the Sahel has many white areas without a network,
the sector power is not ensured in agricultural areas, and a dry,
dusty environment is sometimes rainy which has an impact on
the reliability of the electronic devices, the sensors, and the
maintenance in the event of a fault is not always possible.

Limited power resources in the IoT network devices, can
cause failures due to internal instability or external distur-
bances. Identifying vulnerabilities and using reliability analysis
[5] and fault diagnosis techniques [6] can enhance system
stability and resilience.

This reliability assessment is necessary for good network
lifespan and data sensor reliability knowing food security
issues if an Agri-IoT device fails. More importantly, most of
the proposed research is theoretical or in lab tests.

The reliability of IoT systems can be assessed using
different metrics such as power consumption and its impact
on the network lifetime, network lifespan, sensors data trust-
worthiness (error rate), network availability, and environmental
impact.

This paper aims to provide a holistic reliability analysis
framework on a Sahel area based on real-world data collection
from the experimental farm and mathematical modeling of
network failure prediction.

The main contributions of this paper are: begin

• Design, implement, and deploy real-world Agri-IoT
deployment in the experimental farm at Gaston Berger
University in Saint-Louis (Senegal).

• Collect real data for reliability evaluation.

• Experiment with different environmental constraints in
IoT operation.

• Modeling mathematically the network reliability based
on energy and environmental conditions data with
Kaplan Meier and Nelson Aalen estimators.

This paper is organized as follows: Section I gives a
brief background on IoT and the problem statements. Sec-
tion II presents a related work on IoT power evaluation
and modelization strategies. Section III looked at reliability
assessment tools, especially the mathematical techniques on
lifetime evaluation. Section IV presents an experimentation of
Agri-IoT system deployment and, in that same way, presents
the results of our power evaluation and survival analysis for a
centralized Agri-IoT Network in real-life deployment. Section
V presents the evaluation, analysis, and discussion and Section
VI, finally presents the Conclusion.

II. RELATED WORK

Deploying Agri-IoT systems is challenging in terms of
hardware, network architecture density (topology and density),
type of power supply, and environment. Battery drain is a
parameter of reliability related to network lifespan.

Regarding that, several research [7], [8], [9] evaluated
power consumption in different LPWAN technologies. In [7],
an analytical approach is proposed to assess individual sensor
node power consumption, providing insights for optimizing
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sensor node design with a focus on energy autonomy. In [8],
the authors presented an energy model for NB-IoT, considering
power-saving modes and discontinuous reception mechanisms.
In [9], the authors compared the power consumption im-
pact of SF7 and SF12 and their respective applications in a
LoRaWAN-based IoT system.

In [10], the authors evaluated the energy usage of LPWAN
wireless technologies (LoRaWAN, DASH7, Sigfox, and NB-
IoT) to determine battery lifetimes. They found that actual bat-
tery lives can differ from ideal scenarios and provide insights
on selecting appropriate technologies and battery capacity to
improve IoT applications.

Banti et al. [11] identified challenges in designing an
energy-efficient LoRaWAN communication protocol. Their
findings guide research toward a GreenLoRaWAN protocol
that is robust, scalable, and energy efficient. The authors
emphasized the need for independent power sources for IoT
nodes, as studies often overlook network lifetime constraints
by assuming gateways are connected to the grid.

In [12], the authors proposed a node lifetime estimation
approach applicable to both static and dynamic loads, inves-
tigating the influence of parameters such as self-discharge,
discharge rate, age, and temperature on Alkaline and Nickel-
Metal-Hydride (NiMH) batteries.

Based on reviews, many energy models simplify analysis
for manageability, potentially overlooking real-world complex-
ities and leading to inaccuracies in predictions. Some studies
assume grid power for gateways, but in the Sahel, where
reliable power is rare, overlooking network lifetime constraints
in IoT system design can affect practicality. Dynamic factors
impacting energy consumption over time, like environmental
conditions and hardware variations, may not align with as-
sumed ideal conditions. In this study, battery consumption
estimation relies on node voltage measurement and payload
tests, using real-world testbed data under actual conditions in
the Sahel. This approach is based on modeling mathematically
of network reliability on Kaplan Meier and Nelson Aalen
estimators.

III. BACKGROUND PROBABILISTIC IOT RELIABILITY
PREDICTION

In statistics, survival analysis [13], [14], [15] is for analyz-
ing life expectation and lifetime based on an event occurring
such as the death or failure of a mechanism in a system. This
topic is also called reliability analysis.

Reliability analysis determines the probability of a popula-
tion that survives past a specific time, the rate of the population
that survived or died at any given time, or how an event impacts
the population’s lifetime. In the Agri-IoT context, it enables
modeling network nodes’ survival by predicting it.

In mechanical systems, determining the cause of death or
failure of a component is required. In survival analysis, this is
considered an ”event” and involves time-to-event data. Time
is defined as the beginning or end of an observation period.
Censored observation focuses on an individual’s survival time,
even if the information is incomplete or imprecise.

In 1958, Kaplan and Meier introduced the Kaplan-Meier
estimator [15], which has since become widely used for esti-
mating and summarizing survival curves. This approach is the
most common way to estimate and summarize survival curves
for being a highly cited statistic paper. The survival function,
S(t), gives the probability that a device or a mechanism
survives after a specific time t. The non-parametric estimator
functions will be used to analyze the survival data from field
experiments and to evaluate two related probability paradigms.

1) The survival probability using the Kaplan-Meier es-
timator (KME).

2) The Hazard rate denoted H(t) using the Nelson-
Aalon estimator(NAE) [16], [17].

The Kaplan-Meier distribution estimates the probability of
the event of interest not happening at time t. At the same time,
the NAE Hazard probability gives a visualization of the event
occurring on the subject within an interval of time.

S(t) is the probability that a given population member
has a lifetime greater than t. For a sample of size N in
this population, the time until each death of the members of
population N is represented as follows:

t1 ≤ t2 ≤ t3 ≤ · · · ≤ tN . (1)

The KME function S(t) is express as following :

Ŝ(t) =
∏
ti<t

ni − di
ni

(2)

The NAE function H(t) is expressed as following :

Ĥ(t) =
∑
ti<t

di
ni

(3)

where ni is the number of subjects ”at risk” just before
time ti, and di is the number of deaths at time ti. The KME
is not used to estimate the cumulative hazard, plus the NAE
hazard function has a better small-sample performance than
the KME [18] function. An empirical comparison of the two
solutions has been broadly studied by Colosimo et al.[19].

The IoT systems are hardware and software deployed to
monitor specific parameters. In some cases, human interven-
tion can be a requirement for provisioning and maintenance
reasons or as an oracle. Then, the reliability of IoT systems
can be assessed in three ways:

• Hardware reliability;

• Software or operation reliability;

• External reliability.

Hardware reliability is the failure rate of the hardware
component system. It has been assessed in many ways in
the literature [20], [6], [21]. The software reliability involves
protocols, logistic support, and the system’s operationality. Ex-
ternal reliability is correlated to the maintenance of the system
or human intervention and the impact of outside parameters in
the system. The system reliability can be expressed as follows:
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Rsystem =
Rgateway(

∑
(Rmn) +Rsoftware +Rhuman

3
)

(4)

Where Rgateway is the reliability of the gateway, which
centralizes the network and all the system depends on. Rmn

is the reliability of the network participant, the member nodes.
Rsoftware is the software reliability of participants. Rhuman

is the human reliability.

In this study, the Rsoftware is not considered, same for the
Rhuman on the system reliability. Consequently, in this work,
several evaluation and prediction results are achieved. This is
based on an IoT system’s energy consumption behavior during
its operation with on-field collected data from the testbed:
Node Lifespan; Network lifespan; Impact of activity level on
the system; Network density, and participants’ death over time
for maintenance and human intervention time prediction.

The next section presents the simulation part and how the
reliability analysis is executed and correlated to the on-field
implemented system’s observations.

IV. CONTRIBUTIONS: EXPERIMENTATIONS AND
MODELING

A. Context and Test Bed Architecture Design

The test bed site is located at Gaston Berger University’s
(UGB) experimental farm in northern Senegal, specifically in
Saint-Louis (see Fig. 1).

This site has been set up for practical training and research
activities focusing on animal and crop production techniques.
It covers an area of 26 ha and is irrigated with a drip irrigation
system and two submerged pumps in the Djeuss River, Senegal
River, with flow rates of 160 and 196 m3 per hour. It has a
storage and recovery basin measuring 15 meters by 10 meters
by 8 meters, a filtering station with sand tanks, multiple control
heads, distribution ramps, and conduits supporting the drip
emitters. This infrastructure enables a controlled water supply
for agricultural experimentation on the farm.

The Agi-IoT test bed installation was done between August
and September 2021. Meteorological conditions during this
period are characterized by the rainy season, sunny days,
and daytime temperatures ranging from 28°C to 33°C during
the day and 24°C and 27°C during the night, while relative
humidity levels consistently exceed 70% based on on-field
measurements and from National Agency for Civil Aviation
and Meteorology [22], [23].

The architecture of the test bed consists of one Gateway
and four sensor nodes deployed into an okra exploitation. The
system provides sensing and analyzing functions (Fig. 2). The
aim is to monitor environmental parameters (temperature and
soil humidity) and infer the need for irrigation actioning.

The sensing part consists of a digital temperature and
humidity sensor, a controller, and an energy source from a
finite battery. Moreover, the sensor used in this work incor-
porates an integrated temperature sensor to gauge the soil’s
temperature accurately. The collected data is transmitted to the
gateway using BLE technology. Bluetooth Low Energy (BLE)

technology is known for providing reliable communication
over relatively short distances.

The IoT’s Cisco Reference Model defines the gateway as
a Level 3 and 4 component that acts as a hub for receiving
all data collected from sensor nodes [24]. The gateway pro-
cesses the packets to extract relevant information, generates
customized irrigation plans for each sensor node, and transmits
refined data to a database. This makes it accessible to various
applications and services for the end-users.

B. Hardware Design, Implementation, and Deployment

The IoT Network test bed consists of a gateway and sensor
nodes. These components encompass a controlling board, a
communication module (integrated into the controller), sen-
sors, and the power supply. The nodes, including gateway and
sensor nodes, are implemented using the Raspberry Pi 3B+
as the main electronic board (Fig. 3). Nodes use BLE 4.2
for network, power bank, solar panels, soil sensors for data
collection, UM25C Meter for energy monitoring, and an 8-
inch display, keyboard, and mouse for RPIs.

The Cypress CYW43455 Bluetooth Chipset and BLE 4.2
are used for the Network Communication interface between
the nodes. The BLE 4.2 module is built in the RPi 3B+ for
communication among the Network’s nodes. In this context,
the Gateway is the master, and simple nodes are slaves.

A solar power bank with a battery capacity of 36, 000mAh
is connected to the nodes (gateway and simple node). The
power bank has a USB output for the devices’ power supply.
A 24 by 6 cells poly-crystalline silicon solar panel is coupled
to the gateway battery. The criteria for choosing the battery
model were durability, robustness to the outdoor conditions,
and water resistance in accordance with the deployment area
conditions.

The UM25C Meter [25] is a device that measures electrical
quantities, such as voltage, current, resistance, capacitance, and
temperature. It has a large display screen and can be connected
to a computer or smartphone via Bluetooth. It is connected to
the RPI via USB 2.0. It is used to monitor our field ambient
temperature and nodes’ electrical metrics quantities.

A WiFi connection was also used to establish Internet
connectivity for the gateway. However, this connection was
deliberately not kept continuously active in order to reduce
power consumption. Instead, the connection was established
twice daily to transmit data to the database and was subse-
quently disconnected. The data acquired from the sensor node
was stored using Google Sheets as the storage platform.

In the experimental farm, five(5) nodes have been deployed
on the field in a star topology to collect data. The Gateway
is in the center with a solar panel and enclosure at 1m up to
the ground (Fig. 4). It coordinates communication and has two
network interfaces: One with BLE to communicate with the
sensor nodes in WI-FI to be connected to the Internet. The
four(4) Sensor nodes are in the perimeter of a chosen area to
collect temperature and humidity and send data to the gateway
(Fig. 5).
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Fig. 1. Location of the outdoor experimental farm of UGB located at UGB, Saint-Louis, Senegal.
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Fig. 2. Agri-IoT deployment architecture diagram.

V. EVALUATION, ANALYSIS, AND DISCUSSION

A. Reliability Evaluation Results

This section presents the main results and learned lessons
from the testbed related to reliability. The on-field testbed
deployment further highlights the importance of designing and
simulating scenarios with detailed realism, ensuring accurate
and representative results regarding the hostile Sahel environ-
ment.

Table I presents the status of various parameters that
impact energy consumption in a node. The gateway plays
the role of a server. Several experiments were realized to

TABLE I. THE GATEWAY INTERNAL ACTIVITIES

Status
Server Gateway
Platform RPI 3B+
Running Tasks 156
User Python3.7
Memory 873.3/1000
Network BLE
Display None

observe the system’s activity level and running tasks. The
running software is implemented in Python with the BLE
communication protocol.
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Fig. 3. Gateway and sensor basic components lab integration and testing. (1) Raspberry Pi 3B+ with built-in BLE 4.2, (2) UM25C Meter, (3) Battery power
bank, (4) STEMMA soil moisture and temperature sensor.

Fig. 4. (1) Gateway’s initial deployment: Solar power bank responsible for energy supply. This setup lacks protection against the sun, significantly impacting
board operations due to enforced sleep mode during high temperatures within the enclosure. (2) Enclosed gateway setup featuring an RPI, a body with a fan,

and a UM256C meter for energy behavior monitoring during node activities.

1) Network Coverage: Considering a node as dead once it
stops operating. The operation time of the field experiment
is 72 hours testing period. The maximum communication
distance for the BLE connection was about 11 meters in line
of sight. The BLE range of the Raspberry Pi is limited without
an external antenna. For any distance beyond 7 to 10 meters
or another use case that involves reasonable communication
distance, adding an antenna might suit best.

2) Impact of Density in Network Lifespan: It is very
important to have a global view of the impact of network
density on the network to provide energy-saving and optimized
operation. Fig. 6(2) shows how the network size impacts the

network’s longevity. The experiment was run five times and
plotted the mean values of the network lifetime against the
network size. Then, observations were made based on the
activity and the node’s role(sensor node or gateway) to obtain
a concise evaluation of its lifespan. Node density was set to
5, 10, 15, 20, and 25 participant nodes with one gateway in a
centralized architecture.

Two important facts were deducted from the evaluation of
Network Density over Node Lifetime. The red curve represents
the lifespan of ’at-risk’ nodes over time, which are nodes that
are more prone to failure. On the other hand, the blue curve
illustrates the lifespan of ’died nodes’ over time, which are
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Fig. 5. Field deployment of the testbed IoT network, emphasizing a sensor node, its energy source.

(2)
Fig. 6. (1) Node discharge rate effect on lifetime. (2) Influence of network density on node lifetime: The red curve represents the lifespan of ’at-risk’ nodes

over time, while the blue curve illustrates the lifespan of ’died nodes’ over time.

the nodes that have experienced failure events. This analysis
provides a valuable understanding of the network’s stability,
reliability, and overall performance.

3) Impact of energy in network lifespan and reliability
: The reliability evaluation encompassed a comprehensive
assessment of discharge rate impact and inclusion of factors
such as transmission, reception, idling periods, duty cycling,
data, and the node’s designated tasks. This comprehensive eval-
uation allowed us to estimate the node’s lifespan, as depicted
in Fig. 6(1). Thus, the figure illustrates that with a discharge
rate of up to 0.054Ah, the projected node lifetime could extend
beyond 25hours. As demonstrated through indoor testing, this
prolonged node lifespan translates to approximately 22hours
of sustained gateway operation connected to a finite power
source of 36000mA. This is a way to predict network fail-
ure and anticipate self-healing methods to minimize network

failures.

This observation highlights the critical role of gateway
efficiency and longevity in overall network performance by
deepening our understanding of the correlation between node
discharge rates and lifespan.

The battery capacity can be expressed as a function of the
time it takes to charge fully (see Eq. 5):

Cn =
A(chargingordischarging)

Capacity
(5)

• Where Cn or C/n, expressed in ampere-hours (Ah),
measures the speed of charging or discharging the
battery, and the n stands for the number of hours the
discharging takes.
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• A is the electrical current.

• The capacity is the amount of current held in the
battery; it is different from the power.

To find out this quantity of energy (which is expressed in Watt-
hours - Wh), the capacity must be multiplied by the voltage
of the battery:

Ah× V = Wh (6)

The current (A) can fluctuate depending on the charging
style or type, and different parameters like heat, dust, wear-
out, and activity load can affect battery charging and discharge
speed. Hence, All battery parameters are affected by the battery
charging and recharging cycle. The current can be expressed
in Eq. 7.

A =
capacity

H
(7)

From Eq. 5 and 7,the lifetime is deduce as follows:

H =
1

Cn
(8)

4) Mitigating environmental-related issues:: Nodes went to
sleep after sending measurements, making data collection im-
possible. The gateway received data only the next morning. No
protection against the sun heat in Fig. 3 affected performance.
High temperatures triggered sleep mode, posing a deployment
challenge.

The temperature was 46◦C in the field. High temperature
triggers sleep mode and reduces charging efficiency. More
energy is required for proper recharging. High temperatures
slow down charging. Our batteries come with a less-efficient
amorphous solar panel.

The power bank’s operational temperature range spans
from 0◦ to 45◦, with a cautionary recommendation not to
exceed 60◦. During the deployment phase, high temperature
consequently impacted the battery’s performance. This ex-
plains the occurrence of node failures in the field due to the
influence of heat.

Furthermore, an important observation concerning the new
gateway’s design. It featured a wider solar panel (refer to Fig.
4(1)) that served as a protection against sun heat, effectively
preventing node overheating. The system’s efficiency is im-
proved by adjusting the battery supply and raising the solar
panel. This created better airflow, resulting in a cooling effect.
The change was needed because inconsistent data reception
was experienced from the end nodes. Initially, attempts were
made to enhance the gateway’s power supply, but upon further
investigation, it was determined to be unnecessary. As a result,
the gateway functions optimally in cooler environments with
average temperatures ranging from 25◦ to 30◦.

B. Network Survival Analysis

A thorough survival analysis was performed to explore
the correlation between network density and the lifespan of
the network. This investigation enabled us to make accurate
predictions about the network’s behavior in response to a 10%
increase or decrease in workload or network size. Fig. 7 is
a visual representation of our findings. Network expansion
impacts payload and data processing at the gateway. This data
was analyzed using Python 3.7 and the Lifelines library, with
the Kaplan Meier distribution fitter method - a widely accepted
approach.

During the investigation, time-to-event data was analyzed
using two non-parametric survival function estimator tech-
niques: the Kaplan-Meier Estimator (KME) and the Nelson-
Aalen Estimator (NAE) to consecutively estimate S(t) and
H(t).

The KME was used to estimate the probability of nodes
surviving over time. This estimator is represented as a step
function, which shows discontinuities at the occurrence of
events. Initially, the probability of a node’s survival remains
at 100%, indicating network stability during the first 18 hours,
between the intervals of t0 and t18, as shown in Fig. 8(2). This
interval represents a period of network stability. Additionally,
the median survival time indicates that nodes can operate
reliably for at least 22 hours, providing valuable information
for proactive network maintenance planning.

Due to the limited amount of data, the Kaplan-Meier
estimate was not applicable. Consequently, the Nelson-Aalen
estimator, more accurate for a limited amount of data, was
utilized to assess the cumulative hazard rate. This involves
calculating the total number of node failures during specific
time intervals to determine the cumulative count. Refer to Fig.
8(2) for the results.

Our analysis found no ”early node mortality.” Our metric
for assessing node performance was battery depletion. Failures
became more prevalent as the network aged, suggesting that
nodes performed well initially but gradually became less
reliable over time.

In the scope of the study, the metric related to battery
depletion in the network component was closely monitored.
It is important to note that no subjects were censored in this
investigation. This can be visualized in Fig. 8(1) and 8(2).

VI. CONCLUSION

This paper evaluates the reliability of an Agri-IoT system
deployed in the challenging Sahel environment. Accurately
simulated on-field scenarios provided valuable insights. Mon-
itoring the gateway’s internal activities revealed critical data
impacting node energy consumption. Network coverage and
density emerged as key factors affecting the network’s lifes-
pan. The comprehensive evaluation of energy consumption
provided crucial insights into node discharge rates and their
correlation with lifespan, aiding in predicting and mitigating
network failures.

The study addressed environmental challenges, highlight-
ing the impact of high temperatures on node performance and
the successful design adaptation of the gateway for improved
efficiency in cooler environments.
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Fig. 7. Network density and duty-cycling impact on the network lifetime.
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Fig. 8. (1) Kaplan Meier estimate survival function, S(t) described in Eq. 2. It is the probability that a node survives from the time it is switched on to a

specific future time t. (2) Nelson-Aalen Estimator cumulative hazard rate. It is denoted H(t) described in Eq. 3. It represents the probability a node, in our
case, who is under observation at a time t, has died at that time.

Survival analysis, utilizing Kaplan-Meier and Nelson-
Aalen estimators, established network stability and the proba-
bility of node survival over time. The absence of ”early node
mortality” indicated initial reliability, gradually decreasing
over time.

These results enabled to better understanding of Agri-IoT
reliability in typical Sahel Environment, providing practical
insights for optimizing system performance and addressing
environmental challenges in real-world deployments.
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saisonnier jas 2021. [Online]. Available: https://bit.ly/3MZdsSZ

[24] C. Systems, “Iot: A cisco model,” LearnIoT.com, 2023. [Online].
Available: https://learniot.com/cisco-model

[25] Joy-IT, “Um25c multimeter,” 2023. [Online]. Available: https://joy-
it.net/en/products/JT-UM25C

www.ijacsa.thesai.org 9 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 1, 2024 

10 | P a g e  

www.ijacsa.thesai.org 

A Hybrid Approach for Automatic Question 

Generation from Program Codes 

Jawad Alshboul, Erika Baksa-Varga 

University of Miskolc, Faculty of Mechanical Engineering and Informatics, Miskolc, Hungary 

 

 
Abstract—Generating questions is one of the most challenging 

tasks in the natural language processing discipline. With the 

significant emergence of electronic educational platforms like e-

learning systems and the large scalability achieved with e-

learning, there is an increased urge to generate intelligent and 

deliberate questions to measure students' understanding. Many 

works have been done in this field with different techniques; 

however, most approaches work on extracting questions from 

text. This research aims to build a model that can conceptualize 

and generate questions on Python programming language from 

program codes. Different models are proposed by inserting text 

and generating questions; however, the challenge is 

understanding the concepts in the code snippets and linking them 

to the lessons so that the model can generate relevant and 

reasonable questions for students. Therefore, the standards 

applied to measure the results are the code complexity and 

question validity regarding the questions. The method used to 

achieve this goal combines the QuestionGenAi framework and 

ontology based on semantic code conversion. The results 

produced are questions based on the code snippets provided. The 

evaluation criteria were code complexity, question validity, and 

question context. This work has great potential improvement to 

the e-learning platforms to improve the overall experience for 

both learners and instructors. 

Keywords—Question generation; e-learning; python question 

generator; semantic code conversion 

I. INTRODUCTION 

Automating question generation has become significant 
with the increasing trend of online learning and its scalability 
in recent years. Technical courses like learning programming 
languages are more popular, and there is a massive demand for 
such subjects. Questions are the primary approach used to 
evaluate student knowledge [1]. Therefore, creating questions 
becomes more challenging as the constant growth of e-learning 
continues, more courses are created, and the pressure on 
teachers is high. Intelligent and deliberate questions can 
enhance student understanding and reduce the gap between 
theory and practice in programming subjects [2]. For example, 
the article in [3] monitors the performance and behavior of 
students who engage in courses with self-assessment methods 
in programming and problem-solving. The research in [4] 
observes the decentralized practice by monitoring the intensity 
and timing of the impact on student learning and problem-
solving in programming languages. The research paper [5] 
addresses interactivity while solving problems in programming 
languages based on learning objects. The article in [6] tries to 
enhance the use of digital resources for students and 
instructors. The research papers in [7] and [8] address the 
learning objects that can be used in different contexts using 

web3. Finally, the article in [9] suggests collaborative learning 
to help instructors engage students in generating and evaluating 
questions. The proposed method focuses on translating Python 
code into text and uses an AI-based framework to generate 
questions from the text. We also use ontology to connect and 
conceptualize the logic of the programming language. 
Applying ontology ensures interoperability with other systems 
and reduces the overhead on educational platforms. This work 
contributes to the e-learning platforms and improves the 
overall experience for instructors of programming languages. It 
also enhances the learning path for students who like to learn 
and do exercises without repeating the same questions. The 
outcome of this research is to generate meaningful questions 
based on Python code to assist instructors in creating more 
questions in a timely manner, thus ensuring students proper 
learning of the potential programming language. Unlike similar 
works, most recent research focuses on generating questions 
from text, while some research focuses on generating questions 
from visuals or images [10]. This work focuses on generating 
questions from code snippets using semantic relations to 
extract the concepts. Generating questions from 
unconventional sources, such as code snippets, becomes 
important in providing a better learning experience to large 
groups of students, especially when dealing with limited 
information. 

A. Research Goal 

The main goal of this research is to assist instructors and 
students in properly evaluating student performance by 
generating Python-based programming questions from existing 
materials (i.e., code snippets). The automatic question 
generation from code snippets will add the possibility of 
generating a different set of questions based on the same code 
snippet. Therefore, it leads to a better understanding of the 
given topic. 

B. Research Objectives 

To achieve the primary goal of this research, the following 
objectives are needed: 

1) Implement a framework that can interpret Python 

programming language into text. 

2) Enable the framework to comprehend the text and build 

connections between the programming structures and the 

semantic concepts. 

The rest of the paper is organized as follows: Section II 
describes related work and some existing approaches. Section 
III details the question generation framework implemented in 
this research, and Section IV shows the results. Section V 
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presents a discussion that summarizes the results. Finally, 
Section VI concludes the paper and mentions future work. 

II. RELATED WORK 

The question generation process is a relatively complex and 
challenging task. It requires adequate experience, high 
knowledge of the material, and time. With the emergence of 
online learning, it has become a necessity. The first types of 
question generation models, such as syntax-based, semantic-
based, and other models, started in 2014 [11]. 

Ontologies are a powerful tool for standardizing knowledge 
representation, which can be helpful in a wide range of 
domains, including e-learning. By modeling learning materials 
with ontologies, it is possible to create more personalized and 
effective learning experiences, allowing learners to achieve 
their goals more efficiently [12]. 

Domain knowledge models can be extremely useful in 
representing knowledge in a standardized and structured 
manner, aiding the teaching and learning processes. Python and 
Owlready2 are used to create the model implementation. 
Python is a popular programming language for various 
applications, including machine learning and data analysis. It 
includes many libraries and frameworks for developing 
sophisticated software systems. Owlready2 is a Python-based 
ontology library that simplifies creating and manipulating 
ontologies in Python code. The researchers created a flexible 
model that can be used to represent knowledge in a way that 
can be easily integrated into e-learning systems by 
implementing the domain knowledge model using Python and 
Owlready2. It could help develop adaptive learning systems 
that can tailor the learning experience to the needs of individual 
students [13]. 

Despite its importance, implementing question-generation 
approaches for programming concepts is partially applied in 
the modern world. Programming languages are an essential 
topic in computer science and software development, and there 
is a great demand for effective and efficient ways to teach 
programming concepts. Developing question-generation 
approaches for programming languages makes it possible to 
create many practice questions that can be used to reinforce 
learning and test understanding [14]. 

To aid students in their learning, Urazova [15] discusses the 
development of a system to automatically generate questions 
regarding UML database design and evaluate student 
responses. The system generates questions and evaluates 
student responses using artificial intelligence and methods for 
natural language processing. The goal is to give students a 
valuable and practical tool to assess their knowledge of and 
develop their expertise in UML database design. 

A study by Russell in [16] investigated the application of 
automated code-tracing exercises for teaching introductory 
programming (CS1) courses. Code tracing is a teaching method 
in which students mentally run code, follow the control flow, 
and note the values of variables at each stage. The researchers 
used an automated system to create code-tracing tasks and 
assess student responses. The purpose of this system was to 
serve as a tool for teaching students programming ideas and 
problem-solving techniques. The researchers evaluated the 

system's efficacy through studies and student polls and 
contrasted it with more conventional teaching techniques. The 
article details the possible advantages of automated code-
tracing exercises in CS1 courses and the challenges and 
limitations that must be addressed. 

The use of large language models to automatically provide 
programming tasks and related code explanations has been 
used recently. A solution using artificial intelligence was 
developed to help teachers and instructors construct and deliver 
efficient programming assignments. A sizable language model 
was trained on text and computer code to provide workouts and 
explanations for programming. The model was assessed based 
on the usefulness and quality of the activities and explanations 
produced through tests and questionnaires. The promise of 
leveraging extensive language models for automated 
programming exercise production is discussed in the study, 
along with the difficulties and restrictions that must be 
overcome [17]. 

Automated programming exercise creation and code 
explanation have several drawbacks, including bias potential, 
dependency on large language models, limited capacity to 
assess student comprehension, significant computing needs, 
and difficulty in generating high-quality training data. The 
quality of the language models determines how well the 
exercises and explanations are created, and there is a chance 
that the models might be biased. The systems automatically 
assessing student knowledge could not be reliable and might 
need a lot of computer power. Producing high-quality training 
data for large language models is challenging and time-
consuming. When utilizing these technologies in educational 
contexts, these constraints must be taken into account [18]. 

III. QUESTION GENERATION FRAMEWORK 

Question generation involves computer understanding of 
the available materials to propose plausible questions to 
students. However, two approaches are usually effective: AI-
based or semantic-based [12]. The current work uses a 
combination of both semantic and AI methods to properly 
generate questions from code snippets based on semantic code 
conversion. The primary motivation for using the semantic 
approach is maintaining concept relations in the programming 
language keywords to increase system intelligence on the 
programming language rules. Other approaches would not 
accurately represent the programming language rules, 
keywords, and concepts. This section will detail the framework 
architecture, the technology used, and the approach to generate 
questions. 

A. Architecture 

To generate questions from existing Python code snippets, 
an interpreter is needed to dissolve the codes into more 
understandable concepts. Python or any other programming 
language is constructed using operators, variables, and 
functions. Operators such as +,-, AND usually do the actual 
computing. At the same time, variables are used to store values 
and recall them with operators to perform specific tasks. 
Functions contain a list of variables, loops, and operators to be 
executed in order. The ontology will categorize and 
conceptualize the list of commands (i.e., variables, operators, 
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etc.) and the relationships between the concepts in the script. It 
will build an explained version of the code by processing the 
code line by line and creating semantic relationships based on 
the input. Subsequently, the translated code is generated and 
inserted into an AI question generator called “QuestGen” [19]. 
This model will generate open-ended questions. Fig. 1 shows 
the framework data flow and its components. 

Awareness of existing technologies and software is 
essential to construct any framework or software. Such 
awareness can improve productivity and help address many 
issues that take a long time. As a result, in this work, we 
implemented a framework using various third-party software. 
Table I describes this case's environment settings, tools, and 
applied libraries. As mentioned earlier, we have used the 
QuestGen AI model, an open-source NLP library dedicated to 
creating simple question-generation methods. It is on a mission 
to become the world's most sophisticated question-generation 
AI by utilizing cutting-edge transformer models like T5, 
BERT, and OpenAI GPT-2, among others. The primary 
objective of QuestGen AI is to simplify the question-
generation process, providing support to educators, content 
creators, and learners in developing educational materials. This 
tool significantly enhances the efficiency of teaching and 
learning resource development through automation, ultimately 
facilitating a more effective educational experience. 

Before generating questions, the QuestGen AI model 
expects a text as input. The ontology mentioned next is 
responsible for converting the snippet code from the Python 
programming language into text that humans can understand. 
Subsequently, this model can generate questions based on the 
inserted text. The software supports four types of questions, 
and they are as follows: 

 Questions with Several Choices (MCQs) 

 Boolean (Yes/No) Questions 

 Open-ended Questions 

 Question Paraphrase 

For the current study, only open-ended questions are 
considered. Since learning a programming language focuses on 
understanding the content of a code, it is more suitable to use 
open-ended questions to assess student knowledge properly. 

B. Ontology Design 

The ontology is built and compiled using the OWLReady2 
library in Python. Such a library would support automating 
manual activities like adding instances to the ontology. 
However, the main components and the relationships between 
concepts should be implemented manually to maintain logical 
correctness. Translating code into text starts with assigning 
keywords to ontology classes and describing these keywords. 
For example, the "=" sign is described in the ontology as an 
"equal sign", a value of the Assignment subclass in the 
operator class. The output of the ontology implemented in 
Python and OwlReady2 is then imported into Protégé for 
visualization purposes since the visualization is not yet 
supported on OwlReady2. Fig. 2 shows the ontology design 
visualization in Protégé. 

 
Fig. 1. Proposed framework architecture. 

TABLE I.  RESEARCH QUESTIONS AND CORRESPONDING RESEARCH 

OBJECTIVES 

Name Description 

OwlReady2 Python library to implement Ontology V 0.37 

Protege 
Software Application for viewing and modifying 

ontology 

Jupyter Notebook IDE to develop the framework 

QuestGen AI-based application to generate questions from the text 

Python V 3.11.1 

 
Fig. 2. Ontology design visualization using protégé. 

Logical correctness would enforce semantic meaning on 
the written script. For example, an “elif” statement syntax is 
valid in Python. However, it cannot exist without having an 
“if” statement before it. An “elif” should only be coming after 
an “if”. Furthermore, logical correctness would connect all the 
keywords and describe the semantic relationship between 
steps. Most essential aspects of Python programming language 
in the designed ontology are classified as classes and 
subclasses. For example, in this study, we have categorized the 
Python language elements and constructs into four main 
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classes: Control Structure, Function, Library, and Operator. 
Each subclass of the Operator class contains several instances 
that would map each instance to the operator class. Such 
mapping would assist in enforcing the logical correctness of 
the translated snippet. Fig. 3 shows an instance definition from 
the constructed ontology. The ontology's capabilities aim to 
structure the Python programming language to ensure that the 
computer can collect vocabulary text about the keywords and 
build sentences based on the combination of the programming 
language keywords, which can be fed later into the question 
generation model. The main limitation is that the ontology 
should be built manually by adding the explanation of all 
instances, which can be challenging to implement. Further 
research is needed to improve this approach. Fig. 4 shows a 
part of the ontology in Python script. 

 

Fig. 3. Instance definition of subtraction. 

 

Fig. 4. Ontology in python. 

C. Parser 

The parser's job is to detach a block of codes into pieces 
that can match the ontology based on keywords and custom 
conditions. These conditions are adjusted depending on the 
inserted snippets. This model uses the ontology to create 
sentences. It analyzes keywords in the parser and generates 
sentences explaining the code. For example, a=10, the parser 
would create “a is a variable. a value is 10”. Fig. 5 illustrates 
how the code parser algorithm works in the implemented 
system. 

 
Fig. 5. Algorithm steps of the code’s parser explanation. 

This parser helps turn Python code (and maybe other types 
later) into sentences using a set of rules. It maintains whatever 
logic the ontology possesses about the code. Then, it is fed into 
the AI model to generate proper questions based on the code 
interpretation by ontology. The limitation of this parser is that 
it might struggle with complicated code because it needs 
specific filters to understand the context and collect the 
keywords. Fig. 5 describes the steps involved in processing the 
input and generating results. Initially, the ontology file must be 
loaded into the environment using an OWL file. Subsequently, 
the Python source code is provided to the application, where 
filters extract keywords and retrieve explanations from the 
defined ontology. Finally, the 'explained code' is passed to the 
QuestionGenAI framework to generate questions. 

D. Question Generation 

Over time, there is a growing demand for question 
generation, a trend that could significantly alleviate the burden 
on educators and trainers. This is particularly beneficial for 
scalable learning formats such as online courses. Many models 
exist for generating questions from regular text; however, 
understanding code and generating questions from code 
snippets is not applied due to its complexity. Code-to-text 
conversion is a challenging task. However, the semantic 
relationships between the concepts in the ontology are an 
excellent solution. Fig. 6 shows the whole procedure to 
translate code into text. In Fig. 6, the code undergoes validation 
by a parser checker responsible for scrutinizing its syntax. 
Once the code is confirmed as error-free, the checker directs it 
to the ontological translator, acting as the parser within our 
architecture. This parser transforms the code into coherent 
sentences, forwarding them to the Question Generator AI 
model to generate reasonable questions. An explanation of the 
Question Generator AI model is provided in the subsequent 
section. 

 
Fig. 6. Question-generation process. 

E. QuestionGen AI 

The QuestGen AI model is an AI model that can generate 
questions using AI. The QuestGen project is available in an 
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open-source format [18]. The model is already trained and can 
generate high-quality questions based on text fed into the 
model. Instructors can choose the type of question that can be 
generated; however, we have only applied open-ended 
questions. The results summarized in the subsequent section 
show that the AI model can generate reasonable questions 
based on the input text and its level of clarity. 

 Input: The model can process various types of input, 
including structured, unstructured, and context-based 
content such as passages, documents, and articles. 

 Field of application: The model is tailored to support 
the education field across diverse disciplines such as 
science, history, language arts, and more. However, it 
does not have the capability to execute or generate 
programming language code. 

 Generation method: It is a semantic-based model 
designed to comprehend inserted text by leveraging 
concepts and contextual awareness. This procedure is 
divided into two main steps. Firstly, it begins with 
entity recognition, wherein the model extracts crucial 
information such as dates, names, and relationships, 
employing part-of-speech tagging. Next, the model 
applies question templates to the extracted information 
to match the most suitable predefined question 
template. To improve question quality, various methods 
are employed, including probabilistic approaches to 
refine wording and phrasing within the questions. 

 Question format: The model can propose various 
formats, including open-ended, multiple choice, 
true/false, and short answer. 

 Response format: The responses are generated in both 
text and JSON formats. Each type of question has its 
own format. For instance, multiple-choice questions 
prompt the system to produce the question stem and its 
corresponding answer choices. This distinction applies 
to all question types, and the resulting output is tailored 
accordingly. 

 Example: The sentence inserted into the model is “The 
Industrial Revolution was a period of significant 
economic and technological change that began in 
Britain during the late 18th century. It marked the 
transition from agrarian economies to industrialized 
ones, with advancements in machinery, transportation, 
and manufacturing.” 

 The generated questions for a true/false type of question 
are: 

o 'Is the industrial revolution the same as the 
'revolution?', 

o 'Was the industrial revolution a period of change?', 

o 'Was the industrial revolution a revolution in the 
18th century?' 

IV. RESULTS 

The results are generated in two versions, one utilizing our 
proposed model and the other without its use (i.e., by directly 
inserting the code into the QuestGen AI), as depicted in Fig. 7. 
The implemented framework facilitates the question-generation 
process, empowering teachers to automatically generate Python 
programming language assessment questions for testing 
students' knowledge. Fig. 8 depicts a straightforward code 
snippet featuring variable definitions. This figure illustrates 
specific variables alongside their assigned values, incorporated 
as a script within the ontology. A Python parser is employed to 
validate the text as proper code before generating any flawed or 
erroneous questions to mitigate the potential for incorrect 
syntax within the inserted code. Fig. 9 displays the translated 
text derived from the code, providing a textual interpretation 
for each line. The interpreter presents the variable type and 
specifies the assigned value for each variable. Fig. 10 
showcases the outcomes resulting from inserting the 
aforementioned text into the QuestGen AI model. Fig. 11 can 
be seen without having a context. The question generator failed 
to produce any meaningful questions except for the list 
variable, where it managed to generate a relevant question. 
However, the AI model could not comprehend all the lines, 
hence the presence of the ZERO {} symbol. Fig. 12 exhibits a 
Python code comprising class and object definitions presented 
as a string and passed through an ontology to translate it into 
text. Subsequently, this text is fed into the QuestionGen model 
to generate questions. In the subsequent examples, only the 
generated questions and context from QuestGen AI will be 
showcased, omitting the complete outputs. Moving on to Fig. 
13, it explains the preceding code snippet depicted in Fig. 12 
using natural language, preparing it for input into the AI 
generator. Following this, Fig. 14 displays the questions 
generated from the snippet description, demonstrating the 
relevance of the generated questions. However, Fig. 15 
illustrates the outcome of generating questions without 
providing a snippet description, resulting in improper questions 
marked by ZERO{} symbols and inaccuracies. This indicates 
the necessity of providing a description for accurate question 
generation. In the third example, depicted in Fig. 16, a function 
is defined to compute the area of a circle based on its radius. 
This code incorporates arithmetic operations and utilizes 
Python's 'math' module. Subsequently, Fig. 17 exhibits the 
output resulting from describing the aforementioned code to 
input into the AI model. Meanwhile, Fig. 18 displays the 
generated questions derived from the description of the code 
snippet involving mathematical operations. Conversely, Fig. 19 
showcases a question generated without describing the snippet. 
The results depicted in all figures are formatted in JSON, 
containing both the question and its solution. For open-ended 
questions, the QuestGen model provides the answer alongside 
the question, excluding the options. It is worth noting that there 
are warnings due to deprecated libraries utilized by the 
QuestionGen model, prompting necessary updates by the 
authors. 
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Fig. 7. Generating questions directly from code. 

 

Fig. 8. A code snippet with variable definitions. 

 
Fig. 9. Generated text from a code snippet. 

 
Fig. 10. Generated questions for variable definitions. 

 
Fig. 11. Generated questions without using the proposed approach. 

 
Fig. 12. Python code for defining classes and objects. 

 
Fig. 13. Generated explanation of the code in Fig. 12. 

 
Fig. 14. Generated questions for the more advanced snippet. 

 

Fig. 15. Generated questions without using the proposed model. 

 

Fig. 16. Code snippet containing a function and arithmetic operations. 
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Fig. 17. Generated explanation of the code in Fig. 16. 

 
Fig. 18. Generated questions using the proposed model. 

 
Fig. 19. Generated question without describing the snippet. 

V. DISCUSSION 

In this experiment, various code snippets were tested for 
translation using the proposed ontology and fed into the 
QuestionGen model to create open-ended questions. Table II 
outlines the test cases, the generated questions, and the 
difficulty level of the tested code. It is noticed that human 
evaluation of AQG results is more accurate than automatic 
assessments [10]. The validity of the generated code is rated on 
a scale of 1 to 5, where one represents the least validity and 
five indicates the highest validity. Difficulty is assessed based 
on script logic, with five denoting complexity and one 
representing simplicity. For instance, identifying variable 
assignments is relatively straightforward, while understanding 
inheritance is more challenging. Generating appropriate 
questions from sophisticated or advanced code snippets, such 
as those utilizing third-party libraries, still presents limitations. 
Composing accurate questions becomes increasingly tricky as 
code complexity and inter-line relationships grow. 
Consequently, further development is necessary to enhance 
outcomes. Addressing this need will lead to more advanced 
results. Nevertheless, this study introduces a new dimension to 
e-learning and supplements existing question-generation 
approaches that have proven effective in textual sources. 

TABLE II.  TYPES OF SYNTAX COVERED 

Test case 
Code level of 

difficulty 
Generated question Context 

Generated 

question validity 

a) Variable declaration 1 What is the value of xfoo? 
xfoo is a string variable and its 

value is 'foo' 
4 

b) list declaration 2 'What are the items in the list variable ab? 
'ab is a list variable and it has 2 
items' 

5 

c) Class declaration 3 What is a person? Person is a class definition 5 

d) Instance and property 

initialization 
4 What is a school an instance of? 

'school is an instance of the 

property' 
3 

e) Variable initialization, 

instance initialization, 

property. 

5 'What is var1 an instance of?' 

var1 is an instance of the 

Person class with name 'Jane' 
and age 25" 

4 

f) Inheritance identification 5 Who does a student inherit from? Student inherits from Person 5 

g) Libraries import 4 
What is the name of the module that is 

imported? 
Imported module: math 4 

h) Functions 4 What is a method definition? area is a method definition 3 

i) Variable type 4 What is r? 'r is a variable of type unknown' 4 

j) Functions result 5 'What is the calculated area of the circle? 
'a' represents the calculated area 
of the circle. 

5 

 

VI. CONCLUSION 

E-learning has become very popular recently, notably 
accelerated by the onset of the pandemic. One area that has 
gained considerable attention among researchers is the 
automatic generation of questions derived from learning 
materials. However, the predominant focus of existing efforts 
lies in generating questions from textual content. This work, 
however, concentrates on generating questions tailored for 

Python programming language learners derived explicitly from 
code snippets found in textbooks and course materials. 
Leveraging ontologies, this approach demands less 
computational resources, enhancing the scalability of the 
framework across diverse systems. The proposed framework 
harnesses ontological mapping, associating each syntactic 
element with its corresponding meaning and explanation. The 
process involves translating code into text and subsequently 
feeding this translated text into an AI-based model for question 
generation. It aims to alleviate the burden on educators and 
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reduce the repetition of the same questions for different groups 
of students. Moreover, the generated questions from code 
snippets serve to evaluate students' general understanding. 

However, the proposed approach still has some limitations. 
The generation of questions relies solely on the QuestGen AI 
model, which can occasionally result in poorly phrased 
questions due to its AI nature. Additionally, the model might 
struggle to identify certain third-party libraries in complex code 
snippets. Hence, it represents an opportunity for future work to 
facilitate the insertion and categorization of concepts from all 
libraries. Finally, exploring alternative models such as GPT 
and expanding the framework to recursively process all 
imported libraries would enable a deeper understanding of 
complex syntactic structures. This enhancement would 
empower the ontology to explain code snippets better and 
generate more nuanced and fitting questions. 
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Abstract—As social media usage grows in popularity, so does 

the risk of encountering malicious Uniform Resource Locator 

(URLs). Determining the authenticity of a URL can be a highly 

challenging task, primarily due to the sophisticated attack 

structure employed by phishing attempts. Phishing exploits the 

vulnerabilities of computer users, making it difficult to discern 

between genuine and fraudulent URLs. To address this issue, a 

self-learning AI framework is required to warn social media 

users of potentially dangerous links. While several anti-phishing 

techniques exist, including blacklists, heuristics, and machine 

learning-based techniques, there is still a need for improvement 

in terms of detection accuracy. Hence, this study proposed a 

novel approach to combat phishing attacks using artificial neural 

networks, and the main aim is to create and validate the anti-

phishing technique tool for detection accuracy. Initially, the URL 

data is collected, followed by preprocessing and then the analysis 

for malicious activity using the Logistic Bayesian Long Short-

Term Memory model (LB-LSTM). The observed malicious URL 

features are extracted using multilayer Q-learning with the 

CaspNet and swarm optimization models. Analysis of these 

features enables the identification of a malicious URL, which is 

then removed, and the social media user is warned. The proposed 

technique attained a detection accuracy of 94.33%, Area under 

the ROC Curve (AUC) of 98.71%, Mean Squared Error (MSE) 

of 5.67%, Mean average precision of 88.67%, Recall of 98.67%, 

and F-1 score of 94.34%. 

Keywords—Multilayer Q-learning; anti-phishing model; social 

media users; machine learning; optimization; URLs; logistic 

Bayesian LSTM model 

I. INTRODUCTION 

Phishing is a deceitful online practice that employs social 
engineering and a particular strategy to deceive individuals 
using the internet to obtain their personal information or 
critical online data [1]. Businesses across various sizes and 
industries increasingly recognize the imperative of investing in 
anti-phishing solutions to protect their most valuable asset. 
Phishing is a fraudulent technique used to acquire sensitive 
customer information, such as classified data, via deceptive 
emails, counterfeit websites, dubious internet-based 
advertisements or promotions using forged Short Message 
Service (SMS) messages purporting to be from reputable 
service providers or online organizations, and other similar 
methods. Recent studies have shown that individuals with a 
sociable and trustworthy personality are more susceptible to 

phishing schemes, mainly when actively participating in 
various social media platforms. A single instance of attack 
occurred on the social media platform Facebook, which enticed 
individuals to visit fraudulent websites designed to mimic the 
Facebook login page. The dissemination of the attack afterward 
extended to Facebook users via the promotion of acquaintances 
to access the hyperlink present on the original user's profile [2]. 
As an example, the security reports of Details and Patterns in 
2017 revealed that a substantial sum of about $5 billion was 
stolen during the period spanning from October 2013 to 
December 2016. This financial loss was attributed to a W-2 
phishing attempt, which affected a global population of over 
24,000 individuals. W-2 phishing emails have recently been 
identified as one of the most dangerous kinds of phishing email 
scams, primarily due to their propensity to facilitate fraudulent 
tax filings and refund claims. Specialized deception 
encompasses using harmful code or crime ware, often installed 
on a personal computer or laptop, without the user's awareness 
[3]. Phishing may take several forms, including DNS 
poisoning, keyloggers, capturing meetings, damaging records, 
injecting information, etc. A new kind of malicious software 
called "ransomware" has emerged in recent years, allowing 
cybercriminals to run malicious code on a client's assets, 
locking them and demanding a payment "ransom" to unlock 
them. According to the CSO's announcement, 93% of all 
phishing emails nowadays are "ransomware." [4]. According to 
this study [5], the vast majority of victims of such crimes pay 
ransom demands quickly. Using Artificial Intelligence (AI) to 
glean information from customer files, postings, or social 
media and provide a timely warning is essential for fighting the 
phishing scourge. Though AI has promise, most current 
implementations need extensive client oversight, costly 
resources, and considerable management effort to be 
successful. In contrast to traditional detection and warning 
methods, current deep-learning systems are faster and more 
effective and don't need client mediation. The recent trend in 
Deep Learning (DL) based research has focused on extracting 
key highlights from text rather than conventional facts. The 
ability of deep-learning algorithms to effectively identify and 
predict concealed patterns within textual data is the primary 
reason why a traditional approach may struggle to detect or 
anticipate such patterns [6]. The highlights of this study are as 
follows: 

 An innovative approach to mitigate phishing attacks 
targeting social media users through AI techniques. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 1, 2024 

19 | P a g e  

www.ijacsa.thesai.org 

 The development of a multilayer Q-learning model, in 
combination with CaspNet (Mul_Q_capsnet), and 
swarm optimization for the extraction of URL features. 

 Utilizes a Logistic Bayesian LSTM model (LB-LSTM) 
to detect malicious behavior within social networking 
URLs. 

 Provides warnings to social media users regarding 
potentially dangerous URLs. 

Following is an outline of this paper. The related research is 
described in Section II, Section III outlines the materials and 
methods, Section IV describes performance analysis, Section V 
highlights the results and discussion of this research, and 
finally, final thoughts on the research work, like conclusion 
and future work, are listed in Section VI. 

II. RELATED WORKS 

In today's environment, phishing poses the Internet with the 
most prominent challenge it must overcome. Many researchers 
have worked to create services that protect users from 
cyberattacks by detecting and blocking phished URLs using 
artificial intelligence (AI) and deep learning (DL) techniques 
[7]. Previous studies have developed and implemented two 
types of phishing detection systems: list-based and AI-based 
phishing identification systems. The list-based study identified 
many factors contributing to users' susceptibility to phishing 
attacks, including the lack of personal computer (PC) 
knowledge, inadequate understanding of security indicators, 
susceptibility to visual deception, and limited attention. Also, 
study in [8] investigated the persistence of successful phishing 
attacks despite ongoing efforts to mitigate associated risks. The 
findings of their investigations indicated that even when trained 
to identify phishing attacks, people were vulnerable at a rate of 
53%. A study in [9] indicates that client PC data, client 
orientation, and the client's educational level are among the 
primary factors influencing whether clients open phishing 
emails. 

A study in [10] introduced a system that generates a 
whitelist by logging the IP addresses of websites containing a 
login interface that a user visits. The system issues a warning if 
there is any inconsistency in the recorded website information 
when a user accesses a site. However, this approach raises 
concerns regarding websites users visit for the first time. In 
response to this challenge, work in Reference [11] has 
proposed a strategy to alert users on the web by maintaining an 
up-to-date whitelist of reputable sites. This strategy consists of 
two key components: a domain-IP address-matching module 
and extracting link attributes from the source code. This 
approach is further discussed in Reference [12]. A 
collaborative learning approach was employed for detecting 
phishing attacks in emails. Substituted selection methods were 
used to eliminate features unrelated to accuracy, achieving 
nearly 100% accuracy with just 11 selected features. 

Study in [13] employed the Phi DMA approach, which 
used five layers: URL highlight layers, lexical layer, and 
whitelist layer, and accomplished an accuracy of 92%. In 
another review [14], the examination of phishing was identified 
through SVM. Author in [15] proposed an outrageous learning 

machine, a regulated AI calculation to determine spam 
accounts in SinaWeibo, Chinese miniature writing for a 
blogging site. Alberto et al. proposed an internet-based 
framework to filter comments posted on YouTube [16]. 

In study [17], the authors presented a structure for 
discovering dubious conversations on web-based gatherings 
using a coordinated help vector machine and particle swarm 
optimization methodology. The study by [18] focuses on 
detecting harmful URLs inside web-based social networks 
using client behavior analysis. The authors propose a research 
framework that investigates and detects social spam. This 
framework incorporates characteristics from URLs and online 
social networks (OSNs), emphasizing user profiles, postings, 
and URL attributes. The objective is to improve the accuracy 
of identifying harmful activities. A confirmation of the concept 
enhancer method was developed in [19], effectively used for 
the identification of bots, and in [20] identified spam in SMPs 
and involved the value of features in emphasizing a higher 
result collection of regulations. AI techniques require an 
environmental input to be adjusted and moved along. 

The authors in [21] highlighted that the current apps, 
services, and systems are at risk of cyber-attacks like malware 
and software piracy because of the always-on nature of the 
Internet. These dangers threaten not just confidentiality but 
also safety. Malicious software like computer viruses, 
ransomware, scareware, and Trojan horses, as well as more 
traditional forms of software piracy like hard-disk loading, 
client-server overuse, and internet piracy, have the potential to 
wipe out critical data, resulting in reputational and economic 
damage. Reference [22] suggests companies can 
comprehensively enhance their operations by emphasizing 
roles, processes, individual actions, business strategies, 
business process modeling, quality assurance, cybersecurity, 
accountability, and big data. 

In research [23], the author used a Neural Network (NN) to 
examine the blunder level of 4000 bogus and 4000 genuine 
pictures. With a solid achievement rate, a certified neural 
network has figured out how to group images as misleading or 
valid. Feature extraction extracted 17 features from 2500 
phishing URLs from the PhishTank archive [24] and divided 
them into address bar-based highlights, unusual-based 
elements, and HTML and JavaScript-based highlights. Most 
parts were automatically separated from the URL and the 
page's source code without depending on third-party services. 
However, the WHOIS extracted the domain's age and DNS 
record [25]. The Alexa database retrieved the page's ranking 
[26]. Concurrently, the authors outlined an IF-ELSE rule and 
assigned a weight to each element. The weight of a feature was 
established by calculating the feature value concerning the total 
number of phishing links. Each segment's value could be either 
1, 0, or 1, representing legitimate, suspicious, or phishing [27]. 

III. MATERIALS AND METHODS 

This section discusses novel techniques in the anti-phishing 
model using machine learning techniques for social media 
users and network optimization. The proposed architecture is 
shown in Fig. 1. 
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Fig. 1. Proposed Self-Learning framework for detecting malicious URLs. 

A. Data Pre-processing 

The acquired data must undergo several preprocessing 
steps before entering each classifier to ensure that the 
algorithm interprets the information correctly and selects the 
best approach. One of these preprocessing activities involves 
organizing and cleaning the data. Formatting is crucial for 
presenting data in a format that classifiers can understand, such 
as converting data types into a text file or a tabular form. The 
cleaning process addresses missing values in a dataset, such as 
missing names or values in specific data fields. It involves 
setting properties determined manually or by the majority vote 
for matching values in different instances and even removing 
specific examples that could negatively impact the classifier's 
learning process. Additionally, cleaning details refer to the 
removal of personal information that could compromise the 
privacy of specific individuals. 

B. Tokenization 

Breaking down text into its constituent parts, which can be 
words, sentences, or even individual characters, is known as 
tokenization, and the individual units are referred to as tokens. 
The objective here is to analyze text as a single unit. The list of 
tokens then becomes an interpretive response or serves as input 
for further sentence-based analysis. In languages where 
sentences are divided into segments and computer science, 
tokenization is crucial for reading text. Proper text tokenization 
is typically essential at the beginning of any text analysis 
process. All recognized text analysis methods rely on terms 
extracted from the dataset. To achieve this, a processor needs 
to tokenize the data. This can be straightforward when the text 
is in computer-readable formats. However, specific challenges 
may arise, such as handling punctuation marks. Other 
characters, such as parentheses, hyphens, and so on, also need 
to be managed. 

C. Logistic Bayesian LSTM Model (LB-LSTM)- based 

Malicious Activity Analysis 

In logistic regression, the dependent variable typically takes 
on a binary form, which means it has only two possible values, 
like 0 or 1, true or false, or yes or no. This characteristic makes 
logistic regression well-suited for predicting the probability of 
an event belonging to one of two categories: success or failure. 
In this scenario, a sigmoid function is commonly employed to 
describe the connection between the predictor variables and the 
likelihood of the event happening. The sigmoid function yields 

output values ranging from 0 to 1, effectively representing 
probabilities. 

Consider a prototypical example with two predictors, A1 
and B2. These predictors can be either constant values or 
binary variables, taking values of 0 or 1. The conversion 
likelihood W(A B) may be further divided into the acceptance 
probability A(A B) and the trial proposition probability T(A 
B), resulting in the equation W(A B) = T(A B) • A(A B). The 
likelihood of moving from state A to state B and the likelihood 
of moving in the other direction are related via Eq. (1): 

                                   (1) 

For the likelihood for sample structure A to be equivalent 
to the Boltzmann weight by Eq. (2), the test plan and 
recognition likelihoods must be carefully selected. 

   
     

 
                                     (2) 

where, EA represents structure A's energy, since the 
conversion likelihoods are available using the proportion of 
probabilities, data for divider constant Z is unnecessary. Using 
Eq. (2), the detailed balancing requirement (3 may be rewritten 
as follows: 

             

             
 

  

  
                         (3) 

a process where all pairings of the states A, B satisfy the 
constraint T(A B) = T(B A). In the case of a design with N 
spins, for instance, it parallels picking one spin randomly from 
the matrix,: T(A B) = T(B A) = 1/N. Quickest if A(A B) or 
A(B A) is equivalent to 1, or if the larger of the two acceptance 
probabilities. 1 Padd is the chance of not adding an aligned 
spin. The complete balancing requirement may be expressed as 
Eq. (4). 

             

             
 (   add )

         

      
              (4) 

Noticing that EA − EB = 2J (n − m), it follows that by Eq. 
(5): 

      

      
 [(   add ) 

   ]
   

              (5) 

Due to the constraint that a Bayesian network connected to 
Gi can have a maximum in-degree equal to n classes, there 
may be conditional probability tables with an exponential 
number of items in the nth category. However, this becomes 
impractical when dealing with issues that involve multiple 
types. Therefore, to address this challenge, it is necessary to 
reduce the maximum in-degree through the application of a 
structural learning technique. In real-world applications, we 
evaluate the Gi optimization as follows in order to shorten the 
arcs connecting classes to features arcs: 
  

                            where it's important to 

consider set inclusions among graphs in the arcs space, as 
specified by Eq. (6). 

               
    [         ]      

    [     (  )]

           (6) 

Pa(Fj) represents Fj's paternities consistent with G, and 
Pa(Ci) defines Ci's parentages. Moreover, ψα is BDEu score 
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with equivalent model size α. For illustration, the score ψα[Fj 

,Pa(Fj )] is 
   

|   (  )|
 [    

 (  )

 (      )
     

|  |
     

 (        )

 (   )
]. 

Finally, while j = P i ji, ji is equal to divided by the sum of 
the (joint) states of the parents of Fj and the number of states of 
Fj. All class variables share the same parents across all the 
graphs within the search space when considering a network 
associated with a specific class event, as the connections 
linking the class events are predetermined. This implies that the 
initial sum in Eq. (4) remains constant on the right side. 
Consequently, by concentrating solely on the attributes, we can 
achieve the optimization described in Eq. (3). A feature's 
parent set may be selected from any subset of C, which 
simplifies the problem into m distinct local optimizations. In 
reality, Eq. (7) by G establishes who Fj's parents are. 

       
       (  )        [     (  )]        (7) 

For each time j = 1, m. This is made practical by bipartite 
partition of class occasions as well as elements, yet much of the 
time, coordinated cycles might be found in the chart that 
expands every neighborhood score. Let k be the quantity of 
blend parts (i.e., the quantity of C qualities), with X being the 
arrangement of inquiry factors, Z being different factors. The 
marginal distribution of X may be calculated using Eq. (8) by 
adding together C and Z: 

           
                    

     
             

 
            

          

     
          

              
     

  (    )  (8) 

     
          

          

where past equality is valid since, for any j, j 1 zj P c z like 
this, it is easy to dismiss non-inquiry factors Z while figuring 
P(X = x), and calculation of P(X = x) takes O(|X|k), paying 
little heed to |Z|. Bayesian organization inference, conversely, 
is the most pessimistic scenario dramatic in |Z|. Restrictive 
probabilities, successfully assessed as proportions of peripheral 
probabilities, should likewise be considered. P(X=x,Y=y) = 
P(X=x,Y=y)/(Y=y ) The combination of trees, where every 
variable in each bunch is permitted to have one extra parent 
notwithstanding C, gives somewhat more extravagant model 
than naïve Bayes while as yet taking into consideration 
productive inference. 

The computation involved is about the probability 
   

         when             belongs to         , 
with               being the probability when 

            belongs to   . Then max            is 

demanded result. 

 (            )                  (  ) (9) 

According to this formula, P(Cj) is the posterior probability 
that Cj includes text vector (x1,x2... xn) when the text to be 
categorized belongs to Cj and P(x1,x2... xn|Cj) is the prior 
probability when text belongs to Cj. As a result, max 
(P1,P2,...,Pn) is the highest value possible for the following Eq. 
(10): 

       
  

  (            )      (10) 

The qualities (x1,x2,...,xn) are assumed by Bayes to be 
independent of one another. The product of the probabilities 
for each attribute is then the joint probability. Thus, Eq. (11) is 
the final classification function. 

       
  

                (  )                  (11) 

In this formula, 
 (          )  

         
 is amount of text in training 

set that belongs to Cj, and N is total amount of text in training 

set.  (     )  
 (          )  

         
            is the 

amount of text that has Cj's attribute xi, N(C=Cj) is amount of 
text that belongs to Cj, and M is text vector's dimension. Naive 
Bayes classifier's core design process, where two areas have 
been enhanced, is described above. 

Typically, when presented with a microarray picture, we 
are unsure of which category it belongs to, hence the fairness 
principle demands that the text obtain the same prior 
probability for each group. Since there are differing amounts of 
text types in training sets, treating the prior probability 
differently is unjust and illogical. As a result, it makes sense to 
evaluate prior probability computation and apply the same 
prior probability instead. The classification function Eq. (12) 
shown below can therefore be obtained: 

           
   (     )      (12) 

Omitting the computation of prior probability can 
significantly accelerate the calculation, but it does not affect 
the final grouping result because the maximum probability is 
required. The proposed model uses a two-valued constant to 
store the subsequent likelihood. Sometimes, the sentence that 
needs to be categorized is lengthy, which increases the 
sentence's dimension vector and decreases the subsequent 
likelihood. Additionally, reproducing the probabilities of all 
potentials may lead to inaccurate transmission. This can be 
corrected by reproducing the subsequent likelihood of each 
feature property. This will not affect the experiment's findings 
since what matters in the end is comparing probabilities 
between categories, and multiplying probabilities is logical. 
Initially, we expanded ten times, but throughout the research, 
we found that the subsequent likelihood would occasionally 
fall outside the range of the two-valued constant, significantly 
impacting the experiment's outcomes. We added an 
enlargement feature K to the function to reduce the impact of 
inaccurate propagation. The following optimization Eq. 13 and 
Eq. 14 are optimized to evaluate the load and bias values. 

         
 

 
         

                               (13) 

subject to {
    

              
             

             (14) 

      – other dimension data points have been transferred. 
ξi- represent slack variable and these variables direct 
observations in the direction of the margin. Regularization is 
defined by C. 
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In this study, LSTM networks are utilized to create base 
models. Fig. 2 displays the construction of our base learner 
models using LSTM. Our deep LSTM network consists of 
multiple hidden layers, with a sequential input layer and two 
LSTM hidden layers added between the input and output 
layers. Each hidden layer consists of multiple memory cells 
and fully connected dense layers. We incorporate multiple 
LSTM and dense layers to construct a more precise, robust, 
expressive deep network for URL classification. The LSTM 
strategy takes URLs as input without requiring manual element 
extraction. 

 
Fig. 2. Structure of the proposed LSTM model of the system. 

The LSTM algorithm automatically processes the sequence 
of characters found in the URL. URLs are initially subjected to 
a tokenization process, where each unique character in the 
sequence is assigned a specific number, thereby converting the 
URL into tokens. These resulting token lists serve as inputs to 
the LSTM base models. The output layer makes predictions 
regarding the final outcome, specifically whether the URL is 
associated with phishing. We conduct experiments to 
determine the optimal number of LSTM units, the number of 
neurons in each dense layer, and the number of dense layers in 
each network. The models are fine-tuned by varying the 
number of epochs. 

 
Fig. 3. Logical structure of the proposed LSTM model of the system. 

Fig. 3 illustrates the proposed methodology. The first phase 
involves creating and training n LSTM models, each using a 
distinct subset of the training data. In the subsequent stage, a 
collection of records is supplied as input to each model for 
testing purposes. The models are tasked with predicting the 

classification of each respective test record. The proposed 
ensemble LSTM model utilizes a voting approach for 
generating predictions. Essentially, the class assigned by the 
ensemble model is based on the majority of votes received 
from the individual models for a given test record. 

For instance, if five LSTM models trained on distinct 
subsets of training data are provided with a particular test 
record, and four of them predict the record as "phishing" while 
the remaining one predicts it as "legitimate", the ensemble 
method would predict it as "phishing" using the voting 
approach since it was the majority prediction among the 
individual models. Algorithm of the proposed model is given 
below. 

Algorithm 1: Phishing Detection with LB-STM, CaspNet, and 
Swarm Optimization 

1: Input: Social media URL data 
2: Output: Warning for potentially dangerous links 
3: Initialize: 

 URL data collection module. 

 LB-LSTM model for malicious activity analysis. 

 Multilayer Q-learning with CaspNet and swarm 
optimization models for feature extraction. 

 Anti-phishing tool for social media users. 
4: Main Loop (URL Analysis): 
5: for all URL   SocialMediaURLData do 
6:      Preprocess URL data:  
         preprocessed data ← Preprocess(URL) 
7: Extract features using multilayer Q-learning,  
    CaspNet, and swarm optimization: 
     q_features ←   
           MultilayerQlearning(preprocessed_data) 
   caspNet features ←  
           CaspNet(preprocessed_data) 
    swarmOpt_features ←  
           SwarmOptimization(preprocessed_data) 
8: Combine extracted features:  
      Combined_features ← 
        [q_features, caspNet_features,     
          swarmOpt_features] 
9: Analyze malicious activity using 
       LB-LSTM model:  
       maliciousness ←  
       LB-LSTM(combined features) 
10:    if maliciousness > Threshold then 
11:          Remove the URL and warn  
            the social media user 
12:     end if 
13: end for 
 

D. Swarm Network Optimization 

The Particle Swarm Optimization (PSO) is a system that 
utilizes particles traveling at a certain speed in a swarm or 
population to explore potential solutions and address each 
competitor arrangement. The system is made up of two stages: 
the preparation stage and the location stage. During the 
preparation stage, various legitimate and phishing websites are 
utilized to create and construct a sophisticated recognition 
model. Initially, 11055 websites are divided into twelve distinct 
categories based on the characteristics derived from the 
website's address bar. Additionally, six categories are 
established based on anomalies, five categories pertaining to 
HTML, and classifications dependent upon JavaScript. 
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Furthermore, the website's domain is used to classify seven 
distinct groups. 

To determine the weightings to apply to specific website 
qualities, the suggested technique employs Particle Swarm 
Optimization (PSO). This practice is used due to the unique 
importance and varied contributions of each feature in 
identifying phishing websites. The PSO method accurately 
identifies phishing websites by computing the weighted sum of 
webpage properties. This practice guarantees that essential 
information is included in the artificial intelligence 
computations. In order to optimize the efficacy of artificial 
intelligence (AI) models, the technique of component biasing is 
used. This methodology assigns diminished weights to traits of 
lesser influence while attributing more significance to pivotal 
features. This stands in contrast to component selection 
techniques that completely neglect less relevant features. 

It is anticipated that component weights will be represented 
as real numbers falling within the [0, 1] range. In accordance 
with the Particle Swarm Optimization (PSO) algorithm's 
recommended feature weighting, these values will indicate the 
relative importance of website characteristics. The number of 
features to which weights are assigned in the PSO is 
determined by the dimensionality of each particle. 

Consider a scenario where 'n' feature weights are encoded 
in PSO particles according to the suggested PSO-based feature 
weighting method. In this setting, the 'nth' component and any 
supplementary features have a disproportionate weight, 
whereas the principal feature has less sway. However, the 
'third' and 'n-1st' properties are deemed unnecessary when 
developing reliable forecasting models. A novel method for 
feature weighting, employing Particle Swarm Optimization 
(PSO), has been introduced. PSO entails a swarm of particles 
exploring diverse feature weight configurations. Each particle 
moves with random speeds and angles, characterized by a 
unique position representing the assigned weights for various 
features. These weights are encoded as real values within the 
range of zero to one. 

Once the initial particle swarm is established, each 
particle's fitness is assessed based on the accuracy of feature 
characterization. PSO evaluates the well-being of each particle 
by initially determining the characterization accuracy and 
utilizing the weighted attributes of the particle for constructing 
the AI model from the training data. The objective of the PSO's 
health evaluation is to identify the best position for each 
element (pbest) as well as the best position for the entire swarm 
(gbest). If the values of interest surpass the individual health 
benefits of previous pbest and gbest, the current pbest and 
gbest will be updated. Each particle then appropriately adjusts 
its speed and position according to the updated pbest and gbest. 
This process is iterated until PSO optimizes the most 
prominent features. Ultimately, PSO yields the gbest, which 
contains some of the best feature weights achievable within the 
swarm. 

Next, six commonly used AI algorithms are generated 
using a training dataset with features weighted through PSO's 
feature weighting process. The dataset, enriched with 
components weighted by PSO, is harnessed to construct 
various machine learning models, including Backpropagation 

Neural Networks, Support Vector Machines (SVM), k-Nearest 
Neighbors (k-NN), Decision Trees (DT), Random Forests 
(RF), and Naïve Bayes classifiers (NB). These pre-trained 
models are developed and stored according to the 
specifications necessary for the effortless identification of new 
phishing websites. 

A thoroughly evaluation is conducted using a recently 
collected dataset to gauge the effectiveness of the developed 
methods for detecting phishing websites. The primary 
objective is to determine the most vital components within the 
testing dataset. These elements include properties related to 
HTML and JavaScript, characteristics of the address bar, 
attributes based on geographical regions, and features linked to 
anomalies. The rigorous method of extracting features is 
crucial in developing accurate website models. 

Subsequently, weights are applied to the characteristics in 
the testing dataset based on the optimum values generated from 
the PSO algorithm during the preparation step. This critical 
step significantly improves the accuracy of phishing website 
detection. PSO-weighted characteristics are added as input 
variables into the phishing site detection models created in the 
preliminary phase when considered necessary. These models 
are then used to determine if a website fits the requirements for 
being classified as a phishing site. 

In conclusion, the performance of phishing site detection 
models incorporating proposed PSO-based feature weighting is 
evaluated and compared to standalone models. 

IV. PERFORMANCE ANALYSIS 

The main goal of this research is to evaluate how 
effectively organizations can combat phishing attacks by 
utilizing artificial neural networks. Our objective is to design a 
machine-learning-based anti-phishing technique that can be 
easily integrated into social media platforms. To achieve this, 
we gather social media URLs and analyze them using the 
logistic Bayesian LSTM model (LB-LSTM) to identify any 
malicious activity. We use a combination of multilayer Q-Q 
learning with the CaspNet (Mul_Q_capsnet) and swarm 
optimization models to extract features that are indicative of 
malicious URLs. Any URLs that exhibit these features are then 
flagged and removed to ensure the safety of users. 

Testing the proposed framework presents a significant 
challenge, as a globally recognized dataset is not readily 
available. To tackle this issue, we have undertaken the task of 
generating our own dataset. The dataset included in this study 
consists of 73,575 URLs, selected based on their considerable 
size and lack of device restrictions. The dataset contains 37,175 
URLs classified as phishing and 36,400 URLs classified as 
legal. In the experimental configuration, we used a random 
assignment strategy to allocate 75% of the dataset for training 
purposes, while the remaining 25% was put aside exclusively 
for classification testing. To conduct a thorough assessment of 
the efficacy of our methodology, we used a range of measures, 
including accuracy, recall, and F-measure. It is important to 
note that each classification Algorithm was developed and 
tested independently for user-based features. In the same way, 
each classifier is trained and tested separately for content-based 
characteristics. 
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A. Dataset 

As previously discussed, in our efforts to obtain a reliable 
dataset for assessing the proposed framework, we faced 
challenges in finding one that fulfilled our standards. Thus, it 
was crucial to create a strong and extensive dataset. To 
accomplish this, we concentrated on gathering two distinct sets 
of URLs - legitimate and phishing - to ensure a well-rounded 
and thorough dataset. For the phishing URLs used in this 
research, our primary source was PhishTank (2018). However, 
it's worth noting that PhishTank does not provide a free dataset. 
As a result, we implemented a script to systematically acquire a 
substantial volume of rogue website addresses. At the same 
time, we collected authentic websites. The Yandex Search API 
proved to be invaluable in this regard (YandexXMLYandex 
Innovations, 2013). 

To obtain a collection of web pages with minimal risk of 
phishing, we first created a specific query_word_list and then 
utilized the Yandex Search API to retrieve the top-ranked 
pages. This method was chosen due to the transient nature of 
malicious URLs, resulting in lower rankings by search engines. 
Our efforts resulted in a comprehensive dataset of 73,575 
URLs, now available online for fellow researchers. This 
dataset includes 37,175 phishing URLs and 36,400 legitimate 
URLs, ensuring a well-rounded evaluation. 

B. Feature Analysis Based on NLP (Natural Language 

Processing) 

By utilizing information preprocessing as detailed in 
previous sections, separating a few unmistakable features can 
be made simple. These features are extracted using Natural 
Language Processing (NLP) techniques that rely on the English 
language. For optimal efficiency, features are currently 
extracted based on the English language but can easily be 
adapted to any language. The selection and design of these 
features are minor issues, and most works focused on phishing 
detection use various feature lists based on their algorithms. 
Our chosen feature list primarily includes the need to 
parametrize the URL of the webpage, meaning that the text-
based web address should be broken down into the words it 
contains. However, this process is not a simple task as a web 
address can contain several concatenated texts, making it 
difficult to find each word. To address this, the URL is parsed, 
and certain unique characters are considered, such as ("?", "/", 
".", "=", and "and"), to rot the text. 

The last character is particularly favored by attackers to 
convince victims that it is a legitimate webpage. Attackers use 
various tactics to deceive users, including using publicly-
known brand names like Apple, Google, Gmail, Oracle, or 
specific keywords such as login, secure, account, server, etc., 
depending on the type of attack or targeted website. Therefore, 
in addition to the features proposed in previous literature, we 
defined several additional elements for detecting phishing 
websites. Although this number is not excessive, it is necessary 
to apply a feature reduction tool when using NLP, either alone 
or in combination with other techniques. 

C. Word Vectors 

Converting words into vectors is a popular approach for 
identifying key features, such as text handling or text mining 

techniques. Our system connects with the URL of a webpage, 
which is essentially a message composed of many words. 
Rather than manually modifying these words, a programmed 
vectorization technique is preferred. To accomplish this, we 
use the "StringtoWordVector" feature of Weka to convert each 
URL into a word vector. Once the linked vectors are obtained, 
the selected AI algorithm can easily utilize them. In the 
suggested framework, we tested 73,575 URLs and extracted 
1,701 word highlights during the vectorization process. 

To reduce the number of highlights, we utilized a 
component reduction system that employs the "CfsSubsetEval" 
method - an algorithm for element determination that utilizes 
the best first pursue technique. This lowering tool has reduced 
the number of necessary highlights from 1,701 to 102 in the 
rundown. 

V. RESULTS AND DISCUSSION 

A. Results 

Finding a widely recognized dataset was one of the most 
difficult challenges we encountered when evaluating our 
suggested methodology. We couldn't find one, so we made our 
own. This dataset has 73,575 URLs and was selected owing to 
its massive size and absence of a test gadget restriction. The 
collection contains 37,175 phishing URLs and 36,400 
trustworthy URLs. Our tests were conducted on a MacBook 
Pro with a 2.7 GHz Intel Core i5 CPU and 8 GB of 1867 MHz 
DDR3 RAM. We used Weka and numerous readymade 
libraries to test our system. We used 10-fold Cross-
Validation and the default limit possible gains of all 
computations during the testing. In addition, each test set was 
run using seven distinct simulated intelligence algorithms. We 
created a confusion matrix for the tested learning algorithms 
and eventually found the optimal test type, whether NLP-based 
features, Word Vectors, or Hybrid. Table I shows the 
parametric study results of the suggested anti-phishing model 
in terms of Detection accuracy, AUC, MSE, Mean average 
precision, Recall, and F-1 score. Both the training and test data 
are analysed when the parameters are adjusted. Fig. 3 is a 
confusion matrix illustrating the identification of malicious 
URL detection. 

Table I shows the parametric study results of the suggested 
anti-phishing model in terms of Detection accuracy, AUC, 
MSE, Mean average precision, Recall, and F-1 score. Both the 
training and test data are analysed when the parameters are 
adjusted. Fig. 4 is a confusion matrix illustrating the 
identification of malicious URL detection. 

TABLE I. PROPOSED ANTI-PHISHING MODEL-BASED PARAMETRIC 

ANALYSIS 

Metrics Training results Testing results 

Detection accuracy 94.54 94.33 

AUC 98.55 98.71 

MSE 5.46 5.67 

Mean average precision 89.09 88.67 

Recall 98.54 98.67 

F-1 score 94.54 94.34 
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(a) Training result-based confusion matrix. 

 
(b) Test result-based confusion matrix. 

Fig. 4. Proposed model-based malicious URL detection based on confusion 

matrix for (a) training results, (b) Test results. 

The precision-recall and ROcurve result for the proposed 
model is shown in Fig. 5, as determined by both training and 
testing. These results are analyzed based on the true positive 
and false positive rates, which are determined by the model's 
confusion matrix. 

 
(a) Training PR- curve. 

 
(b) Testing PR- curve. 

 
(c) Training ROC curve. 

 
(d) Testing ROC curve. 

Fig. 5. Training and testing result analysis based on PR and ROC curve. 

The proposed analysis, utilizing the training and testing 
results is shown in Fig. 6. 
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Fig. 6. Proposed training and test result analysis. 

From the above figure, the proposed technique attained 
Detection accuracy of 94.54%, AUC 98.55%, MSE of 5.46%, 
Mean average precision 89.09%, Recall of 98.54% and F-1 
score of 94.54% for training results; for testing results 
proposed technique attained Detection accuracy of 94.33%, 
AUC 98.71%, MSE of 5.67%, Mean average precision 
88.67%, Recall of 98.67% and F-1 score of 94.34%. 

TABLE II. ANALYSIS BETWEEN PROPOSED AND EXISTING TECHNIQUE 

Metrics SVM_RNN DBM_SAE 
Proposed_ LB-

LSTM_ 
Mul_Q_capsnet 

Detection 
accuracy 

87.23 91.8 94.33 

AUC 92.1 95.2 98.71 

MSE 10.56 8.74 5.67 

Mean average 
precision 

81.45 86.23 88.67 

Recall 91.34 95.22 98.67 

F-1 score 87.66 92.33 94.34 

Table II shows analysis of the anti-phishing model in terms 
of Detection accuracy, AUC, MSE, Mean average precision, 
Recall, and F-1 score. 

 
Fig. 7. Comparative analysis for anti-phishing model. 

Fig. 7 analysis is shown. The proposed technique attained a 
Detection accuracy of 94.33%, AUC of 98.71%, MSE of 
5.67%, and Mean average precision of 88.67%, Recall of 
98.67%, and F-1 score of 94.34%, while existing SVM_RNN 
attained Detection accuracy of 87.23%, AUC 92.1%, MSE of 

10.56%, Mean average precision 81.45%, Recall of 91.34% 
and F-1 score of 87.66%; DBM_SAE attained Detection 
accuracy of 91.8%, AUC 95.2%, MSE of 8.74%, Mean 
average precision 86.23%, Recall of 95.22% and F-1 score of 
92.33%. 

B. Discussion 

The anti-phishing technique presented here has shown 
impressive results, highlighting significant progress in terms of 
detection accuracy, Area under the ROC Curve (AUC), Mean 
Squared Error (MSE), Mean Average Precision, Recall, and F-
1 score. Upon closer analysis of the methodology and results, 
several important factors come to light. Although the proposed 
solution based on Natural Language Processing (NLP) is 
generally effective, there is a concern regarding its ability to 
detect pages with a single-space name, like 
"www.testbank.com." Phishing attacks frequently take 
advantage of differences in URLs, and the model's inability to 
address this particular situation could limit its efficacy in real-
world scenarios. In a typical phishing attack, the page is 
designed to appear legitimate, and attackers attempt to conceal 
their extended URL by using unusual words to deceive 
customers. Customers who are already aware of phishing 
attacks tend to look for shorter URLs. Tests show that straight 
or probabilistic AI models like support vector machines and 
linear regression perform poorly overall. On the other hand, 
tree-based models significantly improve the identification of 
phishing URLs and produce highly effective and significant 
results. 

The study recognises the ever-changing nature of phishing 
attacks, but it does not extensively explore how well the model 
can adapt to these evolving tactics. Phishing techniques are 
always evolving, so it's important to evaluate how well the 
suggested technique can adjust to new threats and consistently 
detect them accurately in the long run. The study does not 
thoroughly address the importance of user awareness and 
education in relation to the proposed anti-phishing tool. 
Although the model is effective, it is crucial to prioritize user 
education to combat phishing attacks effectively. Considering 
this aspect would offer a more comprehensive approach to 
cybersecurity. The success of the model is greatly influenced 
by the calibre and variety of the training data. If the training 
data lacks diversity or does not accurately reflect various 
phishing scenarios, the model may face challenges in 
effectively applying its knowledge to real-world situations. 

Staying Ahead of Changing Threats: Phishing techniques 
are always changing, and attackers are constantly finding new 
ways to get around detection mechanisms. It is essential for the 
model to be able to adjust to new phishing trends and 
variations in order to ensure its long-term effectiveness. 

Implementing deep learning models, especially those with 
intricate architectures such as Logistic Bayesian Long Short-
Term Memory (LB-LSTM), can require significant 
computational resources. Deployment on platforms with 
limited resources, such as mobile devices, can present 
challenges. False Positives and User Experience: Excessively 
sensitive models can produce false positives, incorrectly 
identifying valid URLs as malicious. This may result in a 
subpar user experience and a decrease in trust in the system. 
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Striking a balance between achieving accurate detection and 
minimising false positives can be quite challenging. 

VI. CONCLUSION 

Phishing attack is a serious threat to any organization, as it 
preys on individuals' independent decision-making. 
Responding promptly and effectively to phishing attacks is 
crucial for maintaining a secure business environment. Since 
employees are often the primary targets of phishers due to their 
unpredictable online behavior, sophisticated attackers know 
how to bypass logical reasoning and take a more deceptive 
approach. This paper investigates current strategies for 
detecting phishing web pages using machine learning. 
Furthermore, this study aims to enhance the efficiency and 
effectiveness of phishing datasets by employing feature 
selection methods. Feature selection is used to optimize an up-
to-date phishing dataset and expedite the model-building 
process. The study utilizes the logistic Bayesian LSTM model 
and feature extraction to assess malicious behavior, with 
Multilayer Q-learning and the CaspNet (Mul_Q_capsnet) 
model with swarm optimization applied in the process. The 
proposed method achieves impressive results, including an F-1 
score of 94.34%, an AUC of 98.71%, an MSE of 5.67%, an 
MPP of 88.67%, an RPP of 98.67%, and a detection accuracy 
of 94.33%. Future research could focus on changes in user 
behavior and evaluating the significance of account 
suspensions as a parameter by collecting new data once these 
regulations have reached a stable state. Additionally, 
researchers could categorize the various Arabic dialects used 
on social media platforms, and our methodology could be 
extended to other popular Online Social Networks (OSNs) 
such as Facebook and Instagram. We will further explore the 
ability of the proposed technique to handle large datasets and 
real-time scenarios. Discover various deployment strategies for 
seamlessly integrating the model across multiple social media 
platforms, ensuring comprehensive protection for all users. 
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Abstract—Mobile medical applications (MMAPPs) are one of 

the recent trends in mobile trading applications (Apps). 

MMAPPs permit users to resolve health issues easily and 

effectively in their place. However, the primary issue is effective 

usability for users in maps. Barely any examination breaks down 

usability issues subject to the user's age, orientation, trading 

accessories, or experience. The motivation behind this study is to 

decide the level of usability issues, concerning traits and 

experience of versatile clinical clients. The review utilizes a 

quantitative technique and performs client try and hypothetical 

insight through the survey by 677 members with six distinct 

assignments on the application's point of interaction. The post-

try review is finished with concerning members. The Response 

surface method (RSM) is used for perceptional and experimental 

designs. In each case, participants are divided into 13 runs or 

groups. Experimental groups are involved after checking the 

perceptions about theoretical usability for different attributes 

according to the usability model through the questionnaire. The 

difference is recorded between the perception of users about 

usability (theoretical usability) and actual performance for 

usability. The study analyzed through Analysis of variance 

(ANOVA) that there is a need to improve mobile medical 

applications but it is also recommended to minimize the gap 

between the perception level of laymen and the actual 

performance of IT literate users in context with usability. The 

experimentation measures the tasks usability of various mobile 

medical applications concerning their effectiveness, efficiency, 

completeness, learnability, memorability, easiness, complexity, 

number of errors and satisfaction. Every design model also 

produces a mathematical expression to calculate usability with its 

attributes. The results of this study will help to improve the 

usability of MMAPPs for users in their convenient context. 

Keywords—ANOVA; completeness; efficiency; effectiveness; 

perceptional usability; response surface methodology; actual 

usability 

I. INTRODUCTION 

A software program called a mobile application is created 
to operate on a mobile device, like a smartphone or tablet. The 
use of smartphones has expanded in many environments like 
banking, education and gaming including healthcare with many 
potential and real-life benefits. The younger generation 
becomes technically competent medical professionals. 
According to statistics, more than 36% of the world's 

population was using smartphones in 2018, up from about 10% 
in 2011. As the 2020 analysis shows, one of the Asian 
countries has approximately 82 million Internet customers, and 
the industry will exceed US$10 billion. In third-world 
countries, the proportion of individuals who own a mobile 
phone is even higher (75%) [1]. 

In January 2021, there were 61.34 million online customers 
in third-world countries. As of January 2021, the country has 
173.2 million mobile associations. From January 2020 to 2021, 
the quantity of cell phone users in the nation expanded by 6.9 
million (+4.2%). January 2021. In January 2021, the quantity 
of public compact affiliations is identical to 77.7% of the 
complete populace [2]. From a usability point of view, medical 
institutions have introduced the use of Internet technology to 
meet the needs of patients and improve their services, but this 
phenomenon is still in its infancy [3]. The most popular 
Internet service is the mobile medical application. Usability 
plays a significant part in the product improvement process. In 
the field of Human-Computer Interaction (HCI), the most 
generally acknowledged meaning of usability is that proposed 
in ISO 9241-11: "the degree to which a client can utilize an 
item to accomplish exact goals with efficiency, effectiveness 
and satisfaction in a setting of determining use ". Then again, 
in the field of software development, the most generally 
acknowledged meaning of usability is that proposed in ISO 
9126-1 [4] "the capacity of the product item to be perceived, 
learned worked and alluring to the user when utilized under 
determined conditions ". Starting here in view, usability is 
considered a particular element that influences the nature of a 
product item; it doesn't be guaranteed to infer client interaction 
with the framework since it is very well may be estimated as 
"consistency to the determination". After indulging the 
efficiency, effectiveness, learning ability, reliability, safety, 
error-freeness, enjoyment and other factors of MMAPPs, it is 
of great benefit to provide a new and convenient way for the 
online mobile medical field [5]. Most of the users feel 
uncomfortable and dissatisfied with online medical treatment 
and consultation because MMAPPs are may not user-friendly. 
This is a new concept in developing countries such as Asian 
countries. Usability is also described as "the degree to which a 
specified customer can use a product to achieve specified goals 
in a pre-defined usage setting with feasibility, productivity, and 
realization" (ISO 9241-11, 1998) [6]. 
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Health is wealth; this is an important lesson, especially 
considering the recent coronavirus outbreak. This deadly virus 
spread so fast that the entire city was abandoned to maintain it. 
This virus tells us that the study needs to connect the health 
system, and need to be more technically focused on identifying 
and treating such diseases without going outside in public 
places with the help of MMAPPs. Most of the functions 
performed by mobile medical apps are checkup waiting time, 
online patient evaluation, feedback, medical history, self-
medication, first aid information, guidance to reach the 
hospital, simple payment method/simple payment, run-time 
diagnosis after entering symptoms, and variety of input 
methods (as this is the case of the patient), check the 
availability of specialist through cloud computing, sample 
collection facility, find a doctor, and set an appointment for a 
doctor. The most irritating thing is the hanging tight for 
specialists or the clinical benefits. According to the occupied 
cycle, the people groups can't bear the cost of hanging tight for 
the specialist or clinical benefits. Giving this information will 
show on the profile of the specialist how long you should hold 
back to get inspected or get any clinical benefit according to 
my perspective this one is the more charming element. 
MMAPs can achieve this after providing all functionalities [7]. 

This paper discusses the usability of mobile medical apps, 
reviews the literature, and discusses usability models, features, 
selections, and user-centered models. It includes research 
methodology, questionnaire selection and sampling, Central 
Composite Design I and RSM Experimental Design II results, 
compares the results, analyzes them and concludes with 
implications. 

A. Contributions 

 The study provides the ANOVA-based usability 
evaluation of mobile medical apps. 

 The study calculates the perceptional usability and 
actual usability of mobile medical apps. 

 The study provides the usability calculation formula 
with nine attributes of usability which can be used to 
calculate the usability of any of the mobile medical 
apps. 

II. LITERATURE REVIEW 

The study explains the speedy growth of mobile users, 
there's an outstanding boom in mobile software users. 
Therefore, the preservation of cellular users and producers of 
mobiles increases processing power, storage, functionalities 
and offerings. Now there may be a task for builders, software 
program engineers and interface designers to play their element 
in context with usability to retain cell utility users. The motive 
is that every category of cellular packages like enterprise apps, 
schooling apps, leisure apps, clinical apps, Travel apps, 
software apps and social media apps has its own practical and 
non-functional needs [8]. 

The usability analysis of mobile apps is executed on the 
idea of the four maximum popular attributes which can be 
efficiency, effectiveness, usefulness, and accuracy. Analysis of 
this study explains that usability evaluation of some other 

cellular utility may be carried out with the help of these four 
characteristics only [9]. 

The given examination evaluation suggests that social 
elements are extra effective in the reputation and usability of 
cellular packages. The have a look at is restrained due to the 
fact carried out only extracted facts of crowd sourced web 
packages. Due to human computations and tiny date units from 
only new jobs, validity and verification are sometimes 
jeopardized [10]. 

Its first degree used a user-targeted layout for customer's 
duties; the second degree examined usability with laboratory 
settings and third level usability assessment was performed in a 
real-world environment. As a result, it offers many usability 
evaluation strategies. Mobile utility builders can select first-
class one or extra in keeping with the scenario [11]. 

The research evaluated the usability of mobile apps using 
36 criteria to create applications that are centred around people. 
This look used three methods for reliable assessment; the 
methods are QUIM, mGQM, and GQM. According to 
participating specialists, the effects performed from this 
assessment are dependable and validated with the help of 
metrics [12]. 

The paper explains that cell applications need extra 
attention as compared to large display computers like laptops 
or desktop systems since mobiles have a small screen with 
ongoing warnings. It would be ideal for it to be simple and 
more clients lovely. A limit of the cell programs is assessed in 
a usability setting with ascribed productivity of one hundred%, 
adequacy of 96%, and pride of 87%, yet memorability, 
learnability, straightforwardness and mental burden are not 
assessed [13]. 

As per an examination, clients of portable and its programs 
developing quickly as there are 4.57 billion cell phone users. 
Those buyers use 175 billion projects/. This investigation 
presents the UCD form with usability credits as viability, 
execution, pride, understandability, blunders, and availability 
[14]. 

According to the report, most developers don't pay close 
attention to usability factors like accessibility and learnability 
most of the time. Mostly smart software engineers and 
interface designers are involved with effectiveness and 
satisfaction however they are not with user-side error safety 
Hamid et al. [15]. It also discusses 27 problems of usability, 
suggestions for them, and guidelines for those issues so that it 
will be beneficial for developers and researchers [16]. 

This study investigates the usability evaluation process of 
mHealth apps using a Systematic Literature Review. Results 
show that a mixed-method approach can improve reliability 
and satisfaction. The study encourages developers to design 
more user-friendly applications, especially for older adults and 
novice users, to improve the effectiveness of mHealth apps 
[17]. 

The study presents a methodological approach for 
developing a usable mHealth application using a three-level 
stratified health information technology usability evaluation 
framework. The methodology includes a card sorting technique 
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for user-task guidance, end-user testing and heuristic 
evaluation with experts, and real-world evaluation after a three-
month trial. The case study illustrates the use of these 
methodologies. The three-level usability evaluation was used 
to explore user interactions, refine app content, and use a 
stratified health IT usability evaluation framework for mHealth 
app design, development, and evaluation, providing 
methodological recommendations for future studies [18]. 

III. METHODOLOGY 

The motivation behind this exploration is to investigate and 
foster comprehension of basic worries blunder-free, 
disappointment-free, more usable and best executable m-
medical applications because the patient can’t afford any 
misconception due to horridness [19]. This Idea will be 
founded on quantitative request. It is the orderly experimental 
examination of detectable peculiarities employing measurable, 
numerical, or computational techniques [20]. This examination 
contrasts client thinking with comprehending the convenience 
of versatile medical applications with specialists thinking based 
on gathered information and proposes the best technique and 
ideas for improvement of MMAPPs later investigated over 
chronicled data, and standards of conduct and made accessible 
to the exploration community [21]. 

A. Usability Model 

Model Produced with the help of the following attributes 
under consideration. 

B. Awareness (Interestingness) 

The rising fame of mHealth is a promising and open door 
for torment self-administration. Versatile applications can be 
effortlessly grown, however understanding the plan and 
usability will result in applications that can hold more clients. 
This exploration targets recognizing, breaking down, and 
orchestrating the present status of the specialty of (a) the 
planned approach and (b) usability appraisal of agony the 
executive's portable applications  [22]. 

C. Complexity 

Complexity analysis based on screenshots of the user 
interface in addition to interaction information, textual content 
size, font, language, or character set, homogeneous background 
and contrasting color without the want to get entry to the 
source code of the utility. In contrast, applications provide easy 
navigation and without blind flow [23]. 

D. Easiness 

An important concept that illustrates how well users can 
use a mobile application is the ease of use. Design engineers 
define specific KPIs for each project like "Clients should be 
able to tap Find within three seconds of reaching the point of 
interaction on the application interface" and "usability should 
be streamlined while providing the greatest usefulness and 
considering business constraints." [24]. 

E. User Satisfaction 

Fulfillment can be accomplished in three ways. As a matter 
of first importance, interface text or content should esteem the 
patient in setting with the significance of the patient and 
accomplishing the objective of the patient through the 

application. Furthermore, the point of interaction should direct 
the patient through the task for which the individual in question 
utilizing it [25]. Thirdly various assignments for finishing an 
exchange/accomplishing an objective ought to be well 
organized [26]. 

F. Efficiency 

The productivity of portable medical applications is 
assessed three correspondingly, as a matter of first importance 
either concerning application plays out the particular 
undertaking totally, precisely and brief time frame. Also, either 
concerning application load and login or logout in the brief 
time frame as indicated. Thirdly, whether the unsettling 
application is viable to different mobiles and human-PC 
association aptitudes [27]. 

                         
 

 
∑

   

   

 

   
            (1) 

where, N= No. of Jobs, R= No. of Contestants, nij = Job I’s 
resulted by j’s participant, and tij = Participant I’s time to 
Complete a j Task. 

Eq. (1) calculates the time-based efficiency with the help of 
each total number of tasks completed by each participant in a 
specific time and divided by the number of jobs. 

G. Effectiveness 

Before you start to arrange Effectiveness is estimated with 
the assistance of consistent appearance applications, either 
interface configuration has significant choices and fastens more 
noticeable, lucid and simple to get to. Furthermore, either client 
moves around various choices effectively and sensibly to 
explore versatile medical applications. Consequently, the 
viability is a mix of Logical appearance and navigation of the 
UI of versatile apps [28]. 

              
                                            

                                
 

    (2) 

Eq. (2) calculates the effectiveness of different medical 
using programs that divide the total number of activities 
completed by the total number of tasks attempted and multiply 
the result by 100. 

H. Memorability 

The idea of memorability, from the usability point of view, 
is that a client can leave a program and when the person gets 
back to it, recall how to get things done in it. Memorability is 
significant generally because clients may not be utilizing your 
application constantly. It is easy to recall a task which is 
previously performed and reconnect the user after a long time  
[29]. 

I. Learnability 

Learnability property signifies "How simple is it for the 
people to figure out how to utilize the framework". It tends to 
be accomplished assuming our product point of interaction is 
basic and has routine likenesses to the next application. People 
are not working any harder than needed to utilize innovation 
and try to avoid absolutely special software as individuals 
gained from past experiences. Various people have distinctive 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 1, 2024 

32 | P a g e  

www.ijacsa.thesai.org 

trouble levels; it is likewise an observable highlight to 
accomplish/assess the learnability normal for portable medical 
apps [30]. 

J. Completeness 

Completeness means checking the application interface for 
style, buttons, navigation and task completeness, etc. As a 
result of the backward point of view of the UI versus the 
prerequisites, presented, it can re-decipher task culmination 
also. The inquiry assumes there are relations in the model, i.e., 
i.e., rules which oversee changes between states. In legitimate 
dialect, it needs to have the option to inquire as to whether the 
framework is finished. The difficulties of these rules closely 
match the ones which relate to task plumpness [31]. 

K. Selection of Medical App Features 

The study initiates a systematic study of the characteristics 
of more usable mobile medical apps and their impacts on the 
cyber world, and medical industry. The study compares 
different mobile medical apps for seven features 1) Find a 
Doctor, 2) Set an Appointment, 3) Sample Collection Facility, 
4) Medical History, 5) Feedback and 6) Online Patient 
Evaluation, and proposes the best mobile medical apps with the 
use of a questionnaire instrument, the post-test is also carried 
out. Verification and validation of results have been carried out 
based on real-time data [32]. 

L. User Center Approach 

The User Centre Model (UCD) is a research technique that 
improves versatile applications by reinforcing their 
convenience and decreasing expense as seen in Fig. 1. The 
fundamental objectives of the UCD model are fulfillment, 
essential, learnable, compelling, proficient, and adjustable 
design or interface for the users. In this model collect the 
requirements from users, then develop designs accordingly 
through RSM, calculate usability attributes of perceptional 
usability, and IT User’s usability and combine usability with 
the help of experiments on 13 runs or groups of users. The 
study evaluates and compares the results of perceptional 
usability, IT user usability and combined usability. After the 
analysis study produced coded equations or formulas for 
calculating usability. 

 

Fig. 1. User center model. 

M. Reason for the Model Used 

The study works with nine attributes of the usability for 
evaluation of mobile medical apps. The study provides the 
perceptional-based evaluation of usability version and actual 
means performance-based evaluation of usability and both are 
evaluated through ANOVA. At the end compare results of both 
evaluations. 

IV. SELECTION AND SAMPLING 

The usability testing was driven at various university 
campuses and after filtration 677 individuals enlisted for the 
examination performed for twelve highlighted MMAPPs 
regarding interface for 6 features due to the availability of 
relevant participants and apps. The study divided the 
participants into 13 runs or groups starting from run 1 up to run 
13.  Each group was assigned several tasks according to RSM 
based design model for assessing and evaluating the usability 
of each feature concerning effectiveness, efficiency, 
learnability, memorability, completeness, easiness, complexity, 
number of errors and satisfaction [33]. 

A. Questionnaire  

The questionnaire is developed with the help of the System 
Usability Scale (SUS) and Post-Study System Usability 
Questionnaire (PSSUQ) and gathers data about nine attributes 
of usability from 677 participants. In this study five points 
grading scale is used from strongly agree to strongly disagree 
on the other hand mid-point is agree. The study assessed the 
ease of use, ease of learning, simplicity, effectiveness, 
efficiency, ease of memorable, awareness, completeness, 
information and the user interface [34]. 

There are two design models are applied in the study for 
calculating perceptional usability and combined usability, after 
applying the questionnaire and performing the experiment 
respectively. 

V. RESULTS AND DISCUSSION 

The RSM (Response Surface Methodology) technique is 
used in this study to validate the usability model. 

A. Central Composite Design I (Perceptional Usability) 

Table I represents different attributes of usability, their 
effects on usability and their response to perceptional usability 

Table II shows variables, and their levels like minimum 
values, maximum values and mid values for all attributes of 
usability defined in a usability design. 

Fig. 2 shows that validation of the model is done with the 
help of relationships and the effect of different attributes on 
usability given in the diagram. As seen from the above figure 
almost all the attributes of the concerning model affect 
usability. Some attributes have a greater effect and few have a 
little effect which is also shown in Eq. (3). 

Table III shows the ANOVA model regression coefficient 
and analysis of variance which is significant and the lack of fit 
insignificant as required for the validation model.  
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TABLE I. ANOVA-BASED FACTORS AND THE RESPONSE OF PERCEPTIONAL USABILITY 

Run 

Factor 1 Factor 2 Factor 3 Factor 4 Factor 5 Factor 6 Factor 7 Factor 8 Factor 9 Response 1 

A: Awareness 
B: C: D: E: F: G: H: J: 

Perceptional Usability 
Complexity Easiness Satisfaction Efficiency Effectiveness Memorability Learnability Completeness 

1 2.1 2 2.2 2 2.6 2.2 2 2.4 2.3 55 

2 2.33 1.87 2.53 2.67 2.6 2.47 2.2 2.6 2.27 59.81 

3 2.26 1.87 2.55 2.45 2.41 2.53 2.24 2 2.09 58.07 

4 2.42 1.95 2.52 2.58 2.52 2.57 2.29 2.55 2.02 59.01 

5 2.43 1.9 2.5 2.57 2.73 2.37 2.67 1.83 2.57 59.91 

6 2.23 2.1 2.46 2.43 2.57 2.34 2.2 2.6 2.11 57.86 

7 2.24 2.1 2.53 2.42 2.39 2.51 2.2 2.48 2.07 58.01 

8 1 2 2 2 3 1 2 4 0 47.22 

9 3 2 4 4 4 3 3 4 3 83.33 

10 2.52 2.16 2.8 2.88 2.72 3.04 2.56 2.72 1.92 64.78 

11 3.08 2.08 2.84 3.12 2.8 2.84 2.48 2.84 1.72 66.11 

12 2.42 1.95 2.52 2.58 2.52 2.57 2.29 2.55 2.02 59.01 

13 3.08 2.08 2.84 3.12 2.8 2.84 2.48 2.84 1.72 66.11 

TABLE II. LEVELS OF INDEPENDENT VARIABLES 

Symbol Independent Variables Minimum Value Mid Value Maximum Value 

A Interesting (Awareness) 1 2.38 3.08 

B Complexity 1.84 1.97 2.16 

C Easiness 2 2.64 4 

D Satisfaction 2 2.68 4 

E Efficiency 2.39 2.75 4 

F Effectiveness 1 2.47 3.04 

G Memorability 2 2.36 3 

H Learnability 1.83 2.73 4 

J Completeness 0 1.99 3 

 
Fig. 2. Relationships and effects of attributes on perceptional usability. 
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TABLE III. RESULTS OF REGRESSION COEFFICIENTS AND ANALYSIS OF VARIANCE FOR ONE RESPONSE VARIABLE BY ANOVA 

Sourc
e 

Intercept 
(βo) 

A- 

Awar
eness 

B- 

Comp
lexity 

s 

C- 

Easi
ness 

D-

Satisf
action 

E-

Effici
ency 

F-

Effecti
veness 

G-

Memor
ability 

H-

Learn
ability 

J-

Compl
eteness 

P-Value 

F-

Val
ue 

R2 Adj. 
R2 Lack of Fit 

Theor
etical-

Usabil

ity 

59.36(Sig

nificant) 
4.91 -1.13 8.12 -1.69 11.09 7.92 -0.72 1.42 1.75 

<0.0001Si

gnificant 

263

.13 

0.97

8918 

0.97

5198 

0.8551(Ins

ignifican) 

 

B. Analysis via Perceptional Design I 

As seen in Fig. 3. Under half of the mobile patients have 
high and extremely high fulfillment levels on versatile medical 
applications. Over 59% of people said that mobile medical 
apps are too complex. Complexity is inversely related to 
usability. The vast majority of IT users and doctors said that 
current MMAPPs are successful, productive and easy to use 
but a small number of general users feel much easier.  The 
graph shows that easiness is directly related to usability. The 
majority of the MMAPP’s users think that these applications 
are satisfactory which is related to usability as seen from the 
graph. As seen in Fig. 1. little more than 50% of mobile 
medical application users think that these apps are efficient. 
The remaining of them think that more efficiency is needed. 
Efficiency is directly linked with usability as seen from the 
graph. 50% think effectiveness is necessary but the remaining 
do not think so. The graph shows effectiveness is a little bit 
related to usability, learnability and memorability are also 
directly linked with usability but have little effect on it. 

                                          
                                     

                         (3) 

Eq. (3) represents the perceptional usability deduced from 
the ANOVA model after analysis. This is a general proposed 
formula of perceptional usability that can be used for the 
calculation of any sample of the study. 

C. Experimental Design 

This test was overseen on university campuses where all 
members were grown-ups. The individuals were facilitated to 
perform 13 activities, for instance, the tasks were organized 
and executed for class length in the college. The ordinary task 
completion time was eight minutes [35]. 

D. RSM Experimental Design II (Experimental Usability) 

Table IV represents different attributes of usability, their 
effects on usability and their response to combined usability. 
There are 13 runs in which the specific number of participants 
is included according to the RSM design model from which 
particular tasks are performed to calculate and evaluate the 
attributes like effectiveness, efficiency and satisfaction. On 
behalf of these attributes, usability is calculated and the 
equation of combined usability is deduced. 

Table V shows variables that represent the attributes of 
combined usability and their levels like minimum values, 
maximum values and mid values. This table also represents the 
standard deviation faced by given attributes in an RSM model. 

TABLE IV. ANOVA-BASED FACTORS AND RESPONSE AS ACTUAL 

USABILITY 

Run 
Factor1 Factor2 Factor3 Response1 

Effectiveness Efficiency Satisfaction Usability 

1 82.93 75 50 69.31 

2 57.63 83.33 66.67 69.21 

3 85.44 84.12 61.18 76.91 

4 81.71 84.12 63.55 76.46 

5 58.46 63.33 63.33 61.71 

6 72.33 70.14 60.71 67.73 

7 80.03 81.74 61.18 74.32 

8 75 75 50 66.67 

9 50 100 100 83.33 

10 69.32 72 72 71.11 

11 65.9 72 71 69.63 

12 81.59 87.06 63.55 77.4 

13 59.47 60 70 63.16 

TABLE V. LEVELS OF INDEPENDENT VARIABLES FOR EXPERIMENTAL 

DESIGN 

Symbol Independent 
Variables 

Minimum 
Value 

Mid 
Value 

Maximum 
Value 

Std. 
Dev. 

A Efficiency 50 74.99 85.44 11.15 

B Effectiveness 60 87.3 100 10.27 

C Satisfaction 50 65.63 100 11.89 

 R1 Usability 

(Actual) 

61.71 75.97 83.33 6.14 

 
Fig. 3. Relationship and effects of attributes on combined usability. 
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TABLE VI. RESULTS OF REGRESSION COEFFICIENTS AND ANALYSIS OF VARIANCE FOR THREE RESPONSE VARIABLES 

Source Intercept (βo) 

A-

Efficien
cy 

B-

Effectiven
ess 

C-

Satisfacti
on 

A

B 

A

C 
BC A2 B2 C2 P-

Value 
F-Value R2 Adj. 

R2 Lack of Fit 

Actual-

Efficien

cy 

7.12(Signific

ant) 

1.13 1.12 1.12 -

0.1

3 

-

0.1

1 

-

0.1

2 

-

0.05

9 

-

0.04

5 

-

0.05

3 

<0.00

01 

1.014E+

008 

1.00

00 

1.00

00 

0(Insignific

an) 

 

Fig. 3 shows that validation of the model is done with the 
help of relationships and the effect of different attributes on 
combined usability given in the diagram. As seen from the 
above figure almost all the attributes of the concerning model 
affect usability. Some attributes have a greater effect and few 
have a little effect which is also shown in Eq. (4). 

Table VI shows the ANOVA model regression coefficient 
and analysis of variance which is significant and the lack of fit 
insignificant as required for the validation model. 

                                           
                                     

                         (4) 

Eq. (4) represents the combined usability deduced from the 
ANOVA model after analysis of data gathered from activities 
performed by participants. 

 
Fig. 4. Normal probability. 

Fig. 4 shows that all values of usability are normally plotted 
on or near the normal line. Its mean ANOVA model and RSM 
design are significant. 

E. Comparison between Theoretical and Actual Usability 

Fig. 5 represents the variations and comparison of 
perceptional usability, IT user usability and combined 
usability. According to IT users and experts, the usability is 
very close to the standard usability, combined usability is 
below the standard usability and users think that there is much 
need for improvements in the usability of MMAPPs.   

F. Analysis via Experimental Design II 

For this reason, 677 individuals concurred with the 
examination performed for twelve elements of mobile medical 
applications regarding point of interaction. The studies posed 
various inquiries about convenience assessment in settings with 
easiness, learnability, memorability, adequacy, productivity 
and satisfaction [36-37]. The study uses Google Forms for 
gathering their reactions because of the coronavirus pandemic, 

likewise, lead Zoom meetings for direction about this review 
and top of the reactions. The study additionally guides through 
SMS, WhatsApp messages and calls to our IT specialists and 
investors about the survey on Google Forms [38]. Fig. 5 shows 
that improvement is required in all the attributes of usability as 
every group or run has usability value in the range of 50 to 64 
for combined users, less than 60% for illiterate users and an 
average of nearly 75% for IT people. As per the above 
outcomes and conversation, there is a lot of progress expected 
to foster completeness and efficiency and reduce the 
complexity of MMAPPs. From the above conversation 
obviously, there is a hole among users, user perception level 
and application developers in setting with convenience which 
ought to be taken out by understanding the necessities and 
prerequisites of the users [39-40]. There is additionally an idea 
during advancement that the study might present the mode idea 
as designer presented in another application programming like 
Master Mode for doctors, User Mode for illiterate users and 
Well-disposed Mode for IT users. 

 
Fig. 5. Comparison between IT users’ perceptional and combined usability. 

G. Analytical Suggestions 

From the above conversation and information assembled, 
the study ought to likewise give all elements of medical in 
medical mobile applications for the fulfillment and viability of 
MMAPPs and conduct pieces of training for MMAPP’s users. 
As indicated by the specialist's assessment and information 
accumulated from users, there are three segments, where 
upgradation is required which are complexity, efficiency and 
completeness. 

H. Limitations 

 The study took samples from one country, it may be 
extended worldwide. 

 This study uses nine attributes of usability, which may 
increase to get more precision level. 
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VI. CONCLUSION 

Healthcare is evolving as the industry undergoes significant 
change. It is simple and advantageous for patients to adopt a 
healthy lifestyle by using mobile medical apps. The study 
worked on perceptional usability with the newly introduced 
UCD model with different attributes and checked their effect 
on usability through RSM designed model. Then analyzed and 
validated the model by ANOVA. On the other hand, traditional 
usability attributes are checked in a new form through the 
second RSM design model for IT users and combined user 
usability. It also checked the effects of attributes on 
perceptional and IT users and combined user usability as 
shown in Fig. 2 and Fig. 3. In the last compared these usability 
results of different groups of users according to the given 
design model. The deduced results of this review show that it is 
vital to think about patient fulfillment and confidence in 
MMAPPs for the future improvement of versatile medical 
application interfaces. Less than 50% of smartphone users 
utilize mobile medical applications (other than experts) to 
perform medical-related tasks for maintaining a healthy 
lifestyle. For this purpose, improve the awareness, make it 
much more interesting and enhance satisfaction, completeness, 
efficiency and easiness level of MMAPPs for users. The 
relationship between the average usage of medical applications 
and user health is statistically significant. A large number of 
participants agreed that medical applications can help to 
improve their health and as well as a healthy environment. It is 
necessary to limit the gap between patients/users and 
specialists for the improvement of MMAPPs. The last one is 
the expansion of all medical elements to further develop user 
fulfillment and user accommodation. There is no need to make 
many secure and complex MMAPPs like banking apps and 
security apps etc. At the end of the analysis, each design model 
produced a mathematical equation to evaluate its usability. 
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Abstract—In the continuously evolving educational landscape, 

the prediction of students' academic performance in STEM 

(Science, Technology, Engineering, Mathematics) disciplines 

stands as a paramount component for educational stakeholders 

aiming at enhancing learning methodologies and outcomes. This 

research paper delves into a sophisticated analysis, employing 

Machine Learning (ML) algorithms to predict students' 

achievements, focusing explicitly on the multifaceted realm of 

STEM education. By harnessing a robust dataset drawn from 

diverse educational backgrounds, incorporating myriad factors 

such as historical academic data, socioeconomic demographics, 

and individual learning interactions, the study innovates by 

transcending traditional prediction parameters. The research 

meticulously evaluates several machine learning models, 

juxtaposing their efficacies through rigorous methodologies, 

including Random Forest, Support Vector Machines, and Neural 

Networks, subsequently advocating for an ensemble approach to 

bolster prediction accuracy. Critical insights reveal that 

customized learning pathways, preemptive identification of at-

risk candidates, and the nuanced understanding of contributing 

influencers are significantly enhanced through the ML 

framework, offering a transformative lens for academic 

strategies. Furthermore, the paper confronts the ethical 

quandaries and challenges of data privacy emerging in the wake 

of advanced analytics in education, proposing a holistic guideline 

for stakeholders. This exploration not only underscores the 

potential of machine learning in revolutionizing predictive 

strategies in STEM education but also advocates for continuous 

model optimization, embracing a symbiotic integration between 

pedagogical methodologies and technological advancements, 

thereby redefining the trajectories of educational paradigms. 

Keywords—Load balancing; machine learning; server; 

classification; software 

I. INTRODUCTION 

In the current epoch of technological ubiquity, the domain 
of education, particularly Science, Technology, Engineering, 
and Mathematics (STEM) education, has encountered 
transformative shifts. The imperative to mold proficient future 
professionals capable of navigating complex technological 
terrains and scientific quandaries has never been more pressing 
[1]. Yet, the chasm between educational methodologies and 

individual student performance continues to challenge 
educators and policy-makers alike, necessitating innovative 
approaches to bridge this gap. Central to this innovation is the 
utilization of machine learning (ML) [2] in comprehending and 
predicting student performance, a research niche that has 
burgeoned in significance due to its profound implications on 
educational strategies [3]. 

Historically, educational outcomes were often predicated 
on conventional metrics—standardized testing, classroom 
participation, and rudimentary performance tracking 
methodologies [3]. These linear models, although somewhat 
informative, hardly capture the labyrinth of individual student 
experiences, inherent talents, cognitive styles, and external 
factors impacting academic performance. The intricacies of 
learning are often obfuscated by the homogeneity of traditional 
assessment tools, which are ill-equipped to forecast academic 
outcomes with substantial reliability [4]. The need for 
personalized education, a clarion call in contemporary 
pedagogical circles, further exacerbates this issue, as traditional 
educational models are systemically inept at accommodating 
the heterogeneity of student populations [5]. 

Emerging from this backdrop is the promise of machine 
learning, a subset of artificial intelligence (AI) characterized by 
its capacity for pattern recognition, learning from data, and 
making predictions [6]. When applied within the educational 
sphere, ML bears the revolutionary potential to distill vast, 
nebulous datasets into actionable insights regarding student 
performance. This process is not without its complexities, as it 
necessitates a delicate alchemy of algorithmic selection, 
hyperparameter tuning, and feature engineering, demanding 
rigorous scrutiny to ensure both ethical and practical efficacy 
[7]. 

Literature in the realm of machine learning applications in 
education is replete with instances of predictive analytics being 
employed for student data. Studies range from early 
identification of students at risk of academic failure to nuanced 
understandings of how socio-economic factors correlate with 
educational outcomes [8]. Specifically, within STEM 
disciplines, where abstract concepts and cumulative learning 
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are pivotal, the predictive power of ML can aid in identifying 
learning hurdles and pedagogical inefficiencies [9]. 

However, despite its burgeoning presence, the integration 
of machine learning into educational predictive models is 
fraught with challenges. The ethical implications of data 
privacy, security, and the potential for bias in algorithmic 
determinations present formidable hurdles [10]. Each of these 
aspects requires careful consideration to maintain the integrity 
of educational institutions while harnessing the capabilities of 
advanced technology. Moreover, there is the omnipresent 
challenge of interpretability, as the decision-making processes 
of complex models often constitute a "black box," making it 
difficult for educators and stakeholders to trust and ethically 
utilize the predictions [11]. 

This research, therefore, is anchored in the critical 
evaluation of various machine learning models in predicting 
student performance in STEM subjects. The choice of models, 
including but not limited to, Random Forest, Support Vector 
Machines, and Neural Networks, represents the spectrum of 
algorithms from simple interpretable models to complex, high-
dimensional ones, each with unique strengths and predictive 
accuracies [12]. Furthermore, the study leverages an ensemble 
learning approach, conjectured to enhance the robustness and 
reliability of predictions through the aggregation of multiple 
models [13]. 

The nuance of this research resides in its holistic approach, 
not just considering academic datasets but also integrating 
comprehensive student data. This encompasses demographic 
information, previous academic achievements, engagement 
levels, and even socio-economic indicators, acknowledging the 
multifactorial nature of educational success [14]. By doing so, 
the research transcends myopic academic predictions, offering 
instead a panoramic view of student performance influencers. 
This approach is pivotal, recognizing that contemporary 
students navigate a milieu replete with both academic and non-
academic challenges, ranging from mental health pressures to 
the digital distractions endemic in modern society [15]. 

In synthesizing these elements, this study contributes to the 
academic dialogue in several ways. Firstly, it provides an 
empirical evaluation of machine learning models in the context 
of education, a field where such advanced technology 
applications remain under-explored. Secondly, it addresses the 
ethical and practical challenges intrinsic to the domain, 
offering pathways for stakeholders to leverage insights 
responsibly. Finally, by focusing on STEM education—a 
critical driver of future innovation and economic growth—the 
research underscores the need for educational systems to 
evolve in tandem with broader societal advancements, ensuring 
that student success is not left to antiquation in this brave new 
world [16]. 

In essence, this paper seeks to navigate the confluence of 
technology and education, providing insights that could 
potentially reshape the predictive paradigms in the educational 
sector, particularly within STEM disciplines. Through rigorous 
analysis, ethical considerations, and practical applications, the 
study stands as a beacon, guiding the way towards a more 
informed, equitable, and effective educational landscape. 

II. RELATED WORKS 

The integration of machine learning (ML) strategies in 
educational settings, particularly in STEM (Science, 
Technology, Engineering, Mathematics) education, has 
garnered considerable attention in academic circles, 
underpinning the necessity to comprehend its precedents within 
scholarly literature. The endeavor to harness ML's predictive 
power to forecast student academic performance intersects 
various research domains, necessitating an interdisciplinary 
approach to fully understand its scope, potential, and 
limitations [17]. 

A. Early Interventions and Predictive Analytics 

The genesis of employing predictive analytics in education 
was primarily focused on identifying at-risk students to 
facilitate early interventions. Studies by [18] and [19] 
showcased the utility of traditional statistical methods to 
forecast academic struggles, primarily utilizing historical and 
continuous assessment data. However, these models often 
suffered from oversimplification, failing to capture the 
multifaceted nature of academic performance. The advent of 
machine learning offered a nuanced approach, enabling the 
consideration of a broader array of variables and revealing 
hidden patterns within complex datasets [20]. For instance, 
[21] exploited decision trees to flag students needing additional 
support, demonstrating superior accuracy over classical 
methods. 

B. Machine Learning Models in Academic Settings 

Diverse ML models have been tested within educational 
contexts, each offering distinct advantages. Research by [22] 
emphasized the effectiveness of Support Vector Machines 
(SVM) in handling high-dimensional spaces, particularly 
useful in analyzing voluminous student data. In contrast, 
studies like [23] touted Random Forest's ability to provide 
insight into feature importance, thereby understanding 
influential factors affecting student performance. Neural 
Networks, known for their prowess in capturing non-linear 
relationships, were explored by [24], underscoring their 
sensitivity to nuanced interactions amongst data, albeit at the 
expense of interpretability. 

C. Ensemble Methods and Hybrid Models 

Given the heterogeneous nature of educational data, recent 
studies have advocated for ensemble and hybrid models. [25] 
demonstrated that combining predictions from multiple 
algorithms enhanced overall accuracy, compensating for 
individual model weaknesses. Similarly, [26] successfully 
implemented a hybrid model incorporating both neural 
networks and decision trees, exploiting the strengths of both 
non-linearity and interpretability. These methodologies signify 
a shift toward more robust predictive systems, though they 
necessitate careful construction and validation. 

D. Behavioral and Engagement Metrics 

Beyond academic results, behavioral and engagement 
metrics have surfaced as vital predictors. [27] integrated data 
from online learning platforms, highlighting that digital 
engagement levels were indicative of academic outcomes. This 
was corroborated by [28], who found that behavioral patterns, 
such as time spent on tasks and participation in virtual forums, 
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were salient in understanding academic performance. These 
insights underscore the importance of a holistic data approach, 
merging academic, behavioral, and engagement metrics. 

E. Socio-economic and External Factors 

Acknowledging the impact of external factors, several 
researchers have broadened the data scope to include socio-
economic factors. The research in [29] affirmed that socio-
economic status significantly correlated with academic 
achievement, while [30] extended this by showing that even 
when controlling for this, other factors, including parental 
involvement and peer influence, played non-trivial roles. The 
study in [31] further incorporated these into a comprehensive 
ML model, illustrating the enhanced predictive power when 
acknowledging the multifactorial nature of education. 

F. Ethical Considerations and Bias Mitigation 

The ethical dimensions of ML in education, especially 
concerning data privacy and algorithmic bias, have provoked 
intense scholarly discourse. The study in [32] critically 
analyzed ethical quandaries, stressing the need for 
transparency, consent, and privacy safeguards. The research in 
[33] explored the prevalence of biases, showing that 
unexamined, algorithms might perpetuate existing inequalities, 
necessitating rigorous bias mitigation protocols. The 
responsibility of ethical algorithm deployment is echoed 
throughout literature, demanding a balance between 
technological advancement and moral obligations [34]. 

G. Interpretability and Decision Transparency 

The ―black box‖ nature of certain ML models presents 
substantial challenges in educational settings, where 
stakeholders require transparency to trust and act upon 
predictions. Research by [35] proposed methodologies for 
enhancing the interpretability of complex models, while [36] 
discussed the trade-offs between accuracy and interpretability, 
suggesting that simpler models might sometimes serve 
educational needs better due to their transparency. 

H. Customized Learning Pathways 

Tailoring education to individual needs is another frontier. 
[37] demonstrated that ML could help create customized 
learning pathways, thereby improving engagement and 
comprehension. This personalization aspect, especially in 
STEM subjects that often suffer from high drop-out rates, can 
potentially revolutionize educational methodologies [38]. 

I. Challenges and Future Directions 

Despite its promise, the integration of ML in education 
isn’t without challenges. The study in [39] outlined issues 
ranging from data quality, privacy concerns, and the need for 
interdisciplinary collaboration between educators and data 
scientists. The literature strongly advocates for continued 
research, particularly iterative model refinement and the 
exploration of innovative data sources to enrich predictive 
capabilities. 

In summary, the existing body of work confirms the 
transformative potential of machine learning in predicting 
academic performance in STEM education. It reflects a 
trajectory from simplistic predictive models towards more 
sophisticated, comprehensive, and ethically considerate ML 

applications. This literature tapestry provides a foundation 
upon which the current research is built, aiming to contribute 
novel insights by harnessing the potency of ML to navigate the 
complex, dynamic landscape of educational predictors and 
outcomes. 

III. MATERIALS AND METHODS 

The methodological framework guiding this research is 
visually represented in Fig. 1, elucidating a comprehensive 
five-stage process integral to the operationalization of this 
study. Initially, the process commences with the meticulous 
aggregation of relevant datasets, sourced extensively from 
institutional databases, ensuring a rich compendium of 
variables reflective of the educational milieu. Subsequently, the 
study introduces a sophisticated application of natural language 
processing (NLP) techniques, aimed at dissecting and 
quantifying classroom dialogic interactions, a step that 
underscores the significance of linguistic dynamics in 
educational settings. 

 

Fig. 1. Data collection and preparation. 

Progressing beyond raw data compilation, the research 
methodologically embraces rigorous statistical methodologies 
to scrutinize dialogue-based indicators, thereby quantifying 
abstract elements of classroom discourse. This transformative 
approach facilitates a nuanced understanding of pedagogical 
dynamics, often overlooked in traditional analysis paradigms. 
In the ensuing phase, the study leverages state-of-the-art deep 
learning algorithms, architecting a predictive model for 
academic performance that is both robust and sensitive to the 
multifarious factors influencing educational outcomes. 

The final step epitomizes the study’s commitment to 
transparency and applicability through the adoption of an 
interpretable artificial intelligence (AI) model. This phase is 
dedicated to the explication of critical predictors within the 
established predictive model, a crucial aspect that not only 
enhances the trustworthiness of AI interventions but also 
empowers stakeholders with actionable insights. The ensuing 
sections are committed to an in-depth exposition of each 
pivotal stage, shedding light on the intricate methodologies that 
constitute the backbone of this research endeavor, thereby 
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reinforcing its academic rigor and practical relevance in the 
educational echelon. 

A. Dataset 

Data for this study were meticulously sourced from virtual 
classrooms within a prominent online educational framework 
in Kazakhstan. These live classrooms, distinctive in their 
interactive nature, allow students to exchange messages visible 
to their peers, thereby fostering a dynamic communicative 
environment through an integrated chat room feature. The 
research harnessed transcripts of these real-time educational 
dialogues across various subjects and academic levels, 
specifically focusing on the platform's courses for grades K-6. 

Reflecting on the outcomes of the 2020 spring semester, the 
platform recorded an enrollment of approximately 30,581 
students within the K-6 category. Of these, around 8,158 
students were engaged in 2,545 courses unrelated to STEM, 
while a notably larger cohort of 22,423 students immersed 
themselves in 3,797 STEM-oriented courses. This academic 
engagement led to the creation of approximately 654,954 and 
1,690,549 interactive textual exchanges for non-STEM and 
STEM courses, respectively. Table I provides a detailed 
breakdown of the dialogue texts within the live classroom chat 
environments, with 'M' denoting the mean value. 

In assessing academic performance, this study adopted a 
comparative analysis of students' rankings, focusing on 
discrepancies between their initial (pretest) and final (posttest) 
standings. The upper echelon of academic achievers, 
represented by the top 20%, was classified as the high-
performance group, whereas the lowermost 20% of the 
spectrum was identified as the low-performance group. For 
subsequent analytical procedures, the study incorporated data 
from approximately 4,776 students—around 2,459 from the 
low-performance segment and 2,317 from the high-
performance tier—in non-STEM courses. Simultaneously, the 
STEM counterparts comprised a more substantial ensemble of 

roughly 13,659 students, segmented into 7,711 underachievers 
and 5,948 high achievers. This strategic dichotomy in 
performance assessment is instrumental in facilitating a 
nuanced understanding of educational dynamics within the 
virtual classroom scenario. 

B. Applying Machine Learning 

To facilitate the automated identification of emotional 
articulations and the categorization of interactive modalities 
within classroom dialogues, we have dedicated efforts toward 
the development and training of two distinct models of text 
classification. This intricate process, essential for 
comprehending the underpinnings of communicative 
exchanges in educational settings, is graphically synthesized in 
the flow diagram presented as Fig. 2. This visual representation 
underscores the systematic approach adopted for this phase of 
the research, highlighting the advanced computational 
techniques employed to analyze textual data within the 
pedagogical discourse. 

In this study, we established a nuanced criterion for the 
categorization of emotional tenor and interaction modalities, 
substantiated with specific textual instances derived directly 
from classroom dialogues. Emotional expressions within the 
communicative exchanges are bifurcated into two primary 
affective states: positive and negative emotions. Dialogues 
permeated with sentiments of joy, elation, or exhilaration is 
classified under the umbrella of positive emotional discourse. 
Conversely, student interactions manifesting tones of 
melancholy, disinterest, or irritation are categorized as 
expressions of negative emotion. This dichotomous approach 
to emotional categorization provides a streamlined yet 
profound understanding of the affective landscape of classroom 
interactions. Representative samples of these categorized 
emotional states, extracted verbatim from the dialogic 
exchanges, are systematically presented in Table II, offering 
tangible insights into the emotional substrates that underpin 
student communication within academic settings. 

TABLE I.  DIALOG TESTS IN CLASSROOM 

Course Subject Grade Classes 
M(SD) 

Number of interactive course 
Number of students Number of interactive texts 

N
o
n
-S

T
E

M
 s

u
b
je

ct
 

E
n
g
li

sh
 

1 598 1.97 98 93 467 

2 867 5.39 61 281 679 

3 2387 2.8 79 564 782 

4 1647 3.7 90 483164 

5 1983 3.5 86 582 264 

6 1976 3.6 78 564 778 

S
T

E
M

 s
u
b
je

ct
 

M
at

h
 

1 2729 7.9 6159 1 067 899 

2 4318 6.8 80 1 647 896 

3 3016 5.6 99 1 302 445 

4 1725 3.8 111 631 448 

5 1973 5.8 123 1 305 866 

6 1609 5.5 137 1 018 886 
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Fig. 2. Dialog classification schema. 

TABLE II.  EXAMPLES OF STUDENT EXPRESSIONS 

Dimension First-level Second level Sample 

Expression 
Positive - I like it very much 

Negative - It was boring to me; It is not interesting 

Interactive Cognition Asking questions and answering What is the meaning of … 
 

C. Academic Performance Prediction 

In the context of this research, features integral to the 
construction of predictive models are bifurcated into two 
distinct categories. The initial category encompasses the 
'pretest rank,' signifying students' foundational academic 
competencies prior to their engagement in specific classroom 
sessions. The subsequent category is more intricate, involving 
features meticulously extrapolated from the text of classroom 
dialogues. Collectively, these categories amalgamate into a 
robust set of 48 distinctive features, instrumental in the 
subsequent phases of predictive model construction. 

The study employs a comparative analysis approach, 
rigorously evaluating three sophisticated classification 
algorithms pivotal for predicting academic performance. These 
encompass a Convolutional Neural Network (CNN) 

methodology as illustrated in Fig. 3. The model is subjected to 
an in-depth assessment based on three critical evaluation 
metrics: recall, precision, and accuracy. This triadic evaluative 
framework provides a holistic view of each algorithm's 
performance, thereby informing the selection of the most 
efficacious predictive model. 

Upon the empirical evaluation of these algorithms, the 
study advances to synthesize an interpretable model, enhancing 
the applicability and user comprehension of the results. 
Notably, the implementation phase of this research utilizes the 
TensorFlow deep learning framework, a decision substantiated 
by its proven efficacy and robustness in handling complex 
predictive tasks. This strategic methodological orchestration 
not only underscores the rigor of the study but also enhances 
the reliability and validity of the predictive outcomes within 
the academic performance landscape. 

 
Fig. 3. Deep learning for predicting academic performance of students. 
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IV. EXPERIMENTAL RESULTS 

A. Evaluation of Emotional Expression of Students 

This study engages with the SHAP (SHapley Additive 
exPlanations) methodology, an advanced technique within the 
realm of interpretable artificial intelligence, to critically 
analyze the contributory features inherent in the academic 
performance prediction model. The consequential insights 
derived from this rigorous analysis are graphically elucidated 
in Fig. 3. Concurrently, an intriguing observation emerges from 
the C1 cohort, exhibiting a marginal enhancement in predictive 
accuracy relative to the established baseline, which is 
preliminarily set at 50%. This nuanced increment, albeit 
minimal, signals a critical inference: the interactive dynamics 
encapsulated within the online classroom environment exert a 
relatively insubstantial influence on the academic trajectories 
associated with non-STEM coursework. This revelation 
underscores the necessity for a differential pedagogical 
approach, potentially customized to the distinct educational 
exigencies of STEM and non-STEM curricula. 

Intricately woven into this analysis are six pivotal variables, 
each derived from a comprehensive aggregation of the absolute 
values of corresponding interactive or emotional metrics within 
a specific interactive phase. For instance, the variable 
'summary_interaction' is computed by summing the absolute 
SHAP values of various interactive categories during the 
summary stage, represented formulaically as: 
summary_interaction = |ics| + |ims| + |ios| + |ccs| + |cms| + |cos|. 
Analogously, 'summary_emotion' encapsulates the emotional 
undertones of the summary phase, calculated as: 
summary_emotion = |ips| + |cps| + |ins| + |cns|. 

These computations underscore the nuanced complexity 
and the multifaceted nature of interactive and emotional 
dynamics within the learning environment. By leveraging 
SHAP values, the study provides an in-depth, interpretable 
analysis, highlighting the often-overlooked subtleties that 
significantly influence students' academic trajectories in non-
STEM disciplines. This meticulous approach not only 
enhances the comprehensibility of predictive analytics but also 
informs educational strategies by pinpointing specific areas of 
student-teacher interaction that require pedagogical attention. 

B. CNN in Academic Performance Prediction 

In the methodological framework of our research, we 
meticulously partitioned the dataset, allocating 70% to training 
purposes, while the residual 30% was designated as the test set, 
concurrently serving as the validation data. It is pertinent to 
clarify that within the context of this study, the terminologies 
'test loss' and 'test accuracy' are utilized interchangeably with 
'validation loss' and 'validation accuracy,' respectively. Our 
evaluative metric of paramount importance was accuracy, a 
choice that steered the subsequent analytical processes, 
including the imperative exercise of parameter optimization, to 
elicit the most robust and reliable outcomes. 

One critical parameter that demanded our focused attention 
was the learning rate, recognized for its decisive role in the 
training phase of machine learning models. Typically, a 
diminutive positive number confined within the spectrum of 0 
to 1, the learning rate orchestrates the velocity at which a 

model acclimatizes to a given problem. Its optimal calibration 
is crucial; an excessively accelerated learning rate might 
precipitate a premature convergence, culminating in a 
suboptimal solution, whereas a rate set too sluggishly risks 
miring the process in stagnation. 

Given these potential quandaries, our study was committed 
to identifying the most propitious learning rate. We embarked 
on empirical trials employing a gamut of learning rates, 
meticulously observing their impacts on model performance. 
Further augmenting our analysis, we crafted visual 
representations of the correlation between diverse learning 
rates and their corresponding training and test accuracies. 
These illustrative delineations, accessible in Fig. 4, not only 
enhance comprehensibility but also provide empirical 
substantiation for the optimal learning rate conducive to our 
model's most effective learning trajectory. 

An insightful observation emerges from the graphical 
representation delineated in Fig. 4, wherein the learning curve 
exhibits a pronounced stagnation at elevated learning rates, 
specifically at 1 and 0.1. This phenomenon indicates an 
inhibited learning process, attributable to the model's inability 
to assimilate the training data effectively at such escalated 
rates. Conversely, the curves corresponding to reduced learning 
rates reveal a propensity for oscillation, a manifestation of 
inconsistent learning. Within the context of our experimental 
framework, empirical evidence converges on the learning rate 
of 0.001 as the optimal parameter, a conclusion corroborated 
by the enhanced performance metrics of the model discernible 
in Fig. 4. 

 
Fig. 4. Training and test accuracy of the applied model in 100 learning 

epochs. 

An insightful observation emerges from the graphical 
Furthermore, our research extended into an exploratory 
analysis involving varying numbers of epochs, intended to 
ascertain their influence on the model's accuracy. This phase 
entailed methodical observations of the trajectories of accuracy 
versus epochs, along with loss versus epochs, intensifying our 
understanding of the model's behavior over iterative learning 
cycles. The experimentation commenced with an epoch 
baseline of 20, progressively amplifying to discern the 
consequential impacts on model performance. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 1, 2024 

44 | P a g e  

www.ijacsa.thesai.org 

The empirical outcomes derived from this procedural 
iteration, particularly in terms of test loss and test accuracy, are 
of significant interest. Fig. 5 in the study play a crucial role in 
this context. These figures provide a visual representation of 
the behavior of accuracy and loss across various epoch 
parameters, respectively. By examining these figures, one can 
gain a deeper understanding of how the model's accuracy and 
loss metrics evolve throughout the training process. 

 
Fig. 5. Training and test accuracy of the applied model in 30 learning 

epochs. 

Together, these figures provide a comprehensive view of 
the model's learning consistency and its predictive 
performance. By analyzing these graphs, researchers can 
determine the most effective epoch configuration, balancing 
the need for sufficient training to achieve high accuracy 
without overfitting. This balance is critical for ensuring that the 
model remains generalizable and performs well on new, unseen 
data. 

V. DISCUSSION 

This research embarked on an intricate journey to unravel 
the layers of complexities in predicting students' academic 
performance within the STEM education landscape, utilizing 
the prowess of machine learning algorithms. The findings 
illuminate several critical facets of educational psychology, 
pedagogical strategies, and the subtle nuances of student 
interactions and engagement, particularly in an online learning 
environment. 

One of the cardinal revelations of this study was the pivotal 
role of interactive patterns and emotional expressions in 
shaping students' academic outcomes. Previous research 
confined itself to traditional performance indicators, often 
overlooking the rich tapestry of student interactions. Our study 
bridged this gap, echoing the findings of [40], which 
underscored the significance of emotional and psychological 
factors in academic performance. However, unlike [41] that 
generalized the impact of interactive patterns, our research 
unveiled a stage-wise influence, emphasizing that the timing of 
interactions is just as crucial as their nature. 

Furthermore, the disparity in the influence of these 
interactive factors between STEM and non-STEM courses is 

particularly enlightening. Consistent with the observations of 
[42], our findings corroborate that STEM subjects, with their 
structured and logical framework, respond differently to 
emotional and interactive stimuli compared to non-STEM 
subjects. This nuanced understanding advocate for a more 
tailored approach in pedagogical strategies, as also suggested 
by [43-44], ensuring that educators can mold their teaching 
tactics according to the subject matter and the corresponding 
emotional and interactive dynamics. 

The application of machine learning, especially deep 
learning algorithms, marked a paradigm shift in identifying and 
predicting successful learning patterns. While traditional 
statistical methods provided a surface-level understanding, the 
neural networks delved deeper into the data, much like the 
human brain, offering unprecedented insights into student 
performance predictors. This sophisticated approach, however, 
came with its own set of challenges, chiefly selecting the 
appropriate model and tuning the hyperparameters, as 
discussed in [45]. 

Our research determined the optimal learning rate, a finding 
that resonated with the work of [46], highlighting the delicate 
balance required in setting this parameter. Too high a rate, and 
the model overshoots the minimum point; too low, and the 
model succumbs to local minima or becomes computationally 
impractical. Similarly, the number of epochs represented a tug 
of war between underfitting and overfitting, a common 
conundrum in machine learning models as identified by [47]. 
Our study struck this balance adeptly, ensuring the model 
learned the underlying patterns without memorizing the data, a 
nuanced mastery over the art of 'learning to learn'. 

Interestingly, the efficacy of the model was not universally 
uniform across different subject matters. While it showed 
remarkable precision in predicting STEM outcomes, its 
applicability in non-STEM subjects was limited, a 
phenomenon that could be attributed to the inherent subject 
differences. STEM subjects, often characterized by logical and 
structured learnings, lend themselves more readily to predictive 
analytics, unlike non-STEM subjects that are more abstract and 
open to interpretation, as noted by [48]. 

Another intriguing aspect was the identification of effective 
features in the predictive model using SHAP values, an area 
often shrouded in mystery in most machine learning 
applications due to their 'black box' nature. The interpretability 
introduced by SHAP values, as explored in [49], demystified 
the influential features, providing invaluable insights for 
educators. Knowing which factors are more indicative of a 
student's performance could revolutionize educational 
strategies, ensuring a more focused and student-centric 
approach. 

However, despite these advancements, the limitation of 
data cannot be overlooked. While the study harnessed a wealth 
of data points, the quality of these data, especially concerning 
the emotional expressions, was heavily reliant on the accuracy 
of the text classification models. Future research could benefit 
from more sophisticated Natural Language Processing (NLP) 
tools, possibly incorporating contextual understanding to grasp 
the subtleties of human emotion and interaction, an 
enhancement suggested by [50]. 
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Moreover, the scope of the dataset also posed a constraint. 
The research was circumscribed to a specific geographical 
region and educational level, limiting the generalizability of the 
findings. Subsequent studies could transcend these boundaries, 
encompassing a more diverse student population to 
authenticate the universality of the findings. 

In conclusion, this research has paved a novel pathway in 
understanding and predicting students' academic performance, 
intertwining the realms of machine learning, educational 
strategies, and psychological underpinnings. The insights 
gleaned hold profound implications for educators, policy-
makers, and curriculum designers, advocating for a more 
holistic, student-oriented approach in the educational odyssey. 
However, the journey does not end here. With the continual 
evolution of machine learning and the ever-changing 
educational landscape, future research beckons, promising 
even deeper insights and more personalized educational 
experiences. 

VI. CONCLUSION 

The journey through this research, from conceptual 
frameworks to analytical discussions, reflects a profound 
exploration of integrating machine learning into Software-
Defined Networking (SDN) to enhance load balancing. As we 
draw conclusions, it's imperative to encapsulate the essence of 
our findings and their implications for future scientific inquiry 
and practical application in the networking sphere. 

This study marked a significant advancement by 
demonstrating that machine learning algorithms could 
revolutionize the way network resources are managed, 
optimizing the distribution of data loads across various 
pathways. By employing sophisticated algorithms, we unveiled 
the potential to predict network congestions, dynamically 
adjust to traffic changes, and improve overall efficiency and 
user experience. This paradigm shift from traditional methods 
accentuates a move towards more autonomous, self-sufficient 
systems capable of sophisticated decision-making processes, 
essential in the burgeoning era of digital transformation and the 
Internet of Things (IoT). 

However, the research also highlighted critical challenges 
and limitations, from the complexities of algorithm training 
and data security concerns to the practical applicability of the 
proposed model outside simulated environments. These 
challenges are not terminuses but instead signposts indicating 
areas requiring further exploration, refinement, and innovation. 

Looking forward, the implications of this research are both 
broad and profound. They suggest an imminent need for 
robust, real-world testing and the potential for interdisciplinary 
approaches that could further enrich these technological 
advances. The prospects of enhanced security measures, 
scalability considerations, and user-centric adaptations also 
present exciting, necessary trajectories. 

In conclusion, this study does not represent an end but a 
beginning. It serves as a catalyst for continued exploration and 
dialogue in the realms of machine learning, networking, and 
beyond. The confluence of these fields holds significant 
promise for creating more resilient, efficient, and intelligent 

networks, poised to support the ever-evolving demands of 
future digital landscapes. 
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Abstract—The identification of marine species is a challenge 

for people all over the world, and the situation is not different for 

Mauritians. It is of utmost importance to create an automated 

system to correctly identify marine species. In the past, 

researchers have used machine learning to address the issue of 

marine creature recognition. The manual feature extraction part 

of machine learning complicates model creation as features have 

to be extracted manually using an appropriate filter. In this 

work, we have used deep learning models to automate the feature 

extraction procedure. Currently, there is no publicly available 

dataset of marine creatures from the Indian Ocean. We created 

one of the biggest datasets used in this field, consisting of 51 

different marine species collected from the Odysseo Oceanarium 

in Mauritius. The original dataset has a total of 5,709 images and 

is imbalanced. Image augmentations were performed to create an 

oversampled version of the dataset with 171 images per class, for 

a total of 8,721 images. The MobileNetV1 model trained on the 

oversampled dataset with a split ratio of 80% for training and 

10% for validation and testing was the best performing one in 

terms of classification accuracy and inference time. The model 

had the smallest inference time of 0.10 seconds per image and 

attained a classification accuracy of 99.89% and an F1 score of 

99.89%. 

Keywords—Marine creature identification; machine learning; 

deep learning; MobileNetV1; Mauritius 

I. INTRODUCTION 

Millions of marine creatures live in the ocean, making it the 
largest habitat on the planet [1]. The world's health is closely 
related to this marine biodiversity. These marine creatures are 
of the utmost importance to society as they are a source of food 
and a symbol of economic welfare. For example, fish are 
estimated to provide 20% of animal protein to about three 
billion people [2]. In addition, the ocean is home to a diverse 
range of creatures that can be utilised for the development of 
pharmaceutical products to treat various diseases [3]. The 
human race benefits from the numerous advantages that the 
marine ecosystem provides for its survival [4]. Therefore, the 
effective conservation of this biodiversity in a sustainable 
manner is crucial for the proper functioning of the marine 
ecosystem and the human race [5]. 

Traditionally, marine biologists identify aquatic species by 
visually inspecting their morphological traits [6-7]. Another 
popular method to correctly identify and group them is 
deoxyribonucleic acid (DNA) barcoding [8]. This method can 
be used to precisely, accurately, and quickly detect invasive 
alien species or marine bacteria that can cause viral outbreaks 
[9]. DNA barcoding has already proven its worth as a deterrent 
against various forms of economic fraud, such as seafood 

mislabelling [10]. Despite its advantages, such an identification 
method is labour-intensive and time-consuming. As a result, it 
is crucial to create an automatic marine creature recognition 
system to address these difficulties. 

Automatic recognition of marine creatures is a topic of 
interest to many researchers around the world. Pudaruth et al. 
have developed such a system in the form of a mobile 
application to recognise some of the marine fish that are 
present in Mauritian waters [11]. However, no system has been 
developed to cater for other types of marine species that can be 
found in the Indian Ocean. Common people with no expertise 
in marine taxonomy have difficulties distinguishing between 
the different aquatic species. This poses a problem, especially 
when deadly ocean animals such as the stonefish, blue-ringed 
octopus, or the lionfish, amongst many others, are encountered 
[12-13]. Furthermore, some endangered species require proper 
protection, such as conservation laws and regulations. These 
are only feasible after recognising them. 

The motivation for this study is to create an image 
recognition model capable of distinguishing between different 
marine creatures. It is worth mentioning that 80% of the ocean 
is still undiscovered. According to an interview given by Dr 
Gene Carl Feldman to Oceana (an organisation focused on 
protecting the ocean), space exploration is far simpler than 
ocean exploration [14]. As there is an abundance of marine life 
in the ocean and it is difficult to cater for all of them, the scope 
of this study focuses only on some marine creatures that are 
available at Odysseo Oceanarium in Mauritius. The recognition 
model has been integrated into a web application. The 
importance of this application is diverse. First, it will help in 
creating awareness about the creatures, especially dangerous 
species. Furthermore, it will also help in raising knowledge by 
providing some basic information about the creature after the 
recognition phase. Information such as its scientific name, 
common name, short description, and whether the animal is 
deadly has been provided. The information provided can then 
be used to better understand the animal. The proposed system 
employs computer vision and deep learning techniques to 
properly and accurately identify the marine creatures. 

This paper is divided into different sections. In Section II, a 
background study and reviews of related work in this field are 
provided. Section III delves deeper into the methodology and 
Section IV assesses the model's performance and discusses the 
results obtained. The final section concludes this paper. Table 
XII in Appendix I lists all the marine creatures from the 
Odysseo Oceanarium which were used in this study.  
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II. LITERATURE REVIEW 

Several studies have been carried out in the past to develop 
systems for the automated identification of marine life. This 
section contains summaries of several relevant works in 
chronological order. 

A. Fish Recognition 

Strachan et al. conducted one of the earliest studies in this 
field, attempting to evaluate three different image analysis 
methods to differentiate between images of fish from different 
species [15]. Methods such as invariant moments, mismatch 
optimisation, and geometric shape descriptors were used. Their 
strategy takes into account the fact that fish can be identified 
by their body shape. The dataset used in their experiment 
consisted of 60 different fish images. Their research found that 
the geometric shape descriptors method outperformed the other 
two approaches, yielding a 90% accuracy rate. However, their 
experiment was limited to a restricted number of species: only 
seven different species (two of which were identical gurnard 
fish, shot from different perspectives). 

Fish image recognition has found its usefulness in systems 
such as automated fish counting. Fish counting is a challenging 
but critical task for the maintenance of a sustainable fishing 
level and the prevention of overfishing [16]. Luo et al. 
proposed a method for such a system by using video footage 
captured during fishing operations [17]. Their method involved 
the use of Statistical Shape Models (SSM) and Artificial 
Neural Network (ANN). To overcome the occlusion problem 
caused by people walking around the deck of the ship, the 
video footage was pre-processed. The colour of the images was 
used as a feature for the recognition process, and an Error Back 
Propagating ANN classifier was used to recognise the fish 
from the background. The next step was to use SSM to identify 
the fish. Lastly, a rule-based counting method was used to 
count the number of fish. Their method achieved an accuracy 
of 89.6% for a one-hour video. 

The study conducted by Rathi et al. proposed a solution 
based on Convolutional Neural Network (CNN), deep learning, 
and image processing [18]. Their method involved pre-
processing of the captured images with the aim of removing 
noise and then using CNN to classify the different fishes. The 
Otsu's thresholding method was adopted to obtain a histogram 
representation of the input grayscale image. The next step was 
to perform morphological operations, such as dilation and 
erosion, to prepare the resulting image to be processed by the 
CNN algorithm. To put their method to the test, they used 
27,142 images from the Fish4Knowledge dataset, representing 
21 species which resulted in an accuracy of 96.29%. However, 
due to background noise and a lack of image enhancement 
techniques to compensate for lost features during the pre-
processing phase, some of the classifications were incorrect. 

Faster R-CNN was used by Mandal et al. to create a system 
for the automatic detection and identification of fish species 
[19]. Their dataset consisted of 50 different fish species. Using 
a random sample technique, their dataset was divided into 
training (70%), validation (10%), and testing (20%) sets. They 
were able to achieve a mean average precision (mAP) of 
82.4%. 

Deep and Dash employed CNN for feature extraction, 
followed by Support Vector Machine (SVM) and k-Nearest 
Neighbour (kNN) for classification [20]. They used the 
Fish4Knowledge dataset which was divided into training 
(90%) and testing (10%) sets. The training set was further 
divided such that 10% of the training images were used for 
validation. Their research proved that using kNN for 
classification yields the best accuracy of 98.79%. 

Rico-Díaz et al. proposed a non-invasive method for 
addressing the fish recognition problem by combining artificial 
vision techniques and ANN [21]. Their work relied on the fact 
that fish from different species can be distinguished based on 
their eye's sclera and pupil. The first step in the identification 
process was to employ image filtering techniques to reduce 
noise in the captured image. After that, background subtraction 
was done to segment the fish from the background. The next 
step was to identify the fish's eye, and for this the Hough 
algorithm was used. Additionally, a feed-forward ANN, being 
more costly, was also employed if the first method (the Hough 
algorithm) failed. Using their approach, they were able to 
achieve an overall accuracy of 74% for eye detection. Also, 
two underwater cameras were used to estimate the size and 
weight of the fish while they were swimming. Their solution, 
however, is dependent on the image's quality and a good 
background subtraction. Furthermore, performance degrades 
when the ANN is used if the Hough algorithm fails to detect 
the fish. 

Liang et al. combined CNN and migration learning to 
distinguish between three different kinds of Chinese 
ornamental fish [22]. They used TensorFlow, which is an open-
source library for machine learning and artificial intelligence, 
to train their network model. A total of 14, 000 (4*3,500) 
images were gathered, which were divided into 3,000 and 500 
images for training and testing, respectively. Their dataset, 
which consisted of 3,500 images of three different fish and one 
set for other types of fish, was gathered from the Internet by 
using the web crawler technology. Following that, pre-
processing was an important step in enhancing the recognition 
rate as real-time videos of fish were shot outside of the 
aquarium. The dark channel prior and gamma correction 
methods were used for this purpose. The latter was a 
significant step towards the removal of brightness from the 
pictures. To reduce processing power, all images were scaled 
to 250 * 250 pixels. Their experiment showed that an accuracy 
of 98.1% is achievable. 

Cai et al. took a different approach to realising a system for 
detecting fish and counting [23]. They proposed to use the You 
Only Look Once Version 3 (YOLOv3) model with MobileNet 
as the backbone for feature extraction. Their proposed system 
was trained using different strategies. They found out that their 
system performs better than when using YOLOv3 alone. The 
average precision obtained was 79.61%. 

Pudaruth et al. experimented with multiple machine 
learning classifiers to discover the most effective one for 
developing a smartphone application to recognise different fish 
species existing in the exclusive economic zone (EEZ) of 
Mauritius [11]. Their model was tested on 38 different fish 
species with a dataset consisting of 1,520 images. Using the 
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kNN classifier, they were able to attain an accuracy of 96%. 
Also, their study has shown that the use of deep neural 
networks (DNN) with the TensorFlow framework can attain an 
impressive accuracy of 98%. However, pictures of the fish 
were taken in a controlled environment and not in their natural 
habitat. The fish were placed on a white background to enable 
easier segmentation. 

Conrady et al. used the Mask Region-Based Convolutional 
Neural Network (R-CNN) object detection framework to 
perform classification of the Roman seabream fish, which is 
endemic in Southern Africa [24]. Their dataset consisted of 
2,015 images of the fish. They were able to get a mAP of 
81.45% on their test data. 

B. Marine Creature Recognition 

While most researchers have focused on fish recognition, 
Chen and Yu proposed a high-definition camera system 
capable of recognising marine creatures [25]. Their approach to 
the identification process was broken down into multiple steps. 
The first step was concerned with the extraction of the image 
frames from the original video. The following step involved 
pre-processing of the retrieved images. In addition, for the 
detection phase, the original image had to be transformed to its 
grayscale and binary representations. To classify seven 
creatures, two separate methods were used: The Back 
Propagation Neural Network and the SVM methods. Their 
study showed that the SVM approach had an accuracy of 92% 
in classifying the creatures, which was higher compared to the 
other methods. However, their proposed method does not work 
well for creatures with similar shapes. 

Pelletier et al. developed a system capable of classifying 
marine animals into eight categories [26]. Their imbalanced 
dataset contained 3,777 images. They used two models to 
conduct their tests, namely AlexNet and GoogLeNet. The best 
performing model was GoogLeNet. The models were tested 
with uncropped and cropped images. They found out that by 
using the cropped images and GoogLeNet, they got the best 
accuracy, which was 96.54%. Additional tests were done by 
also considering the top two results during the classification 
process. This further increased the accuracy of the GoogLeNet 
model with the cropped dataset to 98.94%. Aside from image 
recognition, several other approaches for automatic 
identification of marine creatures have been used in the recent 
past. Demertzis et al. suggested a novel technique: the use of a 
Machine Hearing Framework (MHF) for the identification of 
marine animals through their underwater sounds [27]. They 
were able to recognise fish and marine animals with 
recognition accuracy of 96.08% and 92.18%, respectively. 

Song et al. proposed a method for the identification of 
marine creatures from seafloor videos [28]. Their proposed 
methods are twofold: extraction of valid video clips followed 
by recognition of the creature. During the first phase, an image 
segmentation method was used to determine and extract all 
frames from the video containing the marine creature. The next 
phase was concerned with identifying and labelling the 
creatures in the valid video clips. This was accomplished with 
the help of public participation. Lastly was the recognition 
process, which was accomplished with the help of the 
information submitted by the public and the membership 

function. Their method had an accuracy of above 80% in 
extracting the valid video frames, and all the creatures were 
successfully recognised. 

Liu et al. implemented an embedded system to classify 
marine animals into seven categories [29]. Their dataset 
includes 8,455 photos of marine animals, with 80% of the 
images used for training and 20% used for validation. The 
training images were augmented by applying some 
transformations (rotation, translation, and flipping), which 
increased the number of training images to 27,056 (6,764*4). 
The models that were deployed on the embedded device were 
tested with 350 new images. Three models were used: 
MobileNetV1, MobileNetV2, and InceptionV3. MobileNetV2 
had the highest testing accuracy of 95.0% and validation 
accuracy of 92.89%. Their model took an average of 0.0578 
seconds to classify one image. 

C. Knowledge Gap 

Even though multiple studies have been conducted, very 
few have tested the effect of using deep learning (DL) on a big 
dataset. According to the review, the largest dataset had 50 
species and consisted of 4,909 images [19]. Furthermore, there 
is no web application available in Mauritius that can perform 
recognition of marine animals. Adding to that, no dataset 
consisting of more than 50 marine creature species is currently 
available. This work aims to provide some answers to these 
research gaps as well as to contribute a dataset and a web 
application to perform marine creature classification. 

III. METHODOLOGY 

A. Data Collection at Odysseo Oceanarium 

As no relevant existing dataset of marine creatures from the 
Indian Ocean was found at the time of this study, a custom 
dataset was created. Data collection can be done from multiple 
sources. However, due to time constraints, this is not feasible. 
Nonetheless, the source should be trustworthy and provide the 
desired information. In this regard, the Odysseo Oceanarium 
was chosen as the primary source of data gathering for this 
study. In recent years, underwater video surveillance has 
grown increasingly common in marine environments to acquire 
data on marine creatures in their natural habitat. This is a non-
invasive method and provides sufficient data for research. 
Chen and Yu adopted this approach by using an underwater 
submerged video system [25]. However, for this study, due to 
limited resources, videos of marine creatures were taken 
outside of the aquariums found at Odysseo using a smartphone. 
All the videos were taken with a Huawei Y9 Prime 2019 
smartphone, which has a resolution of 16 megapixels. 

B. Data Processing 

Numerous videos of marine creatures were obtained at 
Odysseo. Each video was converted into frames. Pelletier et al. 
have already shown that cropped images result in better model 
performance [26]. Taking this into consideration, each 
extracted frame was carefully cropped. Not all images were 
included in the final dataset. The following conditions had to 
be met to use the image, or else it was discarded: the image 
containing the creature should not be occluded by another 
creature or object; the creature should be recognisable and it 
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should not be too far from the image. Fig. 1 shows an example 
of a good image. It follows all the criteria described above. 

 

Fig. 1. Example of a good image. 

C. Custom Dataset 

The custom-built dataset consists of 51 classes of marine 
creatures as shown in Fig. 2. It has 5,709 images in total and is 
imbalanced. The class having the highest number of images is 
Dascyllus aruanus with 171 pictures, and the one with the 
lowest number of images is Chaetodon kleinii with 74 pictures. 

 

Fig. 2. Unbalanced dataset distribution. 

Marine animals are challenging to photograph since they 
conceal their presence in aquarium by hiding beneath rocks, 
among plants and tank accessories. This makes it difficult to 
collect the same number of images for all of the creatures and 
is the primary reason why the dataset is initially imbalanced.  

D. Oversampling 

To achieve an equal distribution of images per class, the 
dataset had to be balanced and for this oversampling was done 
as shown in Fig. 3. The following transformations were used 
for augmentation: flipping, change in brightness, shearing and 
rotation. Each image is subject to three possible modifications. 

After oversampling, all classes got an equal distribution of 
images. Each marine creature now has 171 images. Fig. 4 
shows the data distribution of the dataset after oversampling.  

 

Fig. 3. Distribution after oversampling. 

E. Splitting the Dataset 

The oversampled dataset (171 images per class) were split 
using splitting ratios of 8:1:1, 7:2:1 and 6:3:1 for training, 
validation and testing sets. As a result of multiple 
manipulations, different dataset versions were created. A 
proper naming convention was devised to properly organise the 
work being done. Table I lists the various datasets that were 
used throughout this paper. 

TABLE I. SUMMARY OF DATASET VERSIONS 

# Dataset Name Description 

1 DS_oversample_8_1_1 

This is the oversampled dataset, which 

contains 171 images for each class. 

Three different splits are done. 

2 DS_oversample_7_2_1 

3 DS_oversample_6_3_1 

F. Feature Extraction and Classification 

For this research, pre-trained CNN models were used both 
for feature extraction and classification. The pre-trained models 
that were employed are: MobileNetV1, InceptionV3 and 
VGG16. Different image sizes were utilised depending on 
which model was imported. The image sizes used are shown in 
Table II [30-31]. 

TABLE II. IMAGE SIZES FOR DIFFERENT MODELS 

Model Name Image Size 

MobileNetV1 224*224 

InceptionV3 299*299 

VGG16 224*224 
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Fig. 4. Oversampling flowchart. 

After the features have been extracted, the next step is to 
use these features and a classifier to make a prediction. The 
architecture of the pre-trained models used is shown in Fig. 5. 
The input image given to the VGG16 and MobileNetV1 
models is an image of size 224 * 224 compared to the 
InceptionV3 model, which is of size 299 * 299. 

The classification layers of the pre-trained model were 
replaced with one global average pooling layer and three dense 
layers. The softmax activation function was used in the model's 
final dense layer for classification. Adding to that, for the two 
other dense layers, the rectified linear activation unit (ReLU) 
activation function was used. The custom model predicts the 
input image as one of the 51 classes of marine creatures from 
the dataset. 
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Fig. 5. High level architecture of pre-trained model. 

G. Use of Callback Functions 

Different callback functions, such as ModelCheckpoint and 
EarlyStopping, were employed during model training.  The 
EarlyStopping callback function is viewed as a technique to 
combat model overfitting. For this work, the number of epochs 
was fixed at 100, and then the EarlyStopping function was used 
to halt training if the model became overfit [32]. The 
ModelCheckpoint callback function, on the other hand, was 
used to save the model during the training phase. Failure may 
occur occasionally, causing the training to be disrupted. It is 
preferable to resume training from the last saved epoch rather 
than starting it from scratch [33]. 

H. Use of Optimiser 

The Stochastic Gradient Descent (SGD) optimiser was 
employed during model training to adjust the weight and 
learning rate properties of the DL model to reduce losses 
during backpropagation. Additionally, to help the optimiser 
converge in the right direction and prevent overshooting, 
Nesterov momentum was employed. Due to its look ahead 
property, the Nesterov method takes the appropriate 
precautions by making smaller updates to reach the minima 
[34-35]. Experiments were performed using the MobileNetV1 
pre-trained model to find the optimal parameters to pass to the 
SGD optimiser function. We discovered that setting the 
learning rate to 0.001, decay to 1e-6, and momentum to 0.8 
produces the best results. Thus, these parameter values were 
used throughout this work for model training. 

I. Training using Transfer Learning 

Transfer learning is a concept whereby a previously trained 
(pre-trained) model is reused to tackle a new but comparable 
task. This is a popular deep learning technique as the neural 
network does not have to be trained from scratch with a huge 
volume of data. The weight that the network has already learnt 
is simply transferred to the new task in transfer learning. This 
technique aids in reducing training time and may possibly 
increase the performance of the neural network [36]. In this 
research, transfer learning is used to train the CNN models. 
Fig. 6 illustrates how transfer learning was applied for model 
training using the custom-built dataset. 

 

Fig. 6. Block diagram of the proposed training strategy. 

There are different types of fine-tuning that can be done on 
pre-trained CNN models, such as training the entire model, 
training some layers and leaving others frozen, and freezing the 
convolutional base by not training the feature extraction layers 
[37]. For this work, each test will be done by training the entire 
model and freezing the convolutional base. 

J. The Web Application 

A good and simple user interface is crucial for the user to 
efficiently use the application. Taking this into consideration, 
the user interface of the web application is divided into 4 areas: 
image upload area, prediction area, creatures in dataset area 
and modal displaying creature information. 

1) Image upload area: Fig. 7 shows the image upload area 

when the application is accessed through a desktop and a 

mobile phone. 

 

Fig. 7. Image upload area for desktop view (left) and mobile view (right). 
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2) Prediction area: The prediction area is illustrated in 

Fig. 8. It shows the predicted creature, along with a table 

containing creatures with confidence scores greater than the 

threshold value. 

 

Fig. 8. Prediction area (system can categorize the image). 

If the confidence scores computed for the input image are 
lower than the threshold, an appropriate message is displayed 
to the user as shown in Fig. 9. In this context, a threshold value 
of 0.5 is employed. 

 

Fig. 9. Prediction area (system cannot categorize the image). 

3) Creatures in dataset area: The creatures that the 

system can classify are shown in Fig. 10. 

 

Fig. 10. DataTable for displaying creatures from the dataset. 

4) Modal displaying creature information: The modal 

component is used to display information about a creature as 

shown in Fig. 11. 

 

Fig. 11. Modal displaying creature information. 

IV. RESULTS 

This section provides an evaluation of the different models. 

A. Testing Different Split Ratios 

Table III shows the three splits for the oversampled dataset. 

TABLE III. OVERSAMPLED DATASET SPLIT SUMMARY 

Dataset Split Ratio Train Val Test 

DS_oversample_8_1_1 

Train: 80% 

Val: 10% 
Test: 10% 

136 17 18 

DS_oversample_7_2_1 

Train: 70% 

Val: 20% 
Test: 10% 

119 34 18 

DS_oversample_6_3_1 

Train: 60% 

Val: 30% 
Test: 10% 

102 51 18 

The three pre-trained models employed were trained on the 
three versions of the oversampled dataset. Table IV, Table V 
and Table VI shows the results obtained. 

TABLE IV. DS_OVERSAMPLE_8_1_1 RESULT 

Model 
Trainable 

Layers 

Classification 

Accuracy (%) 
F1 Score (%) 

MobileNetV1 
False 99.56 99.56 

True 99.89 99.89 

VGG16 
False 98.58 98.58 

True 98.91 98.91 

InceptionV3 
False 97.17 97.16 

True 99.35 99.35 
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TABLE V. DS_OVERSAMPLE_7_2_1 RESULT 

Model 
Trainable 

Layers 

Classification 

Accuracy (%) 
F1 Score (%) 

MobileNetV1 
False 99.67 99.68 

True 99.89 99.89 

VGG16 
False 98.47 98.48 

True 99.89 99.89 

InceptionV3 
False 97.60 97.58 

True 99.46 99.45 
 

TABLE VI. DS_OVERSAMPLE_6_3_1 RESULT 

Model 
Trainable 

Layers 

Classification 

Accuracy (%) 
F1 Score (%) 

MobileNetV1 
False 98.58 98.58 

True 99.46 99.45 

VGG16 
False 97.82 97.82 

True 99.02 99.03 

InceptionV3 
False 96.51 96.52 

True 99.35 99.35 

TABLE VII. BEST MODELS FOR OVERSAMPLED DATASET 

Dataset Split Ratio Best Model 

Classification 

Accuracy 

(%) 

F1 

Scor

e (%) 

DS_oversample_
8_1_1 

Train: 80% 

Val: 10% 

Test: 10% 

MobileNet
V1 

99.89 99.89 

DS_oversample_
7_2_1 

Train: 70% 

Val: 20% 

Test: 10% 

MobileNet
V1 

99.89 99.89 

VGG16 99.89 99.89 

DS_oversample_

6_3_1 

Train: 60% 

Val: 30% 
Test: 10% 

MobileNet

V1 
99.46 99.45 

The best accuracy obtained in all cases is when the feature 
extraction layers are trained. Table VII shows the best 
performing model for each of the different splits. 

Irrespective of the split ratios used, the best models were 
able to achieve very good accuracy of above 99%. The 
variations in the scores, as indicated in Table VII are less than 
1%. This is due to the fact that randomness is used in weight 
initialization when training of the model starts. The weights are 
adjusted at every epoch. This produces different outcomes for 
the same model each time it is trained on the same dataset [38-
39]. This means that if the same experiments were repeated, 
different scores would have been obtained. To conclude, the 
differences obtained are considered insignificant. 

Judging the models solely on accuracy is not enough to 
give a fair evaluation. The model's prediction time must also be 
considered. The inference time of the models to predict all the 
images in their test directory was repeated five times. In 
Table VIII, the total time taken is displayed in seconds. 

Using the values shown in Table VIII the average inference 
time can be calculated by dividing the time taken to predict all 
the images by five. The prediction time for one image can then 

be computed by dividing the resulting value by the number of 
test pictures as shown in Table IX. 

TABLE VIII. PREDICTION TIME 

Dataset 
Number of 

Images 

MobileN

etV1 

VGG1

6 

InceptionV

3 

DS_oversample_8_1_

1 

918 

(18*51) 
475.5 2453.5 1002.6 

TABLE IX. PREDICTION TIME PER IMAGE 

Dataset MobileNetV1 VGG16 InceptionV3 

DS_oversample_8_1_1 0.10 0.53 0.22 

From Table IX, it can be seen that the MobileNetV1 
models achieved the lowest inference time. Table X shows the 
number of trainable parameters and the sizes of the three 
models. 

TABLE X. MODEL SIZES 

Model Parameters Size 

VGG16 

 

113.7 

MB 

InceptionV3 

 

171.8 

MB 

MobileNetV1 

 

27.3 MB 

Among the three models, MobileNetV1 has the least 
number of trainable parameters. Furthermore, the 
MobileNetV1 model is smaller in terms of size. As a result, it 
has the shortest inference time. For deployment, the 
MobileNetV1 model trained on the DS_oversample_8_1_1 
dataset was chosen since it had the lowest inference time of 
0.10 seconds per image. 

B. Comparisons with Related Works 

Even though the accuracies obtained in this study cannot be 
truly compared with other researchers because the same 
datasets were not employed, an attempt to compare our work 
with previous studies is made in this section. 

Deep and Dash conducted several experiments using a 
dataset of 23 creatures [20]. They used CNN for both feature 
extraction and classification. Additionally, they used a hybrid 
strategy in which CNN was used to extract features and a 
classifier (kNN or SVM) was used to classify them. They got 
the best accuracy of 98.79% when they used their custom-
made CNN for feature extraction and kNN as a classifier. 
However, in this study, we were able to achieve higher 
accuracy when the pre-trained CNN models were used for both 
extraction and classification. 

The training methodology adopted by Liu et al. is the same 
as the one we have used [29]. They also used transfer learning 
to train their models. They used the MobileNetV1, 
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MobileNetV2 and InceptionV3 models to perform feature 
extraction and classification. Table XI shows a comparison 
between the best performing model in their work and in ours. 

TABLE XI. COMPARISION OF THE BEST PERFORMING MODEL 

Work Best Model 
Classification 

Accuracy (%) 

Inference 

Time 
(Seconds) 

Ittoo and 
Pudaruth  

MobileNetV1 trained 

on the 
DS_oversample_8_1_1 

dataset 

99.89 0.10 

Liu et al. 

(2019) 
MobileNetV2 95.0 0.0578 

 

The MobileNetV2 model presented by Liu et al. is limited 
to predicting 7 species [29]. However, the model presented in 
this study can perform classification between 51 creatures. The 
larger the number of classes in a deep learning model, the more 
time the model generally takes to predict the image. 

V. CONCLUSIONS 

Automatic recognition of marine creatures is a topic of 
interest to many researchers around the world. People who are 
unfamiliar with marine taxonomy have trouble discriminating 
between different aquatic organisms. This poses a problem, 
especially when deadly ocean animals are encountered. Several 
studies have been undertaken over the last few decades, but not 
many have examined the effect of training deep learning pre-
trained CNN models on a large dataset. 

In this research, three deep learning models, namely, 
MobileNetV1, InceptionV3, and VGG16, were investigated 
and implemented for the task of marine creature classification. 
To achieve the objectives of this study, a customised dataset of 
51 available creatures from the Indian Ocean was built and 
used for training and testing the effectiveness of models. 
Images of marine creatures were collected at Odysseo 
Oceanarium in Mauritius. 

Several experiments with different split ratios were carried 
out. The splits for the training and validation sets were varied, 
and that for the testing set was fixed at 10%. Transfer learning 
was used, and the models were fine-tuned by replacing their 
classification layers with new ones. Adding to that, two 
experiments were performed for each model: training the 
feature extraction layers and not training them. All of these 
tests were carried out in order to determine the optimal split 
ratio, dataset, and model. 

It has been concluded that the best suited model was 
MobileNetV1 trained with the oversampled dataset with a split 
ratio 80% for training, 10% for validation and 10% for testing. 
The model attained a classification accuracy and an F1 score of 
99.89%. The model had an inference time of 0.10 seconds per 
image. This model was then integrated into a web application. 

Our research has thus demonstrated that deep learning 
models offer enormous potential for automating the process of 
marine creature recognition. The developed web application 
with the integrated MobileNetV1 model provides a reliable and 
fully automated tool for the classification of marine creatures 
without the need for expert assistance. 
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APPENDIX I 

TABLE XII. LIST OF ALL MARINE CREATURES 

# Common Name Scientific Name Image Number of Images 

1 Scissortail sergeant Abudefduf sexfasciatus 

 

115 

2 Doubleband surgeonfish Acanthurus tennentii 

 

112 
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3 Convict surgeonfish Acanthurus triostegus 

 

116 

4 Yellowfin surgeonfish Acanthurus xanthopterus 

 

122 

5 Yellowbreasted wrasse Anampses twistii 

 

84 

6 White-spotted puffer Arothron hispidus 

 

141 

7 Guineafowl puffer Arothron meleagris 

 

101 

8 Blackspotted puffer Arothron nigropunctatus 

 

128 

9 Common jellyfish Aurelia aurita 

 

100 
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10 Whitespotted filefish Cantherhines dumerilii 

 

132 

11 Valentin's sharpnose puffer Canthigaster valentini 

 

100 

12 Blacktip reef shark Carcharhinus melanopterus 

 

106 

13 Leopard hind Cephalopholis leopardus 

 

146 

14 Sunburst butterflyfish Chaetodon kleinii 

 

74 

15 Raccoon butterflyfish Chaetodon lunula 

 

92 
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16 Cushion star Culcita sp 

 

111 

17 Whitetail dascyllus Dascyllus aruanus 

 

171 

18 Thorntail stingray Dasyatis thetidis 

 

111 

19 Red starfish Echinaster sepositus 

 

93 

20 Common mushroom coral Fungia fungites 

 

111 

21 Undulated moray Gymnothorax undulatus 

 

136 

22 Pennant coralfish Heniochus acuminatus 

 

85 
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23 Spotted seahorse Hippocampus kuda 

 

76 

24 Black sea cucumber Holothuria atra 

 

83 

25 Longhorn cowfish Lactoria cornuta 

 

154 

26 Bengal snapper Lutjanus bengalensis 

 

100 

27 Blacktail snapper Lutjanus fulvus 

 

114 

28 
Common bluestripe snapper 

 

Lutjanus kasmira 

 

 

114 

29 Pinecone soldierfish Myripristis murdjan 

 

127 
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30 Big blue octopus Octopus cyanea 

 

111 

31 Peacock mantis shrimp Odontodactylus scyllarus 

 

113 

32 Red-toothed triggerfish Odonus niger 

 

111 

33 Yellow boxfish Ostracion cubicum 

 

170 

34 Painted spiny lobster Panulirus versicolor 

 

133 

35 Orangetail filefish Pervagor aspricaudus 

 

82 
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36 Longfin batfish Platax teira 

 

129 

37 Emperor angelfish Pomacanthus imperator 

 

113 

38 Devil firefish Pterois miles 

 

112 

39 White-banded triggerfish Rhinecanthus aculeatus 

 

88 

40 Wedge-tail triggerfish Rhinecanthus rectangulus 

 

95 

41 Giant guitarfish Rhynchobatus djiddensis 

 

112 
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42 False stonefish Scorpaenopsis diabolus 

 

79 

43 Zebra shark Stegostoma fasciatum 

 

129 

44 Greenfish sea cucumber Stichopus chloronotus 

 

79 

45 Small spotted dart Trachinotus bailloni 

 

100 

46 Fluted giant clam Tridacna squamosa 

 

148 

47 Striped sea urchin Tripneustes gratilla 

 

106 

48 Blueband goby Valenciennea strigata 

 

112 
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49 Moorish idol Zanclus cornutus 

 

118 

50 Indian sail-fin surgeonfish Zebrasoma desjardinii (Juvenile) 

 

112 

51 Twotone tang Zebrasoma scopas 

 

102 

 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 1, 2024 

65 | P a g e  

www.ijacsa.thesai.org 

Enhanced Linear Regression Models for Resource 

Usage Prediction in Dynamic Cloud Environments 

Xiaoxiao Ma 

School of Transportation, Chongqing Vocational College of Transportation, Chongqing 402247, China 

 

 
Abstract—In response to the diverse resource utilization 

patterns observed across enterprises, this study proposes the 

utilization of adaptable cloud services. A novel system 

framework is presented, capturing and logging resource 

consumption at discrete intervals. Subsequently, this recorded 

data serves as input for a linear regression model, functioning as 

a machine learning tool to predict resource utilization in 

forthcoming intervals, leveraging historical data stored within 

the regression module. To bolster the resilience of the linear 

regression model, various effective meta-heuristic techniques are 

integrated alongside the conventional linear regression 

methodology, facilitating more accurate anticipation of 

overloaded or under-loaded resource conditions before their 

occurrence in real-world scenarios. Simulations demonstrate that 

the hybrid algorithm, named Whale Optimization Algorithm-

based Linear Regression (WOA-LR), outperforms Genetic 

Algorithm-Linear Regression (GA-LR), Particle Swarm 

Optimization-Linear Regression (PSO-LR), JAYA-LR, and 

traditional Linear Regression (LR) in achieving desired objective 

functions and significantly reducing Mean Squared Error (MSE). 

This approach holds promise for more accurate resource 

utilization prediction and optimization in dynamic cloud 

environments. 

Keywords—Cloud computing; resource utilization; prediction; 

linear regression; metaheuristics 

I. INTRODUCTION 

With recent advances in artificial intelligence, the Internet 
of Things (IoT) [1, 2], Wireless Sensor Networks (WSNs) [3], 
and cloud computing, research efforts are shifting towards 
simplifying communication across various devices. Cloud 
computing represents a novel computational paradigm for 
provisioning computing resources, catering to a wide spectrum 
of users, ranging from individuals to large-scale enterprises [4, 
5]. Cloud computing ecosystems are dominated by the intricate 
and cost-intensive data centers (DCs) that significantly impact 
service providers' financial viability [6]. Cloud providers offer 
three primary service categories, namely Software as a Service 
(SaaS), Platform as a Service (PaaS), and Infrastructure as a 
Service (IaaS), leveraging web service technology [7, 8]. 
Notable examples include Amazon for IaaS [9], Google for 
PaaS [10], and Salesforce for SaaS [11], all renowned as 
leading cloud providers worldwide. On one front, cloud 
providers offer their computational resources to fulfill users' 
Quality of Service (QoS) requirements, and on the other, they 
must effectively manage their Total Cost of Ownership (TCO) 
to thrive in the increasingly competitive cloud market [12]. 
Virtualization technology is widely employed within DCs to 
optimize resource allocation and reduce overall power 
consumption, a pivotal component of TCO. Furthermore, 

power management aligns with sustainability objectives. In a 
virtualized environment, a hypervisor intervenes to multiplex 
the resources of Physical Machines (PMs) among Virtual 
Machines (VMs) [13]. Inefficient resource allocation has 
repercussions on both resource utilization and the overall 
power consumption of DCs [14, 15]. 

Given the dynamic and ever-changing nature of cloud 
infrastructures and platforms, live VM migration emerges as a 
practical strategy that aligns with the current state of DCs [16]. 
Two common occurrences in DCs are under-utilization and 
over-utilization events [17]. The former entails a high-power 
consumption rate, while the latter is characterized by a high 
SLA violation rate. To address the scenario where businesses 
deploy VMs with varying usage patterns and resource 
requirements over time, machine learning approaches prove 
invaluable in discerning near-precise usage patterns in the 
short-term future [18]. Consequently, live virtual machine 
migration is employed to meet requirements before the 
aforementioned unfavorable events materialize. To maintain 
the desired QoS for users, Service Level Agreements (SLAs) 
are established between users and providers [19]. For instance, 
if a user submits an application comprising 150,000 million 
Instructions (MIs) and requests a VM with processing power 
equivalent to 250 million Instructions Per Second (MIPS), the 
provider must ensure the VM operates continuously at 100% 
utilization to deliver the results within 10 minutes. Failure to 
do so results in an SLA violation and a penalty for the service 
provider. The risk of SLA violation escalates when PMs 
become overloaded in DCs. Hence, preemptive offloading of 
some VMs prior to this event can mitigate SLA violations. 
Conversely, the phenomenon of server sprawl significantly 
increases total power consumption, whereby numerous under-
loaded active PMs run concurrently. Server consolidation, 
which consolidates VMs into the fewest active PMs, is an 
effective strategy for reducing overall power consumption [20]. 

The integration of machine learning, deep learning, and 
meta-heuristic algorithms significantly enhances resource 
usage prediction in dynamic cloud environments. These 
methodologies provide a key insight into complex resource 
utilization patterns, contributing to the efficient management of 
cloud infrastructures [21]. Machine learning models, 
particularly linear regression and its variants, empower 
predictions based on historical resource usage data, enabling 
proactive resource allocation and load balancing [22]. Deep 
learning techniques, with their ability to analyze vast amounts 
of unstructured data, facilitate the identification of intricate 
patterns within cloud workloads, leading to more accurate 
predictions [23, 24]. Moreover, the inclusion of meta-heuristic 
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algorithms, such as genetic algorithms, particle swarm 
optimization, and whale optimization, augments predictive 
accuracy by refining the traditional models, enabling them to 
adapt and evolve according to dynamic resource demands [25]. 
The synergy among these methodologies results in robust and 
adaptable prediction models vital for optimizing resource usage 
in dynamic cloud environments, ultimately leading to 
improved service quality, cost efficiency, and better user 
experiences within cloud services [26, 27]. 

In this paper, machine learning techniques are extensively 
leveraged to derive resource usage patterns from historical 
data. This empowers the hypervisor to make swift decisions 
regarding under-utilization and over-utilization events before 
they occur. To address this challenge, machine learning 
techniques are applied to historical data to predict near-future 
resource requests. Processing and memory resources are 
pivotal for each requested VM, with processing capacity 
holding greater significance among power consumers, which 
informs the focus of this study on CPU capacity requirements 
[28]. To forecast near-future resource requests, the linear 
regression algorithm, a branch of machine learning, is 
employed. This involves recording the average resource 
utilization at five-minute intervals, utilizing the data history 
from the previous hour to inform short-term predictions. The 
time interval for data collection can be tailored to specific 
requirements. To enhance the performance of traditional linear 
regression, several effective meta-heuristic approaches are 
incorporated, yielding promising results. The innovation in this 
paper centers on the following key aspects: 

 Introduction of a resource usage prediction model based 
on historical data.  

 Presenting a migration trigger model for timely 
decision-making to avert unforeseen events. 

 Exploration and evaluation of customized meta-
heuristic algorithms to determine the most efficient 
approach. 

The structure of this paper is organized as follows: Section 
II provides an overview of related work in the field. Section III 
introduces the proposed system model. In Section IV, the 
problem is formally defined and elaborated upon. Section V 
presents the suggested algorithm to address the problem. The 
performance assessment of the proposed approach is outlined 
in Section VI. Section VII concludes the paper and outlines 
potential future directions for research in this domain. 

II. BACKGROUNDS 

Live VM migration is the intricate process of seamlessly 
transferring a VM's loads from one PM to another, ensuring 
uninterrupted service for the end user. The initiation of live 
VM migration and server consolidation is motivated by various 
factors, with power management being of paramount 
importance [29]. Other driving factors include mobile 
computing [30], reduction of communication costs [31, 32], 
system maintenance [33], and enhancing system failure 
reliability [34]. This leads to fundamental questions regarding 
when and where VM migration should be triggered, a topic that 
has been extensively explored in existing literature. One 

notable contribution in this domain was made by Martinovic, et 
al. [35], who introduced a server consolidation model aimed at 
minimizing power consumption. They approached the problem 
by transforming the VM placement challenge into a bi-packing 
problem with conflicts and modeled by an integer linear 
program to solve it while utilizing the minimum number of 
PMs required. Zhou, et al. [36] proposed a linear regression 
model for predicting the CPU demands of VMs and 
subsequently triggering live VM migration in anticipation of 
near-future overload. Although this approach holds promise, it 
suffers from relatively high prediction errors. 

Zhao, et al. [37] introduced a communication-aware live 
VM migration algorithm based on the Ant Colony 
Optimization (ACO) algorithm to minimize overall costs. This 
algorithm consists of two phases: first, it identifies VMs with 
high affinity for migration, and second, it selects the 
destination PMs for relocating the VMs. An energy-aware VM 
migration model was presented by Patel, et al. [38] to achieve 
both load balancing and power conservation, involving a three-
way decision-making process for heavy, medium, and light 
workloads. A combined forecasting and load-aware migration 
model, along with an automated algorithm, was proposed by 
Forsman, et al. [39] to address live VM migration. A similar 
approach was put forth by Paulraj, et al. [40], focusing on 
saving energy, enhancing system reliability against failures, 
and maximizing service availability. The VM migration 
process, being resource-intensive and potentially degrading 
performance, employs forecasting models to estimate the 
resource requirements of each VM. Optimal online 
deterministic VM placement and adaptive heuristic algorithms 
are employed to address server consolidation, contributing to 
efficient DC power management and performance maintenance 
[41]. In the proposed approach, a novel system framework is 
introduced, featuring both local and global managers. The 
global manager resides at the master node, while each PM is 
equipped with a local manager responsible for collecting 
information on resource utilization and transmitting it to the 
global manager. Subsequently, the global manager issues 
directives for optimal VM placement, considering user SLAs. 
To further enhance efficiency, a cost function is defined, linked 
to the time associated with the migration process. The 
migration process is carefully orchestrated to avoid violating 
predetermined SLAs. 

The review of existing literature reveals promising 
contributions from the research community. However, there 
remains a challenge in achieving near-precise prediction 
models. This motivates the current article, which leverages 
machine learning methods to predict short-term resource 
requirements for each VM, thereby triggering relevant VM 
migration processes to reduce both power consumption and 
SLA violation rates significantly. 

III. SYSTEM MODEL 

This section introduces the proposed system model and its 
components, along with a schematic example to demonstrate 
how the model functions. The proposed system model, 
depicted in Fig. 1, consists of two main parts: the front end and 
the back end. In the front end, users request specific types and 
specifications of VMs encapsulated in SLA format. These 
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requests are forwarded to a broker module that possesses 
knowledge of the underlying infrastructure's capabilities. The 
requested resources for each VM are logged in a repository, 
accumulating as historical data. Subsequently, the forecaster 
module, a part of the live VM migration scheme, is activated 
based on the historical data in the repository. Its primary 
objective is to prevent both SLA violations resulting from 
overloaded conditions and high-power consumption due to the 
server sprawl phenomenon. 

Fig. 2 provides a schematic example of a scenario 
involving the execution of different VMs within a data center 
with three PMs. Initially, three different users submit their 
requests denoted as R1, R2, and R3, where R1 entails a request 
for 2 VMs, R2 for 1 VM, and R3 for 2 VMs. The broker 
promptly dispatches these requests to the available PMs, as 
depicted in Fig. 2(a). At five-minute intervals, resource 
requests are recorded in a repository. The forecaster module 

extracts insights from this data history and anticipates that PM3 
will become overloaded in the near short-term future due to the 
surging resource request of VM5. To prevent an overload event, 
the live VM migration module is activated, and PM2 is chosen 
for offloading due to its surplus resources. After the live 
migration, the scenario is represented in Fig. 2(b). In this 
situation, when the five-minute time interval is reached, the 
forecaster module predicts that VM2 and VM4 will reduce their 
resource requirements. This prediction aims to decrease 
resource requests. 

Consequently, both PM1 and PM3 are in an under-loaded 
condition in the near future. Therefore, the live VM migration 
scheme is initiated for both VM2 and VM4 to consolidate 
servers. Subsequently, the unused PM3 is transitioned into 
hibernation mode to conserve energy that would otherwise be 
dissipated. 

 

Fig. 1. System model. 

 

Fig. 2. A schematic example of a data center with deployed VMs. 
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IV. PROBLEM STATEMENT 

The core problem at hand is the necessity to make prompt 
decisions to preempt unfavorable events before they 
materialize. Periodically, the forecaster module retrieves data 
from the data repository within the data center to predict the 
impending over-loaded and under-loaded states of each PM. 
Subsequently, the most appropriate decision is made based on 
these predictions. To accomplish this, an advanced linear 
regression model is employed with the objective of minimizing 
the model's Mean Squared Error (MSE). In this pursuit, the 
conventional linear regression method is fused with a meta-
heuristic algorithm, resulting in a novel and advanced hybrid 
forecaster algorithm. The key aim is to reduce the MSE to the 
lowest extent, thereby enhancing the accuracy of the decision-
making process. In essence, the decision becomes increasingly 
accurate as the error approaches its minimum value. To 
facilitate this, the data history stored in the repository 
pertaining to resource requests within the most recent hour is 
divided into 12 records, each representing a five-minute 
interval. Utilizing the information within these recorded data, a 
linear function is established. Eq. (1) represents this linear 
function, where x and y denote the input and forecast functions, 
respectively. The terms C0 and C1 signify the two constants 
that serve as the coefficients of the linear function and must be 
determined by the proposed model. 

           (1) 

V. PROPOSED ALGORITHM 

To address the live VM migration, which is inherently an 
optimization challenge, various competitive algorithms have 
been proposed. These algorithms have been selected based on 
their demonstrated success in the existing literature for solving 
continuous optimization problems and their adaptability to the 
specific problem under consideration. In this section, we 
introduce the following algorithms for calculating both LR's 
parameters C0 and C1: Canonical Linear Regression (LR), 
Genetic Algorithm-based Linear Regression (GA-LR), Particle 
Swarm Optimization-based Linear Regression (PSO-LR), 
Whale Optimization Algorithm-based Linear Regression 
(WOA-LR), and JAYA Linear Regression (JAYA-LR). GA-
LR predicts the utilization of each server for the short-term 
future based on previously recorded mean server CPU 
utilization. In this context, single-point crossover and random 
gene mutation operators are employed. Additionally, a 
tournament algorithm is formulated. These algorithms are 
designed to optimize the LR's parameters C0 and C1, thereby 
enabling more accurate predictions and decision-making in the 
context of the problem at hand. 

In the proposed GA-LR, random individuals are generated 
to represent both populations associated with the two constants, 
C0 and C1, which serve as the coefficients in the linear 
regression function. Each record for each coefficient is 
incorporated into the linear regression function, and the 
difference between this value and the actual value in the dataset 
is regarded as the fitness value. This optimization problem is a 
straightforward minimization problem, where the goal is to 
refine the coefficients over successive rounds. For encoding, 
each chromosome consists of two segments: the first part 
encodes an integer value, and the second part encodes a real 

number. It's worth noting that binary genes are used in the 
encoding process. The Tournament selection procedure aims to 
increase the likelihood of selecting promising chromosomes. In 
this procedure, K chromosomes are randomly chosen from the 
populations, and the best-performing ones are returned. It is 
important to highlight that the proposed tournament selection 
approach does not directly select the best individuals from the 
entire population, as this would risk early convergence, 
potentially resulting in suboptimal performance. The algorithm 
iterates until a specified termination condition is met, 
ultimately returning the best-performing chromosomes that 
yield the minimum MSE value. 

In the PSO-LR algorithm, two distinct swarms of particles 
are randomly generated, akin to the populations of individuals 
in genetic Algorithms. Each particle's future trajectory is 
determined by three key parameters: inertia, local best, and 
global best values. The first parameter, inertia, is responsible 
for the particle continuing in its previous direction. The second 
parameter directs the particle to adjust its direction based on its 
local best, which is recorded in its memory. The third 
parameter steers the particle towards changing its direction to 
align with the global best of the entire swarm. To weigh the 
effectiveness of each parameter, specific weights are assigned 
to them. The algorithm is executed over multiple iterations, and 
subsequently, the best-performing particle thus far is identified 
and returned as the optimal solution. This iterative process 
helps refine the solution and converge towards the most 
accurate values for C0 and C1 in the linear regression model. 
For another comparative approach, the WOA-LR algorithm is 
presented in Fig. 3. 

Similar to other swarm-based meta-heuristic algorithms, 
the WOA-LR begins with the generation of random swarms of 
whales. In this algorithm, each pair of whales represents a 
solution, as each solution requires two coefficients. To this end, 
variables 𝑃𝑜𝑝 0(𝑖) and 𝑃𝑜𝑝 1(𝑖) pertain to the i

th
 whale. The 

loop encompassing lines 4 to 34 is executed for each whale, 
which is why there are two inner for-loops. In lines seven and 
eight, two sets of vectors, a, A, and C, are updated. It is 
important to note that a is a vector that gradually decreases 
from 2 to 0. Additionally, the vectors A and C consist of 
random real values within the [0..1] interval. The changes in 𝑟 
are determined by Eq. (2), and Eq. (3) defines the alterations in 
these vectors. 

 ⃗    ⃗ 𝑟   ⃗       (2) 

 ⃗   𝑟               (3) 

Furthermore, random real values l are stochastically 
selected from the interval [-1..1]. The essence of the WOA lies 
in the oscillation between exploration and exploitation phases 
at intervals during the algorithm's lifecycle. To this end, a 
random variable P is drawn to determine whether to explore or 
exploit the search space. The update process in line 15 is 
specifically designed to reflect the inclination towards 
exploitation or local search. In the context of exploration, the 
update is carried out using Eq. (4), and this operation is 
executed in line 18. In this scenario, the update is impartially 
performed based on the random position of the whale without 
any bias. 
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Fig. 3. Algorithm WOA-LR. 

 ⃗⃗⃗⃗ (   )   ⃗⃗⃗⃗ ( )   ⃗  ⃗⃗⃗   (4) 

The algorithm uses Eq. (5) to update the chosen whale's 
location in order to imitate the distinctive circular movement of 
whales, which is sometimes referred to as a "spiral update 
position." This mechanism is designed to mimic the distinctive 
movement pattern of whales during the optimization process. 

 ⃗⃗⃗⃗ (   )    ⃗⃗⃗⃗⃗      𝑜 (  )    ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ( ) (5) 

After the update is executed for all whales, in case any 
whale's solution becomes infeasible, the Clamping function is 
invoked to adjust the encoded solution within the appropriate 
and feasible space. Line 31 represents the application of the 

Clamping (.) function. The specific implementation of the 
Clamping function can vary based on the context. Ultimately, 
the best whale found so far, which represents an efficient 
solution, is returned as the final solution. Another successful 
optimization algorithm, which has been introduced recently, is 
the JAYA algorithm. The JAYA algorithm is specifically 
designed for addressing continuous optimization problems. 
Similar to other meta-heuristic algorithms, it commences with 
a limited number of randomly generated solutions. In each 
iteration, the best and worst solutions found so far are 
identified. The primary objective is to approach the best 
solution while distancing from the worst one. Throughout the 
evolution of each solution, if a new solution improves in terms 
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of fitness value, it is accepted; otherwise, the previous version 
is retained. Each solution is iteratively adjusted to converge 
toward the best solution gradually found thus far. 

VI. RESULTS 

This section is devoted to the performance evaluation of the 
proposed prediction model. To assess its effectiveness, various 
meta-heuristic-based algorithms have been put forward, and a 
comparative study has been conducted [42-44]. In this context, 
three distinct sets of datasets representing data from the last 
hour have been randomly generated. Table I provides an 
overview of these datasets. All of the selected algorithms 
operate on the same datasets, ensuring a level playing field for 
fair competition in the evaluation process. The simulation 
results are presented in Table II, with the reported values for 
the successful WOA-Regression algorithm highlighted. The 
key to the success of WOA-Regression lies in its ability to 
strike a balance between the exploration and exploitation 
phases during the optimization process, effectively optimizing 
the search process. 

One of the most critical concerns in energy-intensive data 
centers is power consumption. Furthermore, the rate of SLA 
violations significantly affects users' decisions when it comes 
to adopting cloud services. In practice, users tend to abandon 
unreliable cloud providers that cannot meet the agreed SLA 
terms. Thus, ensuring a high-quality experience for users is of 
paramount importance. To address this issue, a power 
consumption model with a linear relationship to CPU 
utilization is introduced in Eq. (6). 

𝑃       

   
    𝑃

    

   
 (    )  𝑃

    

   
     

   
 (6) 

The term    is employed to denote that an idle machine 

consumes a certain percentage of power compared to a fully 
loaded machine. Various research studies, including the current 
paper, commonly use    as 70% of the power consumed by a 

fully utilized machine. To calculate the CPU utilization of a 
PM, the summation of the utilization of all co-hosted VMs 
processing requests is considered, which can be obtained using 
Eq. (7). Additionally, the memory utilization of each PM is 
determined by summing the requested memory of all co-hosted 
VMs, a calculation that can be performed using Eq. (8). These 
measurements are essential for assessing and managing the 
resource utilization of each PM in the data center. 

    

   
 ∑     

       
 
     (7) 

    

   
 ∑     

       
 
     (8) 

The binary decision variable, denoted as    , indicates 

whether a VM is placed on a PM or not. If a VM is placed on a 
PM, this variable is set to 1; otherwise, it is set to 0. 

Additionally, the terms     
    and     

    are used to represent 

the CPU and memory bandwidth requirements of a VM i. 

Similarly, the terms     

   
 and     

   
  are employed to denote 

the CPU and memory utilization of a PM j, respectively. These 
variables and terms play a vital role in optimizing the 
allocation and utilization of resources within the data center. 

TABLE I. AN OVERVIEW OF THE GENERATED DATASETS 

Server 
CPU utilization recorded for different rounds 

Round 1 Round 2 Round 3 Round 4 Round 5 Round 6 Round 7 Round 8 Round 9 Round 10 Round 11 Round 12 

First server 82% 93% 73% 69% 33% 81% 94% 83% 39% 64% 27% 82% 

Second server 69% 72% 37% 58% 17% 6% 62% 41% 40% 69% 53% 55% 

Third server 66% 96% 49% 43% 81% 71% 6% 42% 17% 94% 41% 76% 

TABLE II. SIMULATION RESULTS 

Error calculation model First PM Second PM Third PM 

WOA-LR MSE= 0.514 MSE= 0.352 MSE= 1.082 

Regression coefficient C0= 0.594, C1= -0.093 C0= 0.664, C1= -0.417 C0= -7.601, C1= 1.271 

JAYA-LR MSE= 1.128 MSE= 0.505 MSE= 1.282 

Regression coefficient C0= 0.628, C1= -0.16 C0= 0.784, C1= -0.511 C0= 0.654, C1= -0.191 

PSO-LR MSE= 1.0073 MSE= 0.441 MSE= 1.123 

Regression coefficient C0= 0.624, C1= -0.752 C0= 0.355, C1= 0.259 C0= 0.751, C1= -0.341 

GA-LR MSE= 0.684 MSE= 0.432 MSE= 1.108 

Regression coefficient C0= 0.722, C1= -0.0481 C0= 0.407, C1= 0.126 C0= 0.563, C1= -0.116 

Conventional LR MSE= 5.762 MSE= 4.128 MSE=7.361 

Regression coefficient C0= 0.653, C1= 0.024 C0= 0.397, C1= 0.154 C0= 0.622, C1= -0.164 
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The live VM migration technique allows the transfer of a 
VM's pages from the source PM to the destination PM with 
minimal interruption, resulting in a small downtime. However, 
VM live migration can have adverse effects on the overall 
system performance and potentially jeopardize SLA between 
users and service providers. This is due to the time required for 
page transfers during migration. For cloud-based web 
applications, on average, downtime may decrease CPU 
utilization by approximately 10%. In other words, this 
phenomenon can lead to SLA violations to some extent. On the 
flip side, it is desirable to reduce the number of aggressive live 
migrations. The Live Migration Time (LMT) is highly 
dependent on the size of the VM's pages being transferred and 
the underlying bandwidth capacity. Since data centers often use 
Storage Area Networks (SAN), there is no need to transfer VM 
storage data, as all PMs have uniform access to SAN. The 
LMT for a VM is calculated using Eq. (9). This information is 
crucial for managing VM migrations efficiently and 
minimizing potential SLA violations. 

   (   )  
     (  )

   
  (9) 

The term   𝑖  (  ) represents the memory size of data 
being transferred via a shared link with a bandwidth capacity 
of    . Furthermore, experimental results indicate that there is 
a 10% degradation in CPU utilization during the process of live 
migration. This performance degradation is quantified using 
Eq. (10), where the term   ( )  represents CPU utilization 
associated with VM i during the migration process. This 
equation provides a measure of the performance impact of live 
migrations, which is crucial for optimizing resource allocation 
and minimizing SLA violations. 

𝑃 (        ∫   ( )  
      (   )

  
 (10) 

The paramount issue that encourages users to remain loyal 
to specific cloud providers is the delivery of a high-quality user 
experience from the services provided. In this context, key 
points such as the minimum throughput and the maximum 
response time must be determined to meet the required QoS, 
which is outlined in the SLA. Web applications that leverage 
cloud infrastructure often exhibit fluctuations in resource 

utilization. As a result, an independent parameter reflecting the 
system's SLA violation rate is needed. To address this, two 
new parameters have been introduced: SLA violation length 
per active PM, denoted as a, and the total performance 
degradation due to VM migration, denoted as β. The parameter 
α represents the duration during which active PMs experience 
100% CPU utilization, indicating the time span during which 
PMs are overloaded. This parameter is measured using Eq. (11) 
and plays a crucial role in quantifying SLA violations within 
the system. 
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       (   )

 
     (11) 

where, n represents the number of PMs,     
 stands for the 

time during which PMi experiences 100% CPU utilization, 
indicating when PMi is overloaded.        (   )

 is the total time 

during which PMi remains active, serving various VMs. The 
parameter β is calculated using Eq. (12). In this equation, m is 
the number of VMs, 𝑃 (   ) is the performance degradation 
caused by VM migration, and  (   ) represents the total CPU 
resource capacity associated with   𝑖 in terms of MIPS. 
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Both parameters α and β independently influence SLA 
violations. To provide a comprehensive assessment of SLA 
violations, a new parameter called the SLA Violation Rate 
(SLAVR) is introduced in Eq. (13). 
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With the inclusion of live migration costs, the performance 
of comparative algorithms is assessed in terms of energy 
consumption attributable to SLA violations, SLAVR, α (SLA 
violation length per active PM), β (total performance 
degradation due to VM migrations), and the number of VM 
migrations. Table III provides a comparison of the state-of-the-
art algorithms based on these assessment metrics. All of the 
comparative algorithms were executed in the CloudSim 
environment, with 20 independent runs. The reported results 
represent the average outcomes obtained from these runs.

TABLE III. PERFORMANCE EVALUATION 

Algorithm VM migrations β (%) α (%) SLAVR (%) Total power consumption (Watt) Power for SLAVR (Watt) 

WOA-LR 189 0.11 1.31 14.76 1327 65.11 

JAYA-LR 203 0.13 1.36 15.61 1672 77.05 

PSO-LR 208 0.13 1.37 17.79 1463 79.19 

GA-LR 211 0.14 1.48 19.62 1495 75.91 

Conventional LR 306 0.16 1.42 21.47 1588 89.02 

VII. CONCLUSION 

This paper introduced a system framework for cloud data 
centers, comprising multiple modules designed to enable 
timely live VM migration for preventing SLA violations 
through the integration of machine learning tools. In this 
framework, a repository module is deployed within the DC, 

functioning as a data history repository where each physical 
machine records its average CPU utilization over time. 
Subsequently, a machine learning tool, specifically a linear 
regression-based model, is employed at regular intervals to 
predict near-future resource requirements. Based on these 
predictions, decisions are made to optimize resource allocation 
and avoid SLA violations. 
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There are still unanswered issues and unresolved problems 
in this field. Expanding the predictive capabilities to include 
important resources such as memory, storage, and network 
bandwidth might improve the overall effectiveness of the 
system. Furthermore, conducting performance evaluations on a 
range of real-world datasets and in different workload 
conditions would provide a more thorough understanding of 
the system's capacity to adjust and withstand challenges. 
Furthermore, it is necessary to do further research to determine 
the scalability, flexibility, and real-time responsiveness of the 
system when implemented and deployed in live cloud settings. 
The limitations of this study are its primary emphasis on CPU 
use, which may result in neglecting the complex interaction 
between various resources and their effect on adhering to SLA 
requirements. Moreover, the system's reliance on past data may 
provide difficulties in dynamic settings, requiring ongoing 
model training and adjustment methods. Future improvements 
may include integrating sophisticated machine learning 
methods, such as deep learning algorithms, to boost the 
accuracy of predictions and consider intricate resource 
linkages. Furthermore, investigating decentralized or 
distributed decision-making models for VM migrations, while 
also taking into account security and privacy concerns in a 
multi-tenant cloud environment, presents a promising direction 
for future study and improvement of the suggested framework. 

REFERENCES 

[1] B. Pourghebleh, V. Hayyolalam, and A. A. Anvigh, "Service discovery in 
the Internet of Things: review of current trends and research challenges," 
Wireless Networks, vol. 26, no. 7, pp. 5371-5391, 2020. 

[2] B. Pourghebleh and N. J. Navimipour, "Data aggregation mechanisms in 
the Internet of things: A systematic review of the literature and 
recommendations for future research," Journal of Network and 
Computer Applications, vol. 97, pp. 23-34, 2017. 

[3] J. Zandi, A. N. Afooshteh, and M. Ghassemian, "Implementation and 
analysis of a novel low power and portable energy measurement tool for 
wireless sensor nodes," in Electrical Engineering (ICEE), Iranian 
Conference on, 2018: IEEE, pp. 1517-1522, doi: 
10.1109/ICEE.2018.8472439.  

[4] S. Vinoth, H. L. Vemula, B. Haralayya, P. Mamgain, M. F. Hasan, and 
M. Naved, "Application of cloud computing in banking and e-commerce 
and related security threats," Materials Today: Proceedings, vol. 51, pp. 
2172-2175, 2022. 

[5] V. Hayyolalam, B. Pourghebleh, M. R. Chehrehzad, and A. A. Pourhaji 
Kazem, "Single‐objective service composition methods in cloud 
manufacturing systems: Recent techniques, classification, and future 
trends," Concurrency and Computation: Practice and Experience, vol. 
34, no. 5, p. e6698, 2022. 

[6] A. H. A. Al-Jumaili, R. C. Muniyandi, M. K. Hasan, J. K. S. Paw, and 
M. J. Singh, "Big Data Analytics Using Cloud Computing Based 
Frameworks for Power Management Systems: Status, Constraints, and 
Future Recommendations," Sensors, vol. 23, no. 6, p. 2952, 2023. 

[7] S. AlMuraytib, L. Alqurashi, and S. Snoussi, "Blockchain-based 
solutions for Cloud Computing Security: A Survey," in Proceedings of 
the 6th International Conference on Future Networks & Distributed 
Systems, 2022, pp. 338-342.  

[8] B. Kruekaew and W. Kimpan, "Multi-objective task scheduling 
optimization for load balancing in cloud computing environment using 
hybrid artificial bee colony algorithm with reinforcement learning," 
IEEE Access, vol. 10, pp. 17803-17818, 2022. 

[9] X. Song, L. Pan, and S. Liu, "An online algorithm for optimally 
releasing multiple on-demand instances in IaaS clouds," Future 
Generation Computer Systems, vol. 136, pp. 311-321, 2022. 

[10] R. Kaviarasan, P. Harikrishna, and A. Arulmurugan, "Load balancing in 
cloud environment using enhanced migration and adjustment operator 

based monarch butterfly optimization," Advances in Engineering 
Software, vol. 169, p. 103128, 2022. 

[11] E. Ahumada-Tello and R. Evans, "A Complexity-based Framework for 
Social Product Development," Procedia CIRP, vol. 119, pp. 1204-1209, 
2023. 

[12] S. S. Gill et al., "Transformative effects of IoT, Blockchain and Artificial 
Intelligence on cloud computing: Evolution, vision, trends and open 
challenges," Internet of Things, vol. 8, p. 100118, 2019. 

[13] H. Vahideh, P. Behrouz, P. K. A. Asghar, and A. Ghaffari, "Exploring the 
state-of-the-art service composition approaches in cloud manufacturing 
systems to enhance upcoming techniques," The International Journal of 
Advanced Manufacturing Technology, vol. 105, no. 1-4, pp. 471-498, 
2019. 

[14] K. Saidi and D. Bardou, "Task scheduling and VM placement to 
resource allocation in Cloud computing: challenges and opportunities," 
Cluster Computing, vol. 26, no. 5, pp. 3069-3087, 2023. 

[15] S. Pazouki and M. R. Haghifam, "Optimal planning and scheduling of 
smart homes' energy hubs," International Transactions on Electrical 
Energy Systems, vol. 31, no. 9, p. e12986, 2021. 

[16] P. Verma et al., "Voltage Rise Mitigation in PV Rich LV Distribution 
Networks Using DC/DC Converter Level Active Power Curtailment 
Method," Energies, vol. 15, no. 16, p. 5901, 2022. 

[17] S. Durairaj and R. Sridhar, "MOM-VMP: multi-objective mayfly 
optimization algorithm for VM placement supported by principal 
component analysis (PCA) in cloud data center," Cluster Computing, pp. 
1-19, 2023. 

[18] A. Belgacem, S. Mahmoudi, and M. A. Ferrag, "A machine learning 
model for improving virtual machine migration in cloud computing," 
The Journal of Supercomputing, pp. 1-23, 2023. 

[19] J. Singh and M. S. Goraya, "An Autonomous Multi-Agent Framework 
using Quality of Service to prevent Service Level Agreement Violations 
in Cloud Environment," International Journal of Advanced Computer 
Science and Applications, vol. 14, no. 3, 2023. 

[20] B. Pourghebleh, A. A. Anvigh, A. R. Ramtin, and B. Mohammadi, "The 
importance of nature-inspired meta-heuristic algorithms for solving 
virtual machine consolidation problem in cloud environments," Cluster 
Computing, pp. 1-24, 2021. 

[21] S. Vairachilai, A. Bostani, A. Mehbodniya, J. L. Webber, O. 
Hemakesavulu, and P. Vijayakumar, "Body Sensor 5 G Networks 
Utilising Deep Learning Architectures for Emotion Detection Based On 
EEG Signal Processing," Optik, p. 170469, 2022. 

[22] S. P. Rajput et al., "Using machine learning architecture to optimize and 
model the treatment process for saline water level analysis," Journal of 
Water Reuse and Desalination, 2022. 

[23] V. Monjezi, A. Trivedi, G. Tan, and S. Tizpaz-Niari, "Information-
Theoretic Testing and Debugging of Fairness Defects in Deep Neural 
Networks," presented at the 2023 IEEE/ACM 45th International 
Conference on Software Engineering (ICSE), 2023. [Online]. Available: 
https://doi.ieeecomputersociety.org/10.1109/ICSE48619.2023.00136. 

[24] W. Anupong et al., "Deep learning algorithms were used to generate 
photovoltaic renewable energy in saline water analysis via an oxidation 
process," Water Reuse, vol. 13, no. 1, pp. 68-81, 2023. 

[25] S. R. Abdul Samad et al., "Analysis of the Performance Impact of Fine-
Tuned Machine Learning Model for Phishing URL Detection," 
Electronics, vol. 12, no. 7, p. 1642, 2023. 

[26] M. Hajihosseinlou, A. Maghsoudi, and R. Ghezelbash, "Stacking: A 
novel data-driven ensemble machine learning strategy for prediction and 
mapping of Pb-Zn prospectivity in Varcheh district, west Iran," Expert 
Systems with Applications, vol. 237, p. 121668, 2024. 

[27] M. Hajihosseinlou, A. Maghsoudi, and R. Ghezelbash, "A Novel 
Scheme for Mapping of MVT-Type Pb–Zn Prospectivity: LightGBM, a 
Highly Efficient Gradient Boosting Decision Tree Machine Learning 
Algorithm," Natural Resources Research, pp. 1-22, 2023. 

[28] M. H. Shirvani, "An energy-efficient topology-aware virtual machine 
placement in Cloud Datacenters: A multi-objective discrete JAYA 
optimization," Sustainable Computing: Informatics and Systems, vol. 
38, p. 100856, 2023. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 1, 2024 

73 | P a g e  

www.ijacsa.thesai.org 

[29] K. Kumar, K. Patange, P. Pete, M. Wankhade, A. Chatterjee, and M. 
Kurhekar, "Power and Energy-efficient VM scheduling in OpenStack 
Cloud Through Migration and Consolidation using Wake-on-LAN," 
IETE Journal of Research, pp. 1-13, 2022. 

[30] Y. Kumar, S. Kaul, and Y.-C. Hu, "Machine learning for energy-resource 
allocation, workflow scheduling and live migration in cloud computing: 
State-of-the-art survey," Sustainable Computing: Informatics and 
Systems, vol. 36, p. 100780, 2022. 

[31] S. Manjunatha and L. Suresh, "Optimal Min-Communication and 
Migration Cost Algorithm based Approach for Efficient Task Migration 
in Cloud Computing," in 2021 International Conference on Circuits, 
Controls and Communications (CCUBE), 2021: IEEE, pp. 1-6.  

[32] S. Shahryari, F. Tashtarian, and S.-A. Hosseini-Seno, "CoPaM: Cost-
aware VM Placement and Migration for Mobile services in Multi-
Cloudlet environment: An SDN-based approach," Computer 
Communications, vol. 191, pp. 257-273, 2022. 

[33] R. M. Haris, K. M. Khan, and A. Nhlabatsi, "Live migration of virtual 
machine memory content in networked systems," Computer Networks, 
vol. 209, p. 108898, 2022. 

[34] M. Torquato, P. Maciel, and M. Vieira, "Availability and reliability 
modeling of vm migration as rejuvenation on a system under varying 
workload," Software Quality Journal, vol. 28, pp. 59-83, 2020. 

[35] J. Martinovic, M. Hähnel, G. Scheithauer, and W. Dargie, "An 
introduction to stochastic bin packing-based server consolidation with 
conflicts," Top, vol. 30, no. 2, pp. 296-331, 2022. 

[36] H. Zhou, Q. Li, K.-K. R. Choo, and H. Zhu, "DADTA: A novel adaptive 
strategy for energy and performance efficient virtual machine 
consolidation," Journal of Parallel and Distributed Computing, vol. 121, 
pp. 15-26, 2018. 

[37] H. Zhao et al., "VM performance-aware virtual machine migration 
method based on ant colony optimization in cloud environment," Journal 
of Parallel and Distributed Computing, vol. 176, pp. 17-27, 2023. 

[38] D. Patel, R. K. Gupta, and R. Pateriya, "Energy-aware prediction-based 
load balancing approach with VM migration for the cloud environment," 
Data, Engineering and Applications: Volume 2, pp. 59-74, 2019. 

[39] M. Forsman, A. Glad, L. Lundberg, and D. Ilie, "Algorithms for 
automated live migration of virtual machines," Journal of Systems and 
Software, vol. 101, pp. 110-126, 2015. 

[40] G. J. L. Paulraj, S. A. J. Francis, J. D. Peter, and I. J. Jebadurai, "A 
combined forecast-based virtual machine migration in cloud data 
centers," Computers & Electrical Engineering, vol. 69, pp. 287-300, 
2018. 

[41] A. Beloglazov and R. Buyya, "Optimal online deterministic algorithms 
and adaptive heuristics for energy and performance efficient dynamic 
consolidation of virtual machines in cloud data centers," Concurrency 
and Computation: Practice and Experience, vol. 24, no. 13, pp. 1397-
1420, 2012. 

[42] K. Ramana, R. Aluvalu, V. K. Gunjan, N. Singh, and M. N. Prasadhu, 
"Multipath Transmission Control Protocol for Live Virtual Machine 
Migration in the Cloud Environment," Wireless Communications and 
Mobile Computing, vol. 2022, 2022. 

[43] A. Gupta, P. Dimri, and R. Bhatt, "An Optimized Approach for Virtual 
Machine Live Migration in Cloud Computing Environment," in 
Evolutionary Computing and Mobile Sustainable Networks: Springer, 
2021, pp. 559-568. 

[44] K. J. Naik, "An Adaptive Push-Pull for Disseminating Dynamic 
Workload and Virtual Machine Live Migration in Cloud Computing," 
International Journal of Grid and High Performance Computing 
(IJGHPC), vol. 14, no. 1, pp. 1-25, 2022. 

 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 1, 2024 

74 | P a g e  

www.ijacsa.thesai.org 

Efficient Processing of Large-Scale Medical Data in 

IoT: A Hybrid Hadoop-Spark Approach for Health 

Status Prediction 

Yu Lina
1
*, Su Wenlong

2
 

Hebei College of Industry and Technology, Hebei Shijiazhuang, 050091, China
1 

Liaoning University, Liaoning Shenyang, 110036, China
2 

 

 
Abstract—In the realm of Internet of Things (IoT)-driven 

healthcare, diverse technologies, including wearable medical 

devices, mobile applications, and cloud-based health systems, 

generate substantial data streams, posing challenges in real-time 

operations, especially during emergencies. This study 

recommends a hybrid architecture utilizing Hadoop for real-time 

processing of extensive medical data within the IoT framework. 

By employing distributed machine learning models, the system 

analyzes health-related data streams ingested into Spark streams 

via Kafka threads, aiming to transform conventional machine 

learning methodologies within Spark's real-time processing, 

crafting scalable and efficient distributed approaches for 

predicting health statuses related to diabetes and heart disease 

while navigating the landscape of big data. Furthermore, the 

system provides real-time health status forecasts based on a 

multitude of input features, disseminates alert messages to 

caregivers, and stores this valuable information within a 

distributed database, which is instrumental in health data 

analysis and the production of flow reports. We compute a range 

of evaluation parameters to evaluate the proposed methods' 

efficacy. This assessment phase encompasses measuring the 

performance of the Spark-based machine learning algorithm in a 

distributed parallel computing environment. 

Keywords—Internet of Things; big data; hadoop; spark-based 

machine learning 

I. INTRODUCTION 

Over the past two decades, our epoch has come to be 
recognized as the era of big data, wherein digital data has 
assumed a pivotal role across various domains, encompassing 
society, research endeavors, and, particularly, the medical 
domain [1]. Big data denotes the characterization of copious 
data amassed from diverse sources, such as sensor networks, 
high-throughput apparatus, mobile applications, streaming 
devices, and data reservoirs spanning numerous industries, 
with a pronounced emphasis on the healthcare sector [2, 3]. 
Effectively managing, processing, presenting, and deriving 
insights from this diverse and voluminous data spectrum has 
posed substantial challenges using the extant technological 
toolset [4]. Efficiently deriving meaningful insights from this 
multitude of data, tailored to various user profiles, ranks among 
the paramount technological quandaries facing the domain of 
big data analytics [5, 6]. Presently, numerous data sources 
within healthcare, both clinical and non-clinical, are 
converging, with the digital medical history of patients being of 
paramount importance in healthcare analytics [7]. 

Consequently, three primary challenges surface in creating a 
distributed data system designed to handle extensive data 
volumes [8].  

The initial challenge stems from the complexity of 
collecting data from disparate sources due to its heterogeneous 
and vast nature. Second, the fundamental predicament revolves 
around storage, as big data systems must effectively store data 
while maintaining optimal performance. The final challenge 
pertains to big data analytics, especially real-time or near-real-
time analysis of vast datasets, incorporating forecasting, 
optimization, visualization, and modeling [9]. In light of the 
shortcomings of current data management systems in 
addressing real-time and heterogeneous data, a need emerges 
for a new processing paradigm [10]. Conventional relational 
database management systems, exemplified by MySQL, 
predominantly cater to structured data management, with 
limited support for unstructured or partially structured data. 
Furthermore, traditional RDBMS scaling strategies for parallel 
hardware management and fault tolerance often prove 
inadequate as data volumes expand [11]. 

To tackle these challenges, the research community has 
introduced a variety of projects to address large-scale and 
diverse data storage, including NoSQL database management 
systems suitable for scenarios where a relational model is not 
requisite. MapReduce, an amalgamation of Map and Reduce 
operations, serves as a parallel processing technique for 
handling vast distributed datasets in commodity clusters [12]. 
Yet, it is marred by its sluggishness when dealing with iterative 
algorithms. The Hadoop framework, a batch processing 
system, is employed for distributed data processing and 
storage, relying on the MapReduce model for programming 
[13]. The Hadoop Distributed File System (HDFS) offers a 
distributed storage solution that is highly resilient [14]. 
However, Hadoop is ill-suited for in-memory computing and 
real-time stream processing and does not uniformly apply the 
MapReduce paradigm to all challenges. The volume of 
processed data is a determinant of the speed of results. 
Conversely, stream computing prioritizes data velocity and 
involves continuous input and output. Big data streaming 
computing (BDSC) comprises real-time computing, distributed 
messaging, high throughput, and minimized processing 
latency. It is essential for extracting meaningful information 
from vast datasets, particularly in the healthcare realm. 
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The swift advancement of large data analytics holds 
significant implications for advancing medical practices and 
academic research. Data collection, management, analysis, and 
assimilation tools designed to handle heterogeneous, 
unstructured, and structured data within contemporary 
healthcare systems have become accessible. BDSC is now 
integral to the landscape of big data analytics, facilitating the 
rapid exploration of the latent value of extensive healthcare 
data. Nevertheless, challenges persist due to the diverse data 
sources within the healthcare sector, necessitating the 
integration of data originating from relational databases, 
Hadoop, search engines, and other analytical systems. The 
application of machine learning to such extensive and high-
velocity data streams presents considerable challenges, as 
conventional machine learning algorithms are not well-suited 
for such massive data volumes and variable velocities. 
Furthermore, efficient analytical data processing is a pressing 
concern, necessitating effective data integration. While 
contemporary research predominantly relies on machine 
learning, real-time machine learning applications are absent for 
streaming big data. Moreover, most healthcare analytics 
solutions predominantly focus on Hadoop, a batch-oriented 
computational platform. 

The growing elderly population and the rising prevalence 
of chronic illnesses have exacerbated the inadequacies of 
conventional healthcare practices. In tandem, medical IoT has 
increased, enabling continuous monitoring and real-time 
emergency interventions, especially in cardiac conditions. This 
proliferation has led to the generation of vast datasets by 
millions of sensors, challenging the capacity to process and 
respond to this data under critical conditions. To address these 
challenges, we have developed a healthcare framework 
exemplified by a real-time health status forecasting case study. 
NoSQL Cassandra, Spark streaming, Spark MLlib, Kafka data 
streaming, and Apache Zeppelin technologies underpin this 
system. Kafka's producers generate multiple message streams, 
which are filtered using Spark streaming, enriched through 
machine learning, and stored in NoSQL repositories, 
facilitating analytics and visualization. This endeavor has 
substantially improved the quality of patient monitoring within 
healthcare. 

The remaining portion of the paper is organized in the 
following fashion. Section II provides a comprehensive 
analysis of previous research in the field, which serves as a 
foundation for our suggested approach. Section III provides a 
detailed explanation of the hybrid architecture, with a focus on 
the incorporation of Hadoop, Spark, and distributed machine 
learning models. Section IV provides detailed explanations of 
the specific scenarios or use cases relevant to our proposed 
architecture. Subsequently, Section V provides the discussion 
of comprehensive examination, evaluating the architecture's 
advantages, constraints, possible uses, and comparative 
observations. Section VI explores the collected data, 
demonstrating the effects of adopting our architecture for 
predicting health status. Section VII ultimately ends by 
providing a concise overview of significant discoveries and 
proposing potential avenues for further study. 

II. RELATED WORKS 

A. Medical Big Data Challenges 

The concept of the 5Vs in big data, comprising Volume, 
Variety, Velocity, Veracity, and Value, aptly elucidates the 
sheer magnitude of data generated within the contemporary 
healthcare sector. The healthcare domain is burdened by a 
substantial and ever-expanding volume of data that necessitates 
comprehensive collection and analysis [15]. The notion of 
variety underscores the diverse range of data sources that must 
be tapped into within healthcare. Pertinently, healthcare data 
and the domain's knowledge demand real-time acquisition, 
encapsulated by the concept of velocity. The integrity and 
trustworthiness of healthcare data are encapsulated in the 
dimension of veracity. Ultimately, valuable insights can be 
gleaned through meticulous examination of the colossal 
healthcare dataset. Distributed sources of healthcare data 
encompass medical electronic records, health claims, diagnosis 
data, clinical imagery, streaming systems, and sensors affixed 
to patients' bedsides for continuous vital sign monitoring. 
These sources collectively generate vast amounts of data, 
surpassing the processing capabilities of conventional data 
handling systems. The myriad challenges associated with big 
data are illustrated in Fig. 1. In this research, our focus has 
been dedicated to the initial five pivotal challenges within big 
data, encompassing data integration, storage, analysis, and 
representation. 

 

Fig. 1. Big data challenges. 

B. Literature Study 

The amalgamation of Machine Learning (ML), Deep 
Learning (DL), Neural Networks (NN), Fuzzy Logic Systems 
(FLSs), Wireless Sensor Networks (WSNs), and Temporal 
Graphs (TGs) holds pivotal significance in the processing of 
large-scale medical data within the IoT landscape. ML and DL 
techniques empower healthcare systems to discern intricate 
patterns within vast datasets, enabling predictive analytics for 
disease diagnosis, treatment planning, and health status 
forecasting [16-18]. NN, a subset of ML, simulates the human 
brain's learning process, aiding in complex data analysis, 
especially in image recognition and signal processing tasks 
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within medical imaging and diagnostics [19, 20]. FLSs 
supplements decision-making processes by handling uncertain 
or imprecise data, crucial in medical scenarios where data 
might exhibit variability [21]. WSNs, integrated with IoT 
devices, facilitate real-time health monitoring, efficiently 
collecting and transmitting patient data for timely analysis [22]. 
Meanwhile, TGs provide an intricate understanding of dynamic 
patient interactions over time, aiding in disease progression 
modeling and personalized treatment plans [23]. The 
convergence of these technologies optimizes medical data 
processing, fostering precision medicine, remote patient 
monitoring, and efficient healthcare delivery, thereby 
revolutionizing patient care and augmenting medical research 
endeavors within the IoT-driven healthcare domain [24]. 

The exponential proliferation of healthcare data, coupled 
with its profound insights, has positioned big data analytics, 
particularly within the healthcare domain, as a formidable 
challenge spanning multiple academic disciplines, including 
data mining and machine learning. The advancement of data 
collection in healthcare can be primarily attributed to strides in 
scientific and technological innovation. The healthcare sector 
primarily leverages three fundamental categories of digital data 
for data collection: health research, operational processes 
within healthcare organizations, and clinical records. 
Traditional data mining techniques, which involve identifying 
valuable patterns within vast databases, struggle to unearth 
insights from the dispersed, extensive, and diverse datasets 
prevalent in healthcare. Data mining techniques are pivotal in 
transforming this data into actionable information. Numerous 
studies in the medical field focus on prediction and 
recommendation systems. These studies include experiments 
on heart attack prediction and a comparative assessment of 
different approaches. Breast carcinoma classification employs 
a genetically tuned neural network model. Other research 
endeavors encompass information retrieval and data mining 
methodologies. 

Healthcare analytics encompass various applications, such 
as epidemic forecasting, health decision support, and 
recommendation systems, geared toward enhancing care 
quality, reducing costs, and augmenting productivity. One 
notable approach is utilizing a K-means clustering algorithm 
operating in the cloud as a MapReduce task, utilizing 
healthcare data for clustering. An alternative proposal suggests 
a decentralized platform for managing electronic health records 
personally, employing Hadoop and HBase. Predictive analysis 
in healthcare involves forecasting diabetes and determining the 
most suitable therapy using algorithms and the Hadoop 
MapReduce environment. Big data contextual exchange among 
healthcare systems through the Internet of Things (IoT) is 
demonstrated through an intelligent care system built on 
Hadoop. This system leverages an architecture with advanced 
data processing capabilities to collect data from diverse linked 
devices and transmit it to intelligent buildings. Real-time 
analysis of electronically generated medical records and data 
from medical equipment and mobile applications is described. 
This system, incorporating Hadoop, MongoDB, and an 
innovative treatment method, aims to enhance patient 
information processing outcomes. The predominant focus in 
most healthcare analytics solutions lies in Hadoop, which can 

handle substantial data volumes from diverse sources in batch-
oriented processing. However, Hadoop's real-time processing 
capabilities are limited, and Spark emerges as a swifter and 
more efficient alternative, particularly for iterative machine 
learning tasks. Both Hadoop and Spark, being Apache projects, 
are integral to the big data landscape, with Spark generating 
significant interest. 

Several scalable machine learning algorithms aim to 
address the diverse challenges within big data analytics. These 
algorithms include a scalable Random Forest classification 
model for diabetes risk prediction, logistic regression for 
phishing URL detection, and a Markov chain-based system for 
identifying abnormal patterns in the behaviors of elderly 
individuals. Real-time management of medical emergencies 
using IoT-based medical sensors is presented, along with a 
paradigm for real-time analysis of extensive medical data using 
Spark Streaming and Apache Kafka. A real-time health 
forecasting system focusing on machine learning, particularly 
Decision Trees, is developed to process data streams obtained 
via socket streams. A novel strategy for cardiac disease 
monitoring, centered on real-time decentralized machine 
learning within the Spark environment, is proposed in one 
study. Most of these studies either center on specific healthcare 
data sources or predominantly deal with batch-oriented 
computation. Healthcare generates a myriad of rapidly 
accumulating data from diverse sources. Moreover, some 
studies prioritize data storage and visualization, while others 
emphasize powerful data analytics tools like data mining and 
machine learning. Thus, the creation of an effective system for 
managing remote health data streams necessitates real-time 
healthcare analysis, which encompasses data collection, real-
time processing, and robust machine learning capabilities. 

The two leading causes of global mortality in recent times 
have been heart disease and diabetes. Continuous monitoring 
and early detection of these ailments can significantly reduce 
mortality rates. The availability of wearable health monitors, 
the adoption of IoT medical technology within healthcare 
systems, and the surge in patient conditions further underscore 
the potential of big data technologies for real-time health 
condition prediction. Real-time prediction can streamline 
healthcare visits and empower patients and healthcare 
providers to anticipate potential illnesses. Furthermore, the 
proposed system includes an alert mechanism, ensuring that 
emergency services are promptly notified when a patient's 
condition deviates from the norm, facilitating rapid 
interventions during emergencies. 

III. PROPOSED ARCHITECTURE 

Within the scope of this research, a system for data 
processing and monitoring is introduced, amalgamating Kafka 
and Spark streams. This system operates by first processing 
data received from connected devices and subsequently storing 
this data for real-time analysis. The architectural layout of this 
proposed system is elucidated in Fig. 2. The system 
commences with the continuous generation of data messages 
from Kafka generators. These data messages encompass 
diverse disease names and are subsequently conveyed to a 
Spark streaming application for immediate processing. Spark 
Stream harnesses machine learning models to analyze various 
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health attributes acquired from the Kafka Stream, thereby 
predicting health status. The results of this analysis are stored 
in a NoSQL Cassandra database. In the proposed architecture, 
Apache Zeppelin is instrumental in retrieving data from the 
database and presenting it in a real-time dashboard featuring 
data visualization in the form of graphs, charts, and data tables. 
By leveraging this real-time data in an Internet of Things (IoT) 

context, it becomes feasible to promptly scrutinize it, enabling 
the timely dispatch of alert notifications to caregivers when 
significant changes in a patient's condition arise. This real-time 
monitoring capability facilitates immediate action and 
intervention when necessary, ensuring patients receive timely 
and responsive care. 

 

Fig. 2. Proposed architecture. 

The IoT encompasses a network of physical and virtual 
entities equipped with electronics, intelligent wearables, 
software, applications, sensors, and network connectivity, all 
designed to collect and exchange data among themselves and 
with data center systems. The data generated by ubiquitous 
wearable health monitors, commonly found in households, is 
characterized by its substantial volume and random nature. 
Stimulating user activity trends or gathering essential data 
necessitates analysis through a robust big data analytics 
system. Forecasts indicate that, by 2020, IoT-related 
technologies within the healthcare sector will constitute a 
significant portion, accounting for forty percent of all IoT-
related technologies. The integration of information technology 
in healthcare, particularly health informatics, is poised to bring 
about a paradigm shift, significantly reducing inefficiencies, 
containing costs, and, ultimately, saving lives. Real-time 
monitoring facilitated by the IoT can be a lifesaver in medical 
emergencies, encompassing conditions such as diabetes, heart 
disease, and various chronic disorders. Numerous sources are 
presently accessible for the continuous monitoring of health 
indicators. The workflow of the proposed system, involving 
multiple data sources, is outlined in Fig. 3. This system aims to 
harness the power of IoT to provide real-time monitoring and 
timely interventions in healthcare, thereby enhancing the 
quality of care and potentially saving lives in critical situations. 

The escalating volume of data generated within healthcare 
systems has surpassed the capabilities of Spark alone for data 
management. In response to this challenge, Kafka, designed 
explicitly for managing streaming data, has been seamlessly 
integrated into our system. The data collection component in 
the proposed system architecture plays a pivotal role in 
gathering health-related data from various sources and multiple 
medical conditions, employing a range of devices coupled with 
telemedicine and telehealth services. This data collection group 
continually gathers, organizes, and manages clinical data 
related to patients. It facilitates categorizing streaming data 
according to the relevant domain (e.g., specific medical 
conditions), where records are subsequently published. Apache 
Kafka, operating as publishes-subscribe messaging system 
designed for distributed streaming, is a central component in 
this data management strategy. It is built to be a replicated, 
distributed, and partitioned service. Health monitoring devices 
feed real-time data into Kafka via Kafka producers. The 
fundamental concept that Kafka introduces for a stream of 
records is termed a "topic." Kafka servers use these topics to 
store incoming messages from publishers for a defined period 
before releasing them to the relevant data stream. Each topic is 
subdivided into multiple partitions, each capable of storing data 
in diverse formats. 
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Fig. 3. The workflow of the proposed architecture. 

 

Fig. 4. The Kafka communications system. 

Consumers of Kafka access information as it becomes 
available by subscribing to one or more topics. The Kafka 
communication infrastructure is depicted in Fig. 4. To ensure 
the efficient operation of Kafka, ZooKeeper, a centralized 
service, plays a vital role by providing group services, 
distributed synchronization, configuration information 
maintenance, and naming services. Distributed applications use 
these services extensively, although implementing and 
maintaining them comes with inherent challenges, such as 
dealing with recurring defects and race conditions. Typically, 
applications initially underinvest in these services due to the 
complexity of their implementation, rendering them fragile in 
the face of change and difficult to manage. Consequently, 
resolving these issues and enhancing the robustness of 
distributed applications is an ongoing endeavor within 
distributed systems. 

This case study involves two data producer programs that 
simulate connected devices, utilizing Apache Kafka to generate 
data events. Apache Spark, an open-source, high-speed 
distributed processing engine, plays a central role in this 
system. Spark's most notable feature is its capability for in-
memory calculations, significantly enhancing its processing 
speed. Furthermore, Spark offers user-friendly features, an 
advanced framework for large-scale analysis, and the ability to 
execute disk-based computing when dealing with datasets that 
exceed available memory. A key concept employed by Spark is 
Resilient Distributed Datasets (RDDs), which are distributed, 
immutable collections of items. To achieve parallelization, 
Spark internally spreads the RDD data across multiple nodes 
within the cluster. RDDs can store input and intermediate data 
in memory, reducing the cost of input-output operations 
associated with reading from or writing to system files. This 
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feature enables efficient data reuse, which is particularly 
beneficial for iterative machine learning algorithms. Once data 
is transformed into an RDD, two fundamental types of 
operations can be performed: 

 Transformations: These operations involve applying 
mapping, filtering, and more to existing RDDs to 
generate new RDDs.  

 Actions: These operations compute a result using an 
RDD, which is then returned or saved to an external 
storage system. 

Spark also includes an ML library, MLlib, which 
encompasses popular machine learning techniques such as 
classification, regression, clustering, and more. To handle real-
time data from sources like Kafka and Twitter, Spark 
streaming builds upon the Spark API. The batch-processing 
Spark engine divides incoming data streams into less than one-

second segments, creating discretized streams (DStreams) as 
high-level abstractions. Each mini-batch within the DStream 
collection is patterned after a Spark RDD. In this study, Spark 
is employed for streaming data processing, with Spark 
streaming managing the Kafka data stream, and MLlib is used 
to implement machine learning algorithms. Spark adheres to a 
master-worker architecture for distributed processing. Each 
Spark application can establish one master process, the 
executor in Spark, and several worker processes referred to as 
drivers. These drivers, like the master, are responsible for 
evaluating, allocating, scheduling, and supervising the tasks 
among the executors. The driver also maintains the necessary 
data consistency throughout the program. In contrast, the 
executors are solely responsible for executing the code 
assigned by the driver and transmitting the results back to the 
driver, as depicted in Fig. 5. This architecture ensures the 
efficient distribution of tasks and data processing within the 
Spark application. 

 

Fig. 5. Master-worker architecture. 

The classification of data collected from diverse sources for 
various diseases necessitates using classification models 
capable of discerning user characteristics in the presence or 
absence of a disease. In this research, two classification models 
have been employed, each briefly introduced below:  

1) K-Nearest Neighbor (KNN): KNN is a versatile 

supervised learning method that can serve as a classification 

and regression algorithm. It determines the distance between 

the test data point and all training data points and selects the K 

training data points closest to the test data. Based on their 

distances, the test data point is then assigned to the class that 
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most of these K neighbors belong to. This method, represented 

in Method 1, can be briefly described by Algorithm 1.  

 

Algorithm 1 KNN Algorithm 

 

1: procedure KNN(Instance, TestData, K) 

2: C ← Size(TestData) 

3: Dist[C][2] ← 0 
4: for i in TestData do 

5: d ← EclideanDistance(i, Instance) 

6: Dist[i][1] ← d 
7: Dist[i][2] ← Class(i) 

8: end for 

9: Srt ← Sort(dist[:][1]) ▷ Sort 2nd column based on that 
10: Sel ← Srt[1 : K][2] 

11: Cls ← Mode(Sel) 
12: return Cls 

13: end procedure 

 

2) Support Vector Machine (SVM): SVM is another 

supervised machine learning method primarily used for 

classification, although it can also handle regression tasks. In 

SVM, each data point is represented as a point in an n-

dimensional space, where "n" represents the number of 

features available for classification. Each feature corresponds 

to a specific coordinate within this space. SVM aims to 

identify the hyperplane that optimally separates the two 

classes in the data. Support vectors represent individual data 

points within this multi-dimensional space, and the SVM 

classifier seeks to identify the hyperplane or line that 

maximally divides the two classes. To achieve this, the SVM 

algorithm considers certain assumptions about the data, 

aiming to find the best hyperplane:  

 Maximizing margin: SVM strives to find the 
hyperplane that maximizes the margin or the distance 
between the hyperplane and the nearest data points of 
both classes. This maximized margin ensures robust 
separation.  

 Support vectors: The data points closest to the 
hyperplane, known as support vectors, significantly 
influence the determination of the optimal hyperplane.  

 Kernel functions: SVM can employ kernel functions to 
map the data into higher-dimensional spaces when a 
linear separation is not feasible. These functions allow 
SVM to perform non-linear classification effectively. 
As a classification algorithm, SVM provides the means 
to efficiently distinguish between different classes 
within a dataset by defining the most appropriate 
hyperplane or decision boundary. 

The suggested architecture addresses the complex issues 
involved in forecasting real-time health status in healthcare 
scenarios powered by the IoT. The applicability of this is 
emphasized by numerous essential features designed to tackle 
these particular challenges. The architecture's scalability is a 
fundamental aspect that allows it to easily handle large and 
growing datasets often encountered in healthcare. The ability to 
effortlessly increase resources with data expansion guarantees 

consistent performance. The ability to analyze data in real-time 
is another important aspect, allowing for quick intake, analysis, 
and understanding of streaming healthcare data. 

Furthermore, the architecture's distinctive advantage resides 
in its implementation of distributed machine learning models 
specifically created to handle the vastness and complexities of 
medical data. This enables the simultaneous execution of tasks 
to enhance the efficiency of training models, hence improving 
the accuracy and speed of health status forecasts. Moreover, 
the architecture has exceptional proficiency in incorporating 
various IoT devices and dissimilar data sources, merging 
distinct data streams for thorough analysis. By prioritizing 
security and privacy safeguards, adapting to different data 
speeds from IoT sensors, and maximizing resource efficiency, 
it effectively tackles the complex difficulties often seen in 
healthcare situations powered by IoT. In conclusion, these 
architectural characteristics together enable the system to 
effectively negotiate the intricacies of real-time health status 
prediction, establishing it as an optimal framework for 
handling the distinct requirements of healthcare data analysis in 
IoT contexts. 

IV. SCENARIO DESCRIPTIONS 

In Scenario 1, Fig. 6 illustrates three hyperplanes labeled A, 
B, and C. The key principle to selecting the appropriate 
hyperplane is to choose the one that best separates the two 
classes. In this scenario, hyperplane B does an excellent job of 
achieving this separation. 

 

Fig. 6. Three sample hyper-planes. 

Scenario 2 presents three hyperplanes (A, B, and C) in Fig. 
7. The goal is to choose the hyperplane that maximizes the 
distance between the closest data point of any class and the 
hyperplane. This distance is referred to as the margin, as shown 
in Fig. 8. Hyperplane A has a larger margin than B and C, 
making it the right choice. Opting for a hyperplane with a 
larger margin enhances robustness and minimizes the chances 
of misclassification. 
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Fig. 7. Three hyper-planes that could separate two classes. 

 

Fig. 8. Comparison of three hyper-planes with margins in scenario 2. 

In Scenario 3, although hyperplane B has a larger margin 
than A, SVM prioritizes proper classification of the classes 
before maximizing the margin. Hyperplane B makes a 
classification error, whereas A correctly categorizes 
everything. Therefore, hyperplane A is selected as the 
appropriate choice (see Fig. 9). 

 

Fig. 9. Evaluation of hyperplanes A and B in scenario 3. 

Scenario 4 involves an outlier, represented by the star, 
residing in the region of the circle class, making it impossible 
to separate the two classes using a straight line. However, the 
SVM algorithm can disregard outliers and identify the 

hyperplane with the maximum margin. As a result, SVM 
classification is robust against outliers (see Fig. 10). 

 

Fig. 10. Robustness of SVM against outliers in scenario 4. 

In Scenario 5, when a linear hyperplane is insufficient to 
categorize two classes, a new feature, z = x^2 + y^2, is 
introduced to create a three-dimensional representation of the 
data points, as shown in Fig. 11 and Fig. 12. This new feature, 
z, is a mathematical construct that enables the creation of a 
linear hyperplane, making it possible for SVM to classify the 
two classes effectively. The SVM algorithm employs the 
"kernel trick" to automatically find this hyperplane. The SVM 
kernel is a function that transforms non-separable problems 
into separable ones by projecting data from a low-dimensional 
input space into a higher-dimensional space. This is 
particularly valuable for addressing problems with non-linear 
separations. It performs intricate data transformations before 
determining how to split the data based on the provided labels 
or outputs. The hyperplane appears as a circle in the original 
input space, as depicted in Fig. 13. The kernel trick allows 
SVM to handle complex, non-linear separations and enables 
the classification of data that cannot be linearly separated in the 
original feature space. 

 

Fig. 11. Introduction of a new feature in scenario 5. 
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Fig. 12. Three-dimensional representation with additional feature (z) in 

scenario 5. 

 

Fig. 13. Application of SVM kernel trick for non-linear separation in scenario 

5. 

V. DISCUSSION 

To ensure high data availability and avoid a single point of 
failure, it is essential to store the results and data streams 
generated by each user in a distributed manner. Distributed 
databases outperform traditional database systems in terms of 
performance and scalability. Apache Cassandra is an open-
source, distributed, and free NoSQL database system designed 
to handle massive volumes of data, whether structured, 
unstructured, or semi-structured, across multiple computers. 
Cassandra's architecture greatly enhances its scalability, 
operational capabilities, and continuous accessibility. It also 
offers rapid write and read rates when used with Spark. 
Distributed databases provide several valuable features: 

 Affordability and ease of use: Distributed databases are 
cost-effective and straightforward.  

 Data transfer speed: They offer significantly faster data 
transport than traditional databases.  

 Scalability: Distributed databases can be scaled easily 
by adding columns, accelerating the processing of 
larger and more data.  

 Cluster scalability: Distributed databases can expand 
their cluster capacity by adding more nodes without a 
specific distribution. After processing data with Spark, 
the output data is stored in a table using Cassandra and 
a primary key. This database can be accessed later for 
real-time monitoring, reporting, and analysis of 
historical data.  

 Data replication and partitioning: Data is replicated 
across various computers to enhance data availability 
and fault tolerance. 

TABLE I. UCI HEART DISEASE DATASET 

No Attribute No 
Attribute 

Name 
Description 

1 3 Age Age of Patients 

2 4 Sex 0/1(M/F) 

3 9 CP Type of Chest Pain 

4 10 TRestBPS 
Blood Pressure when the 

Patient is on 

   Rest 

5 12 Chol Blood  Cholesterol 

6 16 FBS Fasting Blood Sugar 

7 19 RestECG 
ElectroCardioGraphic when 
Patient 

   is on Rest 

8 32 Thalach Heart Rate(Max) 

9 38 Exang 
Exercise  Causes  Angina  (Y/N  

= 

   1/0) 

10 40 OldPeak 
Exercise-induced ST depression 

in 

   comparison to rest 

11 41 Slope 

The Peak Exercises in cline ST 
section. 

(UpSloping/Flat/DownSloping 

= 1/2/3 

12 44 CA Main Vessels Colored with 

   Fluoroscopy in Number (0–3) 

13 51 Thal 
Normal/  Fixed  defect/  
Reversible 

   Defect = 3/6/7 

14 58 Num(Class) 
Heart Disease Diagnosis (Status 

of 

   
Angiographic Disease) if 

Diameter 

   
Narrowing¡= 50% =0 

Otherwise =1 

Apache Zeppelin is an open-source data analysis 
environment that works with Apache Spark. It is a web-based, 
versatile notebook that facilitates interactive data analysis, real-
time data exploration, visualization, and collaboration. 
Zeppelin supports an expanding list of programming languages 
and interfaces, including SparkSQL, Hive, AngularJS, Scala, 
Python, markdown, and Shell. Using Scala, it can create 
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dynamic, data-driven, and collaborative documents, among 
other capabilities. Apache Zeppelin is valuable for writing, 
organizing, and executing analytical code and visualizing 
results across extensive workflows. Zeppelin can automatically 
generate input forms in your notebook, provide simple 
visualizations to present results, and allow colleagues to share 
the notebook's URL. In real-time data retrieval from the 
Cassandra database, a Zeppelin dashboard is developed to 
display data in charts, tables, and other formats. This dashboard 
updates its data every second, allowing authorized individuals, 
such as doctors, healthcare companies, or external consultants, 
to access the data regardless of their patient's or client's health 
status. 

In this research, two datasets obtained from well-known 
data sources, Kaggle and UCI, were utilized. These datasets 
pertain to medical conditions, specifically diabetes and heart 
diseases. Table I provides an overview of the information 
related to these datasets. It is worth noting that although the 
Cleveland dataset contains 76 attributes, previous studies have 
primarily focused on using only a subset of fourteen attributes. 
Among the various datasets, the Cleveland dataset has been the 
primary focus of machine learning researchers. The "Class" 
field in these datasets indicates the presence or absence of a 
particular medical condition, such as heart disease. The values 
in the "Class" field range from zero (indicating no presence of 
the condition) to four, with the Cleveland dataset primarily 
concentrating on discriminating between the presence (values 
1, 2, 3, 4) and absence (value 0) of heart disease. 

The dataset used in this research was sourced from 
Kaggle's Diabetes Dataset. Kaggle is a well-known platform 
for data science competitions and provides a freely available 
dataset that numerous authors have used in previous studies. 
This dataset consists of ten features and 15,000 observations, 
and it is employed to predict whether a patient has diabetes. 
Table II offers an overview of the features included in this 
dataset. 

TABLE II. KAGGLE DIABETES DATASET DESCRIPTIONS 

No Attribute Name Description 

1 Patient ID Patient Identification Number 

2 Pregnancies A patient gets diabetes after Pregnancy 

3 Plasma Glucose Glucose amount in Blood 

4 
Diastolic Blood 

Pressure 
Blood Pressure when Patient is on Rest 

5 Triceps Thickness Body Fat 

6 
7 

8 

Serum Insulin Body 
Mass Index(BMI) 

Diabetes  Pedigree 

Insulin amount in Blood W  eightinKG 
Height2 inM 2 ) Diabetes History in 

Family 

9 Age Patient Age 

10 Class Diabetic = 1, NonDibaetic = 0 

VI. RESULTS 

The proposed real-time health status forecasting system is 
driven by a single-node cluster featuring a Core i7 CPU, 16 GB 
of RAM, and the Ubuntu 20.04 operating system. This system 
seamlessly integrates the trained model with Kafka streaming 
data processing and runs on the Spark platform. As depicted in 
Fig. 14, the application establishes a connection to Kafka 
streaming and commences receiving data streams from various 
Kafka producers. When it encounters streams related to health 
characteristics, it retrieves the attribute values from each topic 
within the illness events sent via Kafka streaming. 
Subsequently, it employs the trained model to predict the 
health state of the individuals. In parallel, the Cassandra 
database records each forecasted health state in a table, 
employing the identification (ID) as the primary key, which is 
ideal for ensuring data redundancy and reliability. This stored 
data can later be queried to examine historical information. 

 

Fig. 14. Apply classification algorithms. 

All the tests were conducted using a cluster configuration 
consisting of one primary node and two worker nodes, each 

running the Ubuntu 20.4 operating system within VMware 
virtual environments. Several steps were undertaken to 
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facilitate communication between the nodes and ensure the 
proper functioning of the Spark application: 

 User accounts and development environment setup: 
Spark user accounts were created to simplify inter-
node communication. Scala and Java were installed. 
Open SSH Server was set up. Key pairs were generated 
to enable passwordless SSH configuration across the 
nodes, ensuring that the Spark master can effectively 
connect, launch, pause, and run tasks on multiple 
worker nodes.  

 Software installation: Spark, Kafka, and Cassandra 
were unpacked and installed on a single node. Two 
themes and corresponding tables were created, one for 
diabetic disease and the other for heart illness.  

 Environment variables: The bashrc file was modified 
to include essential environment variables like SPARK 
and JAVA_HOME in the home directory.  

 Node replication: To ensure uniformity and 
consistency across various nodes, the setup folder of 
the single-node cluster was duplicated multiple times, 
with one node designated as the master and the others 
as workers.  

 Hostname and host configuration: The hostname and 
hosts were modified on all nodes to facilitate proper 
inter-node communication. 

The primary stages for implementing the Spark application 
in a Zeppelin notebook are as follows: 

 Spark context and streaming context creation: An 
instance of Spark contexts and streaming context was 
created to access all Spark streaming functionalities.  

 Direct stream creation: A direct stream was created 
using the specified Kafka parameters and topics.  

 Data extraction: The identifiers and characteristics of 
each topic and stream were extracted.  

 ML model utilization: The pre-trained ML model was 
used to predict the health status.  

 Data storage: All attributes and the predicted labels 
were saved to the Cassandra keyspace and table.  

 Streaming start: The Spark streaming context was 
initiated using the start method, allowing real-time 
health data processing. 

The research allocated 25% of the data for testing purposes, 
while the remaining 75% was used to train the machine 
learning models. The datasets were divided into training and 
test datasets randomly. To address the issue of the 
computational cost of sorting feature values across large 
distributed datasets, an approximate set of candidate splits was 
identified over a sampled portion of the data. This method has 

been shown to enable more accurate predictions by analyzing 
the model error and the test data, effectively mitigating the 
negative impacts of both underfitting and overfitting. One of 
the most crucial and valuable measures for assessing the 
performance of testing and treatment is the Receiver Operating 
Characteristic (ROC) curve. The MLlib provides support for 
ROC curve evaluation. On the other hand, classification 
accuracy is determined by the ratio of all correct predictions to 
all the prediction data. The classification accuracy for the 
datasets in this study was assessed using the following 
equation: 

         
     

           
   (1) 

Sensitivity and specificity are two critical metrics used to 
assess classification models' performance, particularly in 
medical diagnoses and other fields where accurate predictions 
are crucial. These metrics are calculated as follows: 

Sensitivity (True Positive Rate or Recall): Sensitivity is the 
percentage of actual positives (e.g., patients with a specific 
condition) that are correctly identified by the model. It 
indicates the model's ability to detect true positive cases. 

Specificity: Specificity is the percentage of actual negatives 
(e.g., patients without the condition) that are correctly 
identified by the model. It measures the model's ability to avoid 
false positive predictions. 

In these equations, true positives (TPs) are the cases 
correctly classified as positive, true negatives (TNs) are the 
cases correctly classified as negative, false positives (FPs) are 
cases incorrectly classified as positive (when they are actually 
negative), and false negatives (FNs) are cases incorrectly 
classified as negative (when they are actually positive). 

Sensitivity and specificity provide insights into the model's 
performance in terms of both correctly identifying individuals 
with the condition and correctly identifying individuals without 
the condition. Balancing these two measures is important, 
especially in situations, where missing a true positive (e.g., a 
medical condition) or incorrectly identifying a false positive 
(unnecessary treatment or diagnosis) has significant 
consequences. 

            
  

     
  (2) 

          
  

     
  (3) 

Our machine learning model's effectiveness was assessed 
on two established datasets. The empirical results indicate that 
our utilization of Spark for the execution of the proposed 
methodology demonstrates notable efficiency and scalability 
(see Fig. 14 and Fig. 15). Fig. 16 shows the specificity, 
sensitivity, ROC curve and accuracy obtained in heart disease. 
The findings further underscore that the proposed model 
consistently delivers dependable and superior predictive 
outcomes.
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Fig. 15. Specificity, sensitivity, ROC Curve, and accuracy obtained in diabetes datasets in comparison to the other algorithms. 

 

Fig. 16. Specificity, sensitivity, ROC Curve, and accuracy obtained in heart disease datasets in comparison to other algorithms. 

VII. CONCLUSION 

This study has demonstrated the successful application of a 
machine learning model for real-time health status prediction 
in the healthcare domain. By employing Apache Spark in 
conjunction with Kafka streaming and Cassandra, we have 
created an efficient and scalable system for processing and 
analyzing healthcare data streams. The results of our empirical 
tests on two distinct datasets reveal that our model consistently 
provides reliable and high-quality predictions. However, the 
current design also reveals inherent constraints in the 
scalability of traditional data storage systems like Cassandra 
when handling exponentially growing healthcare data. While 
effective for many use cases, these systems might face 
challenges in handling future data volume surges, potentially 
leading to performance bottlenecks and increased resource 
requirements. The ability to monitor and predict health 
conditions in real-time is of paramount importance, particularly 
in the context of chronic illnesses and emergencies. Our 
proposed system offers a promising solution for continuous 
health monitoring and early detection, potentially saving lives 
and reducing healthcare costs. The key takeaway from our 
research is the effectiveness of combining advanced 

technologies like Spark, Kafka, and Cassandra to process and 
analyze healthcare data streams. This approach opens up new 
possibilities for healthcare analytics and real-time monitoring, 
benefiting patients, healthcare providers, and the broader 
medical community. In the future, we envision further 
refinements and enhancements to our system, including the 
integration of additional data sources and the development of 
more sophisticated machine-learning algorithms. As the 
healthcare sector continues to generate vast amounts of data, 
the need for innovative solutions like the one presented in this 
study will only grow, ushering in a new era of data-driven 
healthcare. 
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Abstract—Fire and smoke detection in IoT surveillance 

systems is of utmost importance for ensuring public safety and 

preventing property damage. While traditional methods have 

been used for fire detection, deep learning-based approaches 

have gained significant attention due to their ability to learn 

complex patterns and achieve high accuracy. This paper 

addresses the current research challenge of achieving high 

accuracy rates with deep learning-based fire detection methods 

while keeping computation costs low. This paper proposes a 

method based on the Yolov8 algorithm that effectively tackles 

this challenge through model generation using a custom dataset 

and the model's training, validation, and testing. The model's 

efficacy is succinctly assessed by the precision, recall and F1-

curve metrics, with notable proficiency in fire detection, crucial 

for early warnings and prevention. Experimental results and 

performance evaluations show that our proposed method 

outperforms other state-of-the-art methods. This makes it a 

promising fire and smoke detection approach in IoT surveillance 

systems. 

Keywords—IoT; surveillance systems; fire detection; deep 

learning; Yolov8 

I. INTRODUCTION  

The capacity of Internet of Things (IoT) surveillance 
systems to track and analyze data in real-time for a range of 
applications has attracted a lot of interest in recent years [1-3]. 
One such use is the detection of fire and smoke in hospitals, 
where quick action is essential to avoid property damage and 
human casualties [4, 5]. 

Sensor-based systems, image processing, and machine 
learning are now used in IoT monitoring systems for fire and 
smoke detection [6]. Among these innovations, computer 
vision-based systems have demonstrated encouraging results 
and drawn the attention of several researchers due to their 
capacity to deliver precise and trustworthy detection findings 
[7, 8]. Many methods for improving the performance of these 
systems have been the subject of recent investigations. Despite 
advancements in computer vision-based fire and smoke 
detection systems, there are still a number of restrictions and 
research gaps [9, 10]. False alarms, poor precision, and a 
restricted capacity to adjust to changing circumstances are 
some of these drawbacks [11]. These issues indicate the need 
for more study to enhance the effectiveness and performance of 
these systems. 

In IoT surveillance systems, recent developments in deep 
learning-based techniques have shown promise in terms of the 
precision and accuracy [11-14]. Several studies have suggested 
deep learning-based techniques to solve the shortcomings of 

current computer vision-based systems, particularly employing 
the YOLO algorithm. These experiments have shown 
considerable gains in detection speed and accuracy over 
conventional machine learning methods.  

The advancement of deep learning-based approaches for 
fire and smoke detection is impeded by several challenges, 
notably the scarcity of adequate training data and the intricate 
nature of environmental variables [15, 16]. Overcoming these 
obstacles is pivotal to enhancing the reliability and 
effectiveness of deep learning systems dedicated to fire and 
smoke detection. A critical avenue for improvement lies in 
conducting in-depth research and comprehensive analysis to 
delve into the intricacies of these challenges [17]. By 
addressing the issues related to insufficient training data and 
navigating the complexities of diverse environmental factors, 
researchers can refine and optimize deep learning models. This 
iterative process is essential for fortifying the robustness of 
these systems, ultimately paving the way for more accurate and 
dependable fire and smoke detection in various real-world 
scenarios [18]. As the field progresses, a concerted effort to 
explore and resolve these challenges will contribute 
significantly to the evolution of deep learning methodologies, 
fostering advancements that hold substantial promise for 
applications in safety and security within IoT surveillance 
systems. 

To address these challenges, this study proposes a deep 
learning-based approach using the YOLOv8 algorithm for fire 
and smoke detection in health houses. Using a standard dataset 
for training, validation, and testing processes, which includes a 
diverse range of scenarios and environments. The proposed 
method is evaluated on the custom dataset and compared to 
existing state-of-the-art methods, demonstrating superior 
performance in terms of accuracy and speed. The main 
contributions of this research are as follows: 

1) Identifying the limitations and research gaps in existing 

computer vision-based fire and smoke detection systems in 

health houses. 

2) Proposing a deep learning-based approach using the 

YOLOv8 algorithm to address these challenges as well as 

improve the accuracy and speed of detection. 

3) Evaluating the proposed method on a custom dataset 

using extensive performance evaluation metrics. 

The reminder of this paper is as, Section II review of 
previous studies. Section III discuss about material and 
methods. Section IV presents results and discussions. Finally, 
this paper concludes in Section V. 
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II. RELATED WORKS 

Convolutional neural networks (CNNs) were proposed in 
the study [19] as a technique for early fire detection during 
surveillance for efficient disaster management. The method 
involves acquiring surveillance footage, pre-processing the 
footage, and training a CNN to detect fires. The proposed 
method achieves an accuracy of 97.4% for fire detection, 
which is higher than existing methods. Key features of the 
method include the use of CNNs for accurate fire detection and 
the ability to detect fires in real-time. The suggested approach 
can be used in various scenarios, including forest fires, 
building fires, and wildfires. Limitations of the method include 
the need for high-quality surveillance footage and the potential 
for false positives in certain scenarios. 

The paper in [20] presented a deep learning-based forest 
fire detection approach utilizing unmanned aerial vehicles 
(UAVs) and the YOLOv3 object detection algorithm. The 
method consists of acquiring high-resolution images from 
UAVs, pre-processing the images, detecting the presence of 
fire using YOLOv3, and sending the location of the fire to a 
control center. The proposed method achieves an accuracy of 
96.4% for forest fire detection. Key features of the method 
include the use of UAVs for acquiring high-resolution images 
and the use of YOLOv3 for object detection. The proposed 
approach has the potential for use in real-world scenarios, but 
its limitation is the dependency on good weather conditions for 
successful operation. 

The authors in [21] present a deep learning framework 
called Fire-Net for active forest fire detection. The method 
involves acquiring high-resolution images from a network of 
ground-based cameras, pre-processing the images, and training 
a deep neural network to detect fires. Fire-Net achieves an 
accuracy of 98.7% for fire detection, which is higher than 
existing methods. Key features of the method include the use 
of high-resolution images and a deep neural network for 
accurate fire detection. The proposed approach has the 
potential for use in real-world scenarios, but its limitation is the 
dependency on good weather conditions for successful 
operation.  

The authors in  [22] proposed an improved forest fire 
detection method using a deep learning approach and the 
Detectron2 model. The method involves acquiring high-
resolution images, pre-processing the images, training the 
Detectron2 model, and detecting fires. The proposed approach 
achieves an accuracy of 98.6% for fire detection, which is 
higher than existing methods. Key features of the method 
include the use of the Detectron2 model for accurate fire 
detection and the ability to detect fires in real-time. The 
proposed approach has the potential for use in various 
scenarios, including forest fires, building fires, and wildfires. 
Limitations of the method include the need for high-quality 
images and the potential for false positives in certain scenarios. 

The paper in [12] presented a forest fire notification and 
detection method using IoT and AI approaches. The method 
involves installing IoT sensors in forested areas to detect 
environmental conditions and using a deep learning algorithm 
to detect fires. Key features of the method include the use of 
IoT sensors for environmental monitoring and a deep learning 

algorithm for accurate fire detection. The proposed approach 
has the potential for use in real-world scenarios, but its 
limitation is the high cost associated with installing and 
maintaining IoT sensors.  

The authors in  [23] proposed a wildfire and smoke 
detection method using ensemble CNN and a staged YOLO 
model. The method involves acquiring high-resolution images 
from a network of cameras, pre-processing the images, and 
using a staged YOLO model for smoke detection and an 
ensemble CNN for wildfire detection. Key features of the 
method include the use of a staged YOLO model and ensemble 
CNN for accurate detection of smoke and wildfire, 
respectively. The proposed approach has the potential for use 
in real-world scenarios, but its limitation is the need for high-
quality images and the potential for false positives in certain 
scenarios. 

III. MATERIAL AND METHOD 

This section provides an overview of the study's content 
and methodology. Yolov8 is the foundation of the primary 
methodology employed in this study. Initially, YOLO was a 
pre-trained object detector programmed to recognize 
commonplace items such as chairs, tables, phones, cars, etc. 
This study presents a detection technique according to YOLO 
algorithms to create a model that might identify. In real-time 
applications, the models perform well as well. 

A. Dataset 

The dataset consists of three different types of jewelry 
(background, fire, and smoke). The dataset contains pictures 
captured by webcam. The obtained images from a webcam 
permanently installed at a jewelry store. Some samples of the 
dataset are shown in Fig. 1. Small target items, which are 
harder to detect, are included in the collection, along with 
images of various sizes. The data was collected from GitHub 
resource

1
. 

In order to prepare the dataset to be more robust, 
augmenting of the images in the dataset is performed. 
Choosing images with various angles, sizes, resolutions, forms, 
and sample counts in each image. A maximum of three 
augmented versions of each image were created by applying 
the following random effects: horizontal flip, rotation between 
-15° and +15°, exposure between -10% and +10%, brightness 
between -20% and +20%, and saturation between -20% and 
+20%. Photos that have been enhanced. The final step is to 
separate the labeled images into a validation set (6%) and a test 
set (1%), training set (93%). 

B. Google Colab 

Using Google Colab, which offers free usage of potent 
GPUs. All testing and training tasks are performed utilizing a 
12GB NVIDIA Tesla T4 GPU; more details are given in Fig. 
2. All the models are trained for 50 epochs with an image size 
of 640 and with YOLO default adjustment for other 
hyperparameters. 

                                                                                                     
1https://github.com/Abonia1/YOLOv8-Fire-and-Smoke-Detection/tree/ 

main/ datasets/fire-8 
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Fig. 1. Sample images from the dataset.

 

Fig. 2. Details of Google colab's GPU. 

C. Yolov8 Model 

The latest version of YOLO is Yolov8, which was released 
in 2022 by Ultralytics [24]. YOLOv8 is an object detection 
model that is based on the You Only Look Once (YOLO) 
family of algorithms. The architecture of Yolov8 is shown in 
Fig. 3. YOLOv8 has several architectural improvements over 
the previous versions, such as: 

1) Convolutional neural network (CNN) architecture: 

Yolov8 uses a modified version of the EfficientNet backbone 

network, which is a cutting-edge CNN design that strikes a 

solid balance between computing efficiency and accuracy. 

Yolov8's backbone network is in charge of taking features out 

of the input image. Yolov8's backbone network is specifically 

based on a modified version of the EfficientNet design. 

Modern convolutional neural network (CNN) architecture 

EfficientNet aims to strike a reasonable compromise between 

accuracy and processing efficiency. A succession of 

convolutional layers that successively reduce the spatial 

resolution of the feature maps while increasing the number of 

channels make up Yolov8's EfficientNet backbone. A sizable 

image classification dataset, such as ImageNet, is used to pre-

train the backbone network. 

2) Feature aggregation: Yolov8 uses a feature pyramid 

network (FPN) to aggregate features at different scales, which 

improves the model's ability to detect objects of different 

sizes. 

3) Object detection head: The head is made up of some 

convolutional layers, followed by an output layer that 

generates the results of the detection. Each object in the input 

image is predicted to have bounding boxes, objectness scores, 

and class probabilities by Yolov8's object detection head. The 

head is made up of some convolutional layers, followed by an 

output layer that generates the results of the detection. 

Yolov8's head is made up of three prediction branches that, in 

turn, forecast bounding boxes, objectness scores, and class 

probabilities. The implementation of each branch consists of a 

set of convolutional layers, followed by an output layer that 

generates the corresponding predictions. The number of 

anchor boxes and object classes determines the number of 

output channels in each branch. 

4) Training strategy: Yolov8 enhances the accuracy and 

speed of the model by combining anchor-based and anchor-

free item detection techniques. Additionally, a progressive 

scaling strategy is used during training to enhance the model's 

capacity to recognize objects of various sizes. 
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Fig. 3. Yolov8 architecture.  

IV. RESULTS AND DISCUSSION 

A. Experimental Results 

To conduct experimental results for fire and smoke 
detection using a YOLOv8 model, sample output images from 
both validation and testing sets can be examined. These images 
can be obtained by running the trained model on the validation 
and testing datasets and visualizing the resulting predictions. 
For each image, the model correctly detects whether there is a 
fire or smoke present. Fig. 4 shows the samples of 
experimental results. 

B. Performance Measurements 

This study uses precision, recall, and F1socre criteria to 
assess performance. The P-curve, R-curve, PR-curve, and F1-

curve are assessment metrics frequently employed in machine 
learning to gauge the effectiveness of models [16, 18]. The 
fraction of true positive predictions among all positive 
predictions is represented by the P-curve in the case of a fire 
and smoke detection Yolov8 model. The R-curve shows the 
recall of the model or the percentage of accurate positive 
predictions out of all actual positive samples. The link between 
accuracy and recall is depicted by the PR-curve, which also 
illustrates how effectively the model balances the two 
parameters. Finally, the F1-curve provides a comprehensive 
evaluation of the model's performance by combining precision 
and recall into a single score. 
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Fig. 4. Samples of experimental results. 

 

Fig. 5. P-curve of the model. 
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As shown in Fig. 5, the graph displays the YOLOv8 
model's validation set's fire and smoke detection precision 
values. The precision values are represented on the y-axis, 
while various confidence criteria, ranging from 0.0 to 1.0, are 
represented on the x-axis. The fraction of accurate positive 
forecasts among all positive predictions is known as the 
precision value. The graph demonstrates that the accuracy of 
detecting fire is always greater than the accuracy of detecting 
smoke. The precision value for detecting a fire is 
approximately 0.8 at a confidence threshold of 0.5, whereas the 
precision value for detecting smoke is approximately 0.5. 
These results indicate that the model performs better at 
identifying fire than smoke. 

As shown in Fig. 6, the recall values of a YOLOv8 model 
for fire and smoke detection on the validation data are shown 
in the R-curve graph. The recall values are displayed on the y-
axis, and the various confidence criteria are displayed on the x-
axis. The recall is the percentage of correctly predicted positive 
samples among all truly positive samples. According to the 
graph, the model can detect fires more often than smoke, with a 
maximum recall of 0.9 for fire and 0.7 for smoke at a 
confidence level of 0.5. This implies that the model is more 
effective at identifying fire than smoke, while changes could 
also influence this in the visual properties of the two classes or 
the training data. 

 

Fig. 6. R-curve of the model. 

 

Fig. 7. PR-curve of the model. 
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Fig. 7 depicts the precision-recall trade-off for a YOLOv8 
fire and smoke detection model. The recall values are on the x-
axis, and the precision values are on the y-axis. From 0.0 to 
1.0, the precision and recall values are measured; higher values 
denote greater performance. The graph demonstrates that the 
model generates greater precision values for the identification 
of fire at all recall levels, demonstrating that it is more accurate 
in identifying fire than smoke. Additionally, the precision and 
recall values for smoke detection are considerably lower than 
those for fire detection, as the curve shows, suggesting that the 
model may have some difficulties identifying smoke. The PR-
curve offers an extensive picture of the model's performance in 
terms of precision and recall. 

As shown in Fig. 8, the harmonic means of recall and 
precision for fire and smoke detection in the validation set of a 
YOLOv8 model is displayed on the F1-curve graph. The y-axis 
displays the F1 score values ranging from 0.0 to 1.0, while the 
x-axis displays various confidence criteria. The F1 score, 

which considers precision and recall, is a frequently used 
metric for assessing a model's overall performance. The 
greatest F1 score for fire detection at a confidence level of 0.5 
is 0.86, while the maximum F1 score for smoke detection is 
0.57. This shows that the model performs better at detecting 
fire than smoke. The graph demonstrates that at all confidence 
criteria, the F1 score for fire detection is consistently higher 
than the F1 score for smoke detection. This can be caused by 
variances in the two classes' visual qualities or variations in the 
training data. The model can still identify smoke properly to a 
certain extent, as seen by the F1 score for smoke detection, 
which is still rather high. 

The model's performance in terms of precision and recall 
for fire and smoke detection is thus usefully summarized by the 
F1-curve. The model appears effective at detecting fires, 
essential for early warning and prevention, as indicated by the 
high F1 scores for fire detection. However, the model's 
performance in detecting smoke might still be improved. 

 

Fig. 8. F1-score of the model. 

V. CONCLUSION 

In conclusion, this research paper emphasizes the 
significance of developing accurate and efficient fire and 
smoke detection systems in IoT surveillance systems for health 
houses. While traditional methods have limitations, computer 
vision-based systems have shown promising results, 
particularly deep learning-based methods using the YOLO 
algorithm. However, challenges still exist, such as limited 
training data and complex environmental factors, which require 
further investigation. The proposed method in this paper 
addresses these challenges and demonstrates superior 
performance in terms of accuracy and speed compared to 
existing state-of-the-art methods. This research contributes to 
the ongoing efforts to improve the reliability and effectiveness 
of fire and smoke detection systems in IoT surveillance 
systems. For future study, while the YOLO algorithm has 
shown promise in improving the accuracy and speed of fire and 

smoke detection, other deep learning algorithms may also 
provide superior results. Future studies could explore using 
other deep learning algorithms, such as Faster R-CNN or Mask 
R-CNN, and compare their performance to the YOLO 
algorithm. Moreover, future studies could investigate the 
development of more advanced vision-based sensors, such as 
multi-spectral or hyperspectral sensors, which can capture a 
wider range of data and improve the accuracy of fire and 
smoke detection. 
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Abstract—An essential component of medical image 

processing is brain tumour segmentation. The process of giving 

each pixel a label is called image segmentation in order for pixels 

bearing the same label to share characteristics and help 

distinguish the target. A higher fatality rate and additional 

dangers can be avoided with early identification. It can be 

challenging and time-consuming to manually (man-made) 

segment brain tumours from the numerous MRI pictures 

generated during medical procedures in order to diagnose 

malignancy. This is the fundamental reason why brain tumour 

imaging has to be automated. The deep learning technique for 

the segmentation of brain tissue in magnetic resonance imaging 

(MRI) pictures was examined and enhanced in this work. 

Researchers are using deep learning techniques—convolutional 

neural networks in particular—to tackle the complex problem of 

biological image fragmentation object recognition. In contrast to 

traditional classification techniques that take in manually 

constructed qualities, convolutional neural networks 

automatically extract the required complicated features from the 

data itself. This solves a number of problems. 

Keywords—Brain tumor; deep learning; neural networks; 

magnetic resonance imaging 

I. INTRODUCTION 

Digital images are frequently utilised in image processing, 
and improved hospital healthcare services have been made 
possible in recent years by information technology and 
electronic health systems in the medical industry. When one or 
more malignant tissues in the brain grow abnormally, brain 
tumours result. There are two kinds of brain tumours: benign 
and malignant. A brain tumour is considered benign if the 
tumour tissues are growing uniformly and the cancer cells are 
dormant. A malignant tumour is one that spreads to all 
associated tissues if the cancerous tissues are non-uniform or if 
the cells are active, depending on the individual. Tumour 
location diagnosis is challenging due to the intricate structure 
and tissues of the human brain. Malignant tumours spread over 
the entire brain or spinal cord tissues, depending on when they 
are discovered. They do this by transferring diseased tissues to 
healthy tissues. Treatment for malignant tissues becomes more 
challenging and, in most circumstances, incurable, meaning the 
patient will eventually die from the disease as it spreads to 
additional regions. Thus, among the most important issues 
facing patients are early detection, type categorization, and 
infection rate. 

With the development of new imaging techniques that 
make this information more accessible to doctors, radiation, 
surgery, or chemotherapy may be the best course of action. It 
follows that a patient's chances of surviving a tumour can be 

greatly raised if the tumour is accurately discovered in its early 
stages. Under the effect of imaging techniques, fragmentation 
is employed to identify the tumour area [1], [2]. Texture, 
contrast, border, and colour are the different components that 
make up a picture. As previously stated, aberrant and non-
uniform growth of brain tissues is the definition of brain cancer 
or brain tumour [3], [4]. Brain tumours are among the deadliest 
forms of cancer, although being relatively uncommon. Brain 
tissue cells are the source of cells seen in primary brain 
tumours, and they begin in the brain. An MRI of the patient's 
brain is one of the best methods for diagnosing brain tumours. 
This technique facilitates a simple first diagnosis by giving 
medical professionals vital information on the structure, size, 
and metabolism of the brain tumour. This type of imaging is a 
common way to look at and diagnose brain tissue. 

The study employed a variety of segmentation techniques, 
including a histogram, neural network segmentation methods, 
physical model-based techniques, clustering algorithms, Mean-
Shift algorithm, k-means algorithm, Fuzzy C-Means Clustering 
(FCM) Algorithm, and Expect maximisation algorithms, to 
diagnose and classify the type and size of brain tumours in 
patients [5], [6]. Based on the segmentation system 
performance, various segmentation techniques are compared. 
For improved segmentation, artificial intelligence and enough 
information are typically combined [7], [8]. Conversely, the 
deep learning approach has shown the best results.  

Abd-Ellah et al. reviewed the diagnosis of brain tumours 
using MRI scans in 2019 [9]. Additionally, the Support Vector 
Machine's (SVM) and Ecoc's error correction output codes are 
used to attain accuracy in the classification stage. PCA is used 
for feature extraction and selection in DWT machine learning. 
The collected features are classed using a seven-layer dynamic 
neural network (DNN) [10]. Terms and titles like CNN 
architecture, inverted graphics network, deep neural network, 
deep belief network, and so on are used in image processing 
technology; CNN architecture is the most commonly used 
word. Convolutional layers are typically used in the CNN 
architecture's feature extraction layer and input layer. The 
suggested method was proposed by Mohan et al. (2018) in 
three primary steps: CNN classification, post-processing, and 
pre-processing. Because CNN architecture performs so well in 
brain image recognition, medical professionals and researchers 
are using it more frequently than they used to because it is 
faster and more accurate than other methods. [11, 12]. A 
faultless network architecture is made possible by the CNN 
approach, which directly learns the difficult and complicated 
aspects of brain MRI images to aid in feature extraction and 
reduction. CNN receives brain MRI image excerpts as input, 
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and uses Neutral Density (ND) filters to extract complicated 
characteristics. The benefits of CNN architecture have been 
covered thus far; however, there are drawbacks to this 
approach as well, including high training computational costs, 
data consumption, and challenging hidden-layer complicated 
architecture design. It has also looked at the difficulties and 
issues that other studies have had when reporting the data, the 
type of tumour, and the algorithms' performance standards 
utilising the sensitivity, precision, and accuracy criteria. Based 
on the research and studies conducted, it is recommended that 
greater focus be placed on the identification, location, 
segmentation, and algorithm validation of brain tumours using 
magnetic resonance imaging.  

When a brain tumour reaches an advanced stage, it can be 
difficult to diagnose it quickly. Magnetic resonance imaging is 
often chosen to improve the outcome of brain tumour 
diagnosis. It is exceedingly challenging to identify a tumour 
more accurately without harming healthy tissue. A new method 
for using magnetic resonance imaging (MRI) to diagnose brain 
tumours is presented in order to fix the flaws [13], [14]. As 
previously shown, early diagnosis of brain tumours can greatly 
aid patients in their recovery, contingent upon the nature and 
degree of metastasis. In the clinic or hospital, manually 
evaluating the numerous magnetic resonance imaging (MRI) 
scans that are generated on a regular basis is a challenging 
procedure. Thus, computer technologies should be employed 
for fast and accurate early diagnosis of brain tumours. Three 
key components are involved in diagnosing brain tumours 
using MRI images: segmentation, classification, and tumour 
diagnosis. Studies show that the majority of works in recent 
years have concentrated on the application of conventional 
learning machines. More precise techniques have been used 
recently by researchers; these are also used to find brain 
tumours. In general, this article's main theme gives a summary 
of both the development processes for new deep learning 
approaches for diagnosing brain cancer and traditional machine 
learning techniques. 

The primary goals of the research presented in this paper 
are to provide an enhanced approach for brain segmentation, 
assess the effectiveness of the suggested approach, and review 
and compare the current approaches for brain tumour 
segmentation. The article's overall structure is set up so that the 
Section II provides a summary of the fundamental ideas and 
earlier approaches used in this area. The recommended dataset 
is introduced in the Section III, while the recommended 
approach is offered in the second portion. The steps for the 
study method are presented in the Section IV. The suggested 
approach is tested, its outcomes examined, and it is contrasted 
with alternative segmentation techniques in the Section V. The 
suggested algorithms are concluded and summarised in Section 
VI. 

II. PROPOSED METHODS  

An enhanced strategy built on the deep learning technique 
is provided in this section. Compared to previous methods, the 
suggested method offers a higher sensitivity and accuracy. 
Neural networks can be used to implement the suggested 
method. Deep learning is one of the subgroups of machine 
learning. According to a set of techniques, deep learning 

attempts to model high-level abstract notions in the data by 
using a deep graph with numerous processing levels made up 
of several linear and non-linear transformation layers [15], 
[16]. The study of neuronal behaviours in the human brain 
provides the learning structure with its primary purpose [17]. 
Models like deep neural networks, sophisticated neural 
networks, and deep belief networks have advanced well in the 
domains of image and natural language processing [18], [19]. 
In actuality, the study of novel artificial neural network 
techniques is referred to as deep learning. Deep learning can be 
used to meet the issues of avoiding the drawbacks of traditional 
machine learning methods [20], [21]. In several fields of 
medical image analysis, including computer-aided diagnosis, 
in-depth learning is becoming more and more common [22], 
[23]. As was previously noted, one of the subcategories of 
machine learning technology is the deep learning algorithm, 
which looks for many levels of distributed input data. The 
paper introduces a novel approach for segmenting tumour 
locations using a mix of artificial neural network and K-means 
fuzzy algorithm [37]. The process comprises of four stages, 
namely denoising, feature extraction and selection, 
classification, and segmentation. Initially, the preprocessed 
image is eliminated utilising the Wiener filter, subsequently 
followed by the extraction of significant GLCM features from 
the images. Subsequently, deep learning techniques were 
employed to categorize abnormal photos from normal images. 
Ultimately, the tumour region is segmented independently by 
subjecting it to the K-Means fuzzy algorithm. The proposed 
segmentation strategy is tested on the BRATS dataset and 
achieves an accuracy of 94%, a sensitivity of 98%, a specificity 
of 99%, and a Jaccard index of 96%.To address these issues, a 
fresh and enhanced deep learning model for image 
segmentation based on the cascaded regression (DLCR) 
technique is put forth. The fully convolutional neural network 
(FCNN) method is used in the suggested method to pre-process 
magnetic resonance imaging (MRI) pictures using the 
normalisation method. The data is then reduced and the 
matching feature from each feature vector is obtained through 
feature extraction using the Gaussian mixture model (GMM). 
Next, our suggested approach was contrasted with the existing 
techniques, which include the predictive machine learning 
model (MLPM), deep learning framework (DLF), and extreme 
learning machine local receiving fields (ELM-LRF). According 
to the findings, the suggested DLCR approach outperforms the 
current techniques in terms of sensitivity, specificity, recall 
ratio, precision ratio, peak signal-to-noise ratio (PSNR), and 
root mean square error (RMSE) [38]. 

These techniques are often divided into four groups: auto 
encoders, convolutional neural networks, sparse coding, and 
restricted Boltzmann machines (RBMS). Unlike human feature 
extraction in classical learning methods, machine learning 
technology may extract complex stages from their learning 
abilities. Through training, they get more acceptable findings in 
vast data sets. The fast rise in GPU processing capacity has 
enabled the creation of cutting-edge deep learning methods. 
Deep learning algorithms have been trained against picture 
alterations using millions of photos and resistance [24], [25]. 

An artificial neural network that resembles the structure of 
the human brain and is capable of carrying out mathematical 
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operations is called a deep learning algorithm. However, 
technological developments have given rise to methods for 
optimising traditional neural networks [26]. A multi-layer 
neural network with numerous hidden layers and free 
parameters does deep learning [27]. One of the most significant 
deep learning techniques is convolution neural networks, 
which effectively train several layers. This is one of the most 
popular and highly effective ways. The convolution layer, 
pulling layer, and fully connected layer are the three primary 
layers that make up a CNN network in general. Various layers 
carry out various functions. There are two steps in a 
convolutional neural network: the feed stage and the 
backpropagation stage for training. 

Convolution is applied to each layer of the image after the 
point between the input and each neuron's parameters is 
multiplied in the first step. This step involves feeding the 
network input and then computing the network's output. The 
network error is computed and the network parameters are set 
using the output outcome. In order to calculate the error rate, 
compare the network output with the right response using a 
loss function. The post-publication stage starts in the following 
step, based on the computed mistake amount. Using the loss 
function, the network's output is compared to the right response 
to determine the error rate. The post-release stage starts in the 
following phase, depending on the quantity. This phase 
computes each parameter's gradient using the chain law. Every 
parameter has an effect on the network, according to the error 
made on each parameter based on the methodology. The 
feeding step is forward once the network has been modified 
and the parameters have been updated. Eventually, following 
numerous iterations of these procedures, the network's training 
is complete. 

A. CNN Network Layers 

Convolutional neural networks, in general, are neural 
networks with particular, hierarchical rules in which a number 
of fully connected layers come after the convolutional layers 
and the pulling layers. The convolution layer is one of the 
CNN layers. In these layers, the CNN network solves the 
middle feature map and the input picture using several cores, 
which results in distinct features in Fig. 1. There are three 
advantages to convolution operations: stability, immutability 
with regard to object relocation, local connectedness, and a 
significant reduction in the number of parameters. 

 

Fig. 1. Convolution layer performance. 

The Pooling layer is the subsequent CNN layer. Pooling 
layers, which are frequently placed after a convolutional layer, 

can be used to reduce the size of the feature map and network 
parameters. Convolution layers and other pooling layers are 
resilient against displacement because they incorporate nearby 
pixels into their computations. The most popular pooling layer 
implementations make use of the max (max pooling) and 
average (average pooling) functions. It accelerates 
convergence, enhances generalisation, and produces a well-
chosen set of fixed features. Fig. 2 displays a max-pooling 
result. 

 

Fig. 2. Max-pooling performance. 

The fully linked layer is the final layer of CNN. As seen in 
Fig. 3, there are fully linked layers following the final polishing 
layer, each of which is connected to the neurons in the layer 
before it. On the other hand, about 90% of the parameters of a 
CNN network are made up of fully linked layers, which are 
likewise conventional. 

 

Fig. 3. Fully connected layers performance. 

This kind of layer's main problem is its excessive number 
of parameters. As a result, there is a significant processing cost 
that needs to be covered by training. Therefore, cutting back on 
connections and eliminating these layers entirely using various 
techniques is a popular technique that yields good results. 

B. Enhanced Neural Network Capabilities 

The advantage of deep learning over surface learning is the 
ability to build deep architectures with higher data volumes and 
higher abstract information transmission. However, overfitting 
may become a problem if a lot of new parameters are included. 
A plethora of regularisation techniques have been introduced 
recently to address overfitting and enhance network 
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performance. Note that not every method covered in this 
section is unique to neural networks. This implies that various 
methods, such as the dropout method, can be used with 
conventional artificial neural networks. 

1) Deep learning dropout: The purpose of this approach is 

to prevent over-coverage. Each neuron in the network is either 

retained with a probability of p or eliminated with a 

probability of p-1 at each training stage. Eventually, just a 

smaller network is left. An expelled node's input and output 

edges are also eliminated. At that point, the data will only be 

used to train the smaller network. Next, the removed nodes are 

removed from the network and then added back in with their 

original weights. A comparison between the networks is 

shown in Fig. 4. 

Drop Connect is a well-liked variation of Dropout that 
drops weights at random rather than activation values. 
Research has demonstrated that, albeit more slowly, this 
approach can regularly outperform the Dropout method in a 
variety of common benchmark categories. 

2) Deep clustering in deep learning: Without any prior 

knowledge of different factors like feature selection, distance 

criteria, or clustering techniques, the goal of clustering is to 

group comparable data points. One deep learning algorithm is 

deep clustering. Two-dimensional non-linear data 

representations from the data set are employed for learning. 

Quantization of deep neural networks requires network loss. 

Deep clustering techniques now in use can be generally 

classified into two groups. After learning a representation that 

jointly optimises learning and clustering, a two-step challenge 

is implemented. The first class of algorithms makes use of 

sophisticated unsupervised learning frameworks and 

methodologies directly. An additional set of algorithms 

simulates a classification error in monitoring by attempting to 

precisely characterise a clustering failure. 

3) Data redundancy in deep learning: The utilisation of 

redundant data results from the redundancy of data generated 

when CNN is utilised for object detection. Forecasts may 

benefit from the addition of new data, which also improves the 

data's quality and accuracy. This can be used to decrease 

interference and expand training set sizes. [28, 29] 

4) In deep learning, auto encoder and deep auto encoder: 

A neural network that has been trained to replicate its input to 

its output is called an autoencoder. Neural networks whose 

input and output are identical are an artificial neural network 

type that is used to encode effective learning data in an 

unsupervised manner. They function by first compressing the 

input into a representation of hidden space, from which the 

output is then rebuilt. An autoencoder aims to encrypt a 

dataset, usually with the purpose of reducing dimensionality 

by conditioning the network to reject spurious signals. Fig. 5 

depicts an autoencoder's full workflow. You train an 

autoencoder to re-encode your input X, as opposed to training 

the network to anticipate the target value Y for the input X. 

During this procedure, the auto-encoder is optimised by 

minimising the update error. 

Hinton [28] introduced the deep autoencoder, which is still 
being researched extensively in current studies. As previously 
noted, a backpropagation process, like the gradient approach, is 
used to train the autoencoder. Ignoring the benefits, this 
model's significant drawback becomes apparent when an error 
happens, and these layer flaws can cause the model to become 
extremely inefficient. The network reconstructs the training 
data average as a result of this error. This problem can be 
effectively solved by pre-training the network with initial 
weights, which comes close to the ultimate solution. 
Simultaneously, several auto-encoders are available that 
promise to retain representations for an extended period of time 
due to continuous changes in input. The autoencoder is 
compelled by full representation learning to extract the most 
important features from the data. 

 

Fig. 4. Comparison between the networks. 
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Fig. 5. The autoencoder's general process. 

 

Fig. 6. Denoising autoencoder. 

5) Denoising autoencoder in deep learning: In Fig. 6, the 

DAE procedure is displayed. (DAE) is a power-boosting 

model known as an automatic denoising encoder. Vincent 

presents this model, which is able to discern between the 

accurate input and the tampered version. Put another way, 

have the model see the input distribution's structure. 

In actuality, this task's objective is to either eliminate or 
clean up the contaminated input. The depiction of higher levels 
that are comparatively resistant to corrupt inputs and the 
extraction of characteristics with a relevant structure in the 
input distribution are the two linked hypotheses of this 
technique. Its ability to correctly recover from a damaged 
version is one of its excellent features, and it is noise-resistant. 

C. Network in Network (NIN) and Activation Functions 

Fully linked layers are used for image processing after a 
series of layers and aggregation layers are used to extract 
features from spatial structures. The primary idea behind it is to 
substitute a perceptron neural network (many fully connected 
layers with non-linear activation functions) for the 

convolutional layer and learn its parameters from the data. In 
this sense, non-linear neural networks take the place of linear 
filters. This technique produces superior picture categorization 
results. It is in charge of the data's non-linear transformation. 
The modified linear unit (ReLU) is computed in Eq. (1). 

F(x)=max (0, x)   (1) 

It has been discovered that these functions outperform 
hyperbolic tangent functions or classical functions in terms of 
training speed [30], [31]. On the other hand, applying a 
constant 0 can harm the flow gradient and the subsequent 
weight adjustment [32], [33]. Using a variable named Leaky 
Rectified Linear Unit (LReLU), which adds a tiny slope to the 
performance's negative side, we adjust to these constraints. Eq. 
(2) is used to calculate this function. 

F(x)=max (αx, x)   (2) 

The activation function is among the most often used 
(ReLU). The ReLU non-linear unit's job is to clip any negative 
input value in the data to zero, reducing it, and then taking the 
positive input values as the output [34], [35]. 
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III. DATA SET 

We utilised the publically accessible brain tumour dataset 
from Figshare [4] to examine and assess our suggested 
methodology, employing various convolutional neural network 
designs. Cheng developed it in 2017. The dataset consists of 
3064 brain MRI slices obtained from 233 people. It 
encompasses three types of brain tumours: 

The total amount of images for meningioma is 708, for 
pituitary it is 930, and for glioma tumour it is 1426. The dataset 
is accessible to the public via the Figshare website in the ".mat" 
format, which is compatible with MATLAB. Each MAT-file 
consists of a structure that includes a patient ID, a distinctive 
label indicating the type of brain tumour, picture data in a 512 
× 512 format represented as unsigned 16-bit integers, a vector 
providing the coordinates of discrete points that define the 
tumour perimeter, and a binary mask image representing the 
ground truth. Fig. 7 shows the eight examples of database 
images. 

The enhanced deep learning algorithm's pseudo-code is 
presented in the text below. 

An overview of CNN architecture is presented in Fig. 8. 

Algorithm 1: Improved Deep Embedded Clustering 

Input: Input data: X; Number of clusters:  K; Target 

Distribution update interval: T; Stopping 

Threshold:                                 
Output: Autoencoder's weights W and W' ; Cluster 

centers                  
                                                     

2  for iter  𝜖  {             }     

3   if iter %T == 0 then 

4    Compute  all embedded points {          }    

5  update P using (3), (4) and {zi} i=1. 

6 Save last label assignment: Sold=s. 

7 Compute new label assignment s nia (14). 

8. if sum (Sold             

9. Stop training. 

10 Choose a batch of sample    . 

11 Update                                      
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Fig. 7. The eight examples of database images. 

 

Fig. 8. CNN architecture. 

IV. STUDY METHOD STEPS  

Early diagnosis, therapy, and follow-up are made possible 
by having an effective brain tumour detected by multimodal 
imaging as soon as possible [36]. In some social networks, 
deep learning algorithms have quickly taken the lead in 
medical picture analysis. We investigate deep learning 
applications in object detection, segmentation, recording, and 
image classification. The proposed deep learning models work 
well for brain tumour segmentation and provide very accurate 
results. The suggested models can also assist medical 
practitioners in shortening the time needed for diagnosis. The 
goal of this research is to create a fully automated model for 
MRI brain tumour segmentation that operates without the need 
for human intervention. Instead of having multiple boxes (or 
networks) from input to output, a single grid is used in this 
deep learning model's proposal. Deep-end learning typically 
uses a neural network in place of the numerous processing 
stages that standard machine learning techniques typically call 
for. In order to get the most out of each layer before going on 
to the next, we construct this final model. When treating 
malignant tumours, deep learning models are employed. These 
tumours can arise anywhere in the brain and have four 
unpredictable characteristics: varying sizes, forms, and 
contrast. Therefore, convolutional neural networks are the best 
option for machine learning. 

A. Pre-processing 

To get better results, adjustments to the photos are required. 
Understanding, processing, and picture analysis are some of 
these adjustments. These modifications enhance image 
processing systems to enable them to carry out tasks more 
quickly and accurately. Pre-processing, picture quality 
enhancement, image conversion, categorization, and image 
analysis are the primary procedures that raise the efficiency of 
these systems, in that order. These techniques involve 
analysing images for certain goals, with computer-generated 
mathematical equations simulating irregular human visual 
features. Computer vision is the scientific image analysis used 
in many areas of engineering, health, imaging, security, and 
astronautics. Modern digital technology is able to operate 
multidimensional switches and many parallel computers thanks 
to systems derived from simple digital circuits. 

One of the things like image processing, picture analysis, 
and image perception is the goal of these modifications. Since 
the majority of remote sensors store their data digitally, digital 
processing is eventually needed for all picture interpretation 
and analysis. In order to allow further interpretation and 
analysis, digital image processing may comprise a variety of 
processes, such as alteration, digital optimisation, data 
formatting, or even computer goals automation and automatic 
properties. To carry out this procedure, the data must be in a 
format that is appropriate for physical storage. 
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Four categories comprise the most often utilised processing 
procedures in image analysis systems: pre-processing, image 
enhancement, image transformation, image analysis, and 
classification. These procedures fall under the general category 
of radiometric or geometric adjustments and are typically 
grouped prior to the primary picture analysis and information 
extraction. To get an accurate picture of the radiation that the 
receivers are receiving, radiometric corrections entail adjusting 
data for undesired noise and anomalies in the receivers. The 
purpose of geometric corrections is to simplify the image and 
translate it into actual coordinates on the surface of the earth. 

The procedures used in the Image Enhancement category 
are only intended to raise and enhance the image's resolution in 
order to provide a better understanding of the image. These 
acts are hypothetically comparable to the preceding category in 
picture transmission. However, this group involves the 
combined processing of data acquired from various spectral 
bands, in contrast to this group, which pertains to only one data 
channel. The original bands are combined with mathematical 
operations (addition, subtraction, multiplication, and division) 
to create new images that are more readable or have better 
qualities. Pixel classification and analysis aim to identify and 
characterize data pixels. The process of classifying assigns 
each pixel in an image to a group or theme based on the 
statistical characteristics of its floating values. It is typically 
applied to multi-channel data groups. There are two main 
approaches to this: supervisor-free and supervisor-involved. 

B. Image Transformation Color to Gray 

Three colors green, blue, and red combine to form the most 
common colour model in computer graphics. These three 
elements can combine to give a total of 16581375 distinct 
colours. In computer graphics, this colour model is referred to 
as RGB. Apart from the RGB colour model, there exist various 
additional models that display colours differently, including 
CMYK, HSI, HSV, and Grayscale. We are particularly 
interested in the Grayscale colour model in the interim. 
Because a grayscale image will do in the majority of 
applications, and a colour image is not necessary. Generally 
speaking, the grey image is referred to as the black and white 
image (of course, calling something grey instead of black and 
white is incorrect; this is just being clarified). Three matrices, 
one for each of the colours red, green, and blue in the image, 
make up an RGB image. Three matrices are created by mixing 
the values from the appropriate verses to display the image on 
the screen. For the majority of applications, a grayscale image 
will do; a colour image is not necessary. When the values of 
the R, G, and B components of a pixel are the same, the pixel 
will have a grey value. In accordance with this concept, he 
utilised Eq. (3) to grayscale input images that are RGB. 

 ( , ) ( , ) ( , )
_ ( , ) _ ( , ) _ ( , )

3

R x y G x y B x y
S R x y S G x y S B x y

 
  

 (3) 

where, R, G, and B are the matrices representing the red, 
green, and blue components of the input image, and S_X are 
the components of the output image. 

C. Median Filter 

Among the non-linear filters is the median filter. Signals 
and noise in images are captured using this filter. Picture noise 

refers to background and other picture detections. For instance, 
you have to take a picture using one of the filterslike the 
median noise filter—before you can identify a corner. When 
processing images, the median filter is frequently used. It is 
also impossible to overlook the median filter's application in 
signal processing. The median filter is utilised in blood 
pressure monitors, EEG systems, and radiography systems, 
among other specialised applications. We can list median and 
fashion filters as examples of non-linear filter types. The 
median filter is a low-pass filter that uses a face neighbourhood 
to sort the neighbourhoods in ascending order before sorting 
the middle element of the numbers to replace the centre pixel. 
It should be mentioned that noise from salt and pepper can be 
eliminated using the mid-pass filter. 

D. SOBLE Filter 

There are three ways to convert a colour image to 
grayscale: edge features, edge detection, and image edging 
techniques. As using image edging techniques, the light 
intensity dramatically changes as points are marked in the 
image for edge identification. Changes in image properties are 
indicative of major changes in environmental factors. Image 
processing and feature extraction researchers are studying edge 
identification. The boundary in edge detection is found 
between regions of the grey surface with comparatively distinct 
characteristics. The fundamental idea behind the majority of 
edge detection techniques is the computation of a local 
derivative operator. It should be noticed at this point that the 
edge—the change from dark to light—is modelled as a gradual, 
rather than abrupt, grey surface change. This model 
demonstrates how sampling typically causes the borders of 
digital images to become slightly blurry. 

E. Image Binary Threshold 

A threshold value must be used to establish the threshold 
when converting a grayscale image to a binary image. Pixels 
that are less than the threshold are assigned a value of 0, while 
those that are less than the threshold are assigned a value of 1 
or 255. Thresholding an image can be done in various ways. 
They can be broadly separated into the five sections listed 
below. 1) Histogram-based techniques have been examined, 
including the analysis of the peaks, valleys, and curvatures of 
the smoothed histogram. 2) Clustering-based techniques, in 
which a grayscale image is divided into foreground and 
background. 3) Entropy-based techniques: these techniques 
determine the threshold based on the intersection of the two 
classes in the image as well as the background and background 
entropy distributions. 4) Object property-based methods: these 
determine the appropriate threshold by calculating the degree 
of similarity between the image and a binary and grayscale 
scale. 5) Location-based techniques: the desired threshold is 
computed using a higher-order probability correlation or 
distribution between pixels. 

F. Tumor Detection 

Automatically detecting and extracting a portion of a tumor 
from a brain image is a challenging and complex mission for 
doctors and physicians. 
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V. DISCUSSION 

Systems for detecting brain tumours are employed in 
numerous sectors. One of the main objectives of this field's 
study is to use deep learning to develop a solution that 
complies with the guidelines and standards of brain tumour 
diagnosis systems, hence improving the precision of medical 
specialists. MATLAB software is used to perform the 
simulations. Its accuracy, precision, and sensitivity are higher 
than those of the approaches offered, based on the evaluation 
findings. The research methodology was covered in the 
previous section; the simulation findings are reported in this 

section. Fig. 9 shows the original image (a) and the image with 
a balanced histogram (b). Histogram balancing is the initial 
stage of image processing that enhances image quality. 

The histogram in Fig. 10(a) shows the image prior to 
balancing and in Fig. 10(b) is the image following balancing. 
The horizontal axis of the histogram represents the colours, 
while the vertical axis represents the quantity of pixels in each 
colour. When using image histogram balancing, the image 
extends between 0 and 255 if the colour is between 0 and 100 
when balanced. 

 

Fig. 9. (a) Original image, (b) Histogram balancing. 

 

 

Fig. 10. Image histogram, (a) Original, (b) Equalized. 

In Fig. 11, the median filter operation is performed on the 
main image. To improve those pixels that is not of good 
quality. It is actually to improve the quality of images. 

Fig. 12 shows the Sobel image and the original image is 
binaries in Fig. 13. In order to isolate the objects in a digital 
image from their backdrop and analyse them, the image is first 

converted to a binary image. This produces a binary image that 
is less in volume than the original image. 

In the part of the images that are interconnected, the box is 
drawn with red lines around it by writing the program, as 
shown in Fig. 14. In other words, it actually features extraction. 
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Fig. 11. Median filter. 

 

Fig. 12. Sobel image. 

 

Fig. 13. Binarization. 

 

Fig. 14. Connected component. 

A. Tumour Detection 

A comparison of the results with other approaches is made, 
taking into account various circumstances to demonstrate the 
effectiveness of the suggested method. Simulated approaches 
are identical in terms of conditions and evaluation parameters. 
Lastly, graphs are used to plot and analyse the simulation 
findings. 

Each of the 766 data points is put in for loop in the 
MATLAB programme with the intention of being worked on. 
Following the use of the enhanced DEEP LEARNING 
algorithm to identify tumour sites in the output photos, these 14 
sample images are displayed. Brain tumours are depicted in 
these pictures as pink in Fig. 15. 

B. Evaluation Results 

There are four sections to the evaluation results. 1) 
Positives that are accurately identified as true positives (TP). 2) 
False positives (FP), or negatives with a valid diagnosis. 3) 
Mistaken positives that are actually true negatives (TN). 4) 
Misdiagnosed negatives, or false negatives (FN). The assessed 
positive characteristics for simulating the first through sixth 
scenarios using various techniques are displayed in Table I. 

Table II shows the evaluated negative parameters to 
simulate the seventh to twelfth scenarios for different methods. 
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Fig. 15. Tumor detection results. 
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TABLE I. POSITIVE EVALUATION PARAMETERS 

Scenario Method Accuracy (%) TP Ratio (%) Precision TP (%) Recall TP (%) F-Measure (%) Precision (%) 

1 

proposed method 

Neural network 

SVM 

correlation 

Euclidean 

95 

90 

79 

74 

58 

- - - - - 

2 

proposed method 

Neural network 

SVM 

correlation 

Euclidean 

differential 

block (8×8) differential 

- 

98 

96 

95 

94 

87 

48 

40 

- - - - 

3 

proposed method 

Neural network 

SVM 

correlation 

Euclidean 

- - 

93 

74 

69 

66 

63 

- - - 

4 

proposed method 

Neural network 

SVM 

correlation 

Euclidean 

differential 

- - - 

98 

96 

95 

94 

48 

40 

- - 

5 

proposed method 

Neural network 

SVM 

correlation 

- - - - 

95 

90 

79 

74 

- 

6 

proposed method 

Neural network 

SVM 

- - - - - 

95 

90 

40 

TABLE II. NEGATIVE EVALUATION PARAMETERS 

Scenario Method 
Accuracy Total 

(%) 
TN Ratio (%) Precision TN (%) Recall TN (%) 

Accuracy TN 

(%) 

F-Measure TN 

(%) 

1 

proposed method 

Neural network 

SVM 

correlation 

93 

69 

66 

63 

- - - - - 

2 

proposed method 

Neural network 

SVM 

correlation 

- 

60 

52 

37 

30 

- - - - 

3 

proposed method 

Neural network 

SVM 

correlation 

Euclidean 

differential 

block (8×8) differential 

-  

66 

62 

60 

58 

55 

24 

22 

- - - 

4 

proposed method 

Neural network 

SVM 

correlation 

- - - 

60 

52 

49 

46 

 - 

5 

proposed method 

Neural network 

SVM 

correlation 

Euclidean 

differential 

- - - - 

66 

62 

60 

58 

24 

22 

- 

6 

proposed method 

Neural network 

SVM 

- - - - - 

60 

52 

24 
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TABLE III. RELATIONSHIPS RELATED TO THE EVALUATION PARAMETERS 

- Reference Standard Stroke Reference Standard No Stroke - 

Self-report Stroke (TP) (FP) PPV=𝑇𝑃/𝑇𝑃+𝐹𝑃 

Self-report No Stroke (FN) (TN) NPV=𝑇𝑁/𝐹𝑁+𝑇𝑁 

- Sensitivity=𝑇𝑃/𝑇𝑃+𝐹𝑁 Specificity=𝑇𝑁/𝐹𝑃+𝑇𝑁 - 
 

In Table III, the relationships related to the evaluation 
parameters are calculated. 

1) Positive evaluation results: The accuracy diagram, 

which compares the suggested method with the neural 

network, SVM, correlation, and Euclidean methods in Fig. 16, 

shows the green colour of the suggested method, the red 

colour of Euclidean, the black colour of correlation, the blue 

colour of the support vector machine, and the purple colour of 

the neural network. The training data percentage in the data 

set is shown by the horizontal axis in this image, and the 

accuracy %, which ranges from 0 to 1, is represented by the 

vertical axis. The diagram indicates that for the majority of the 

data, the suggested approach is more accurate than the other 

methods in every evaluation point. 

The proposed method has been compared with SVM, 
Neural Network, Correlation, Euclidean, Differential, and 
Block (8x8) Differential methods in Fig. 17. The second 
scenario is the TP ratio diagram, which is the green colour of 
the proposed method, the red colour of Euclidean, the black 
colour of correlation, the blue colour of the support vector 
machine, the purple colour of the neural network, the blue 
colour of block 8x8, and the black colour of differential. In this 
case, the vertical axis is a percentage, while the horizontal axis 
represents the trained data % in the dataset. The suggested 
technique outperforms the other methods in all evaluation 
points for the majority of the data, as shown by the diagram. 

The proposed method is compared with SVM, Neural 
Network, Correlation, and Euclidean methods in Fig. 18. The 
third scenario is the precision diagram, where the green colour 
represents the suggested method, the red colour represents the 
Euclidean method, the black colour represents a correlation, the 
blue colour represents a support vector machine, and the purple 
colour represents a neural network. In this case, precision is the 
vertical axis and the trained data percentage in the dataset is the 
horizontal axis. The diagram indicates that for the majority of 
the data, the recommended approach has outperformed 
alternative methods in every evaluation point. 

The F-measure diagram, which compares the suggested 
method with the SVM, Neural Network, and Correlation 
methods in Fig. 20, represents the fifth scenario and Fig. 19 
shows the recall diagram. It is coloured red for the proposed 
method, red for the correlation, blue for the support vector 
machine, and black for the neural network. The trained data % 
in the dataset is the horizontal axis in this case, and the f-
measure percentage rate is the vertical axis. The diagram 
indicates that for the majority of the data, the recommended 
approach has a higher f-measure than the other methods in 
every evaluation point. 

 

Fig. 16. Accuracy diagram. 

 

Fig. 17. TP Ratio. 

 

Fig. 18. Precision diagram. 
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Fig. 19. Recall diagram. 

 

Fig. 20. F-measure diagram. 

The sixth scenario, which contrasts the suggested technique 
with SVM and neural network methods in Fig. 21, shows the 
precision total diagram with the red colour of the suggested 
method, the black colour of the neural network, and the blue 
colour of the support vector machine. 

In this case, the vertical axis represents the overall accuracy 
% while the horizontal axis represents the percentage of trained 
data in the dataset. The diagram indicates that for the majority 
of the data, the recommended approach has outperformed 
alternative methods in every evaluation point. 

2) Negatives evaluation results: The seven sonorities are 

the total accuracy chart, which contrasts the red, green, blue, 

and black colours of the neural network, support vector 

machine, and SVM in the proposed method with the neural 

network and correlation methods in Fig. 22. The training data 

% in the dataset is shown by the horizontal axis in this 

example, while the total correctness percentage is represented 

by the vertical axis. The diagram indicates that for the 

majority of the data, the suggested approach is more accurate 

than alternative methods in all evaluation points. 

Scenario eight involves the TN Ratio chart, which displays 
a comparison between the green colour representing the 
proposed method, the red colour representing correlation, the 
blue colour representing the neural network, and the black 
colour representing the support vector machine. This 
comparison is made with the SVM, Neural Network, and 

Correlation methods, as shown in Fig. 23. The horizontal axis 
represents the percentage of trained data in the data set, while 
the vertical axis represents the ratio of true negatives (TN). 
Based on the diagram, the suggested technique exhibits a 
higher TN Ratio compared to other methods at all evaluation 
points for the majority of the data. 

 

Fig. 21. Precision total diagram. 

 

Fig. 22. Accuracy total diagram. 

 

Fig. 23. TN Ratio diagram. 

The precision TN diagram, which is coloured as follows: 
green for the suggested approach, red for Euclidean, black for 
the differential, blue for the support vector machine, and purple 
for the neural network, represents the ninth case. In Fig. 24, the 
suggested approach correlation is contrasted with the 
Differential, SVM, Euclidean, Neural Network, Correlation, 
and Block (8×8) Differential methods, as indicated by the 
black colour. In this case, the vertical axis represents the 
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percentage of TN accuracy, and the horizontal axis represents 
the proportion of trained data in the dataset. The suggested 
method outperforms competing methods in all evaluation 
points for the majority of the data, as shown by the chart. 

 

Fig. 24. Precision TN diagram. 

 

Fig. 25. Recall the TN diagram. 

In Fig. 25, the Recall TN diagram presents a comparison 
between the proposed method and other methods, namely 
Euclidean, correlation, support vector machine (SVM), and 
neural network. The proposed method is represented by the 
green colour, Euclidean by red, correlation by black, SVM by 
blue, and neural network by purple. The horizontal axis 
represents the percentage of training data in the dataset, while 
the vertical axis represents the percentage of Recall TN. Based 
on the chart, the suggested technique exhibits higher Recall TN 
values compared to other methods across all evaluation points 
for the majority of the data. 

The 11th scenario presents the TN accuracy diagram, 
where the proposed method is represented by black, Euclidean 
by red, correlation by black, support vector machine by red, 
neural network by blue, and differential by yellow. This 
diagram compares the proposed method with SVM, Neural 
Network, Correlation, and Euclidean methods. Fig. 26 presents 
a comparison of the differential. The horizontal axis represents 
the percentage of learned data in the dataset, while the vertical 
axis represents the accuracy rate of True Negative (TN). Based 
on the diagram, the suggested method demonstrates superior 
accuracy in true negatives (TN) compared to other methods 
across all evaluation points for the majority of the data. 

Scenario twelve involves the comparison of the proposed 
technique, support vector machine (SVM), and neural network 

using the F-measure TN diagram. The proposed method is 
represented by the colour purple, SVM by black and neural 
network by red. This comparison is depicted in Fig. 27. The 
horizontal axis in this scenario represents the percentage of 
trained data in the dataset, while the vertical axis represents the 
F-Measure TN. Based on the diagram; the suggested method 
consistently outperforms other methods in terms of F-Measure 
TN across all evaluation points for the majority of the data. 

The performance of the suggested technique has been 
evaluated by comparing it with SVM, Neural Network, 
Correlation, Euclidean, Differential, and Block (8×8) 
Differential methods. The techniques are executed within the 
MATLAB simulation environment. The criteria of accuracy, 
precision, and sensitivity have been chosen for comparison and 
suggested for evaluating the approaches. The evaluation 
findings have been graphically shown and demonstrate that the 
suggested method outperforms previous methods in terms of 
accuracy, precision, sensitivity, and recall in all scenarios. 

Table IV presents a comparison of distinct datasets that 
utilise various approaches with fused segmented images. The 
image datasets undergo pre-processing using image fusion 
methodology and are subsequently segmented using U-Net. 
Conversely, the method of merging images is not employed; 
just the segmentation of images is performed. It is evident that 
the techniques employed with fused images yield output that is 
comparable to that of non-fused images. The image fusion 
approach involves combining images obtained from diverse 
sensors, which contain essential data, using various numerical 
models to get a unified composite image. 

 

Fig. 26. Accuracy TN diagram. 

 

Fig. 27. F-measure TN diagram. 
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TABLE IV. COMPARATIVE ANALYSIS OF DIFFERENT PARAMETERS IN TERMS OF BRAIN TISSUE REGION IDENTIFICATION AND CLASSIFICATION USING 

MULTIMODAL IMAGING METHODS 

Image Fusion 
Image Segmentation 

Method 

Classification 

Method 
Dataset Data Volume Data Class Accuracy (%) 

Non-Fused 

Image 
U-Net U-Net 

Brain tumour fig 

share 
3074 3 96.21 

Fused Image U-Net ResNet50 BraTS  2012 3074 3 95.34 

Fused Image U-Net U-Net BraTS  2018 3074 3 89.37 

Fused Image U-Net CNN BraTS  2018 3074 3 90.01 

Non-Fused 

Image 
U-Net U-Net BraTS  2012 3074 3 97.68 

Fused Image U-Net ResNet50 BraTS  2012 3074 3 88.69 

   Dataset Figshare 3074 3 98.71 
 

VI. CONCLUSION 

This article presents a neural network-based method for 
automatically detecting brain tumours. Various methodologies 
are being examined. The evaluation method presents the results 
based on accuracy, precision, and sensitivity. The initial step 
involves presenting the pre-processing outcomes, 
encompassing histogram equalisation, median filtering, edge 
detection, binarization, and identification of related pixels. 
Subsequently, the detection outcomes for 766 data points are 
presented, with 14 of them being displayed. Subsequently, the 
evaluation relationships are articulated with respect to 
accuracy, correctness, and evaluation standards. Ultimately, the 
evaluation outcomes for the positives and the evaluation 
outcomes for the negatives are disclosed. The simulation is 
conducted with 766 data points, and the assessment criteria are 
also assessed. The proposed strategy for improvement is the 
utilisation of deep learning, which has enhanced the 
effectiveness of the previous method. The accuracy of these is 
verified, and subsequently, the detection approach is 
established and compared to alternative methodologies. In 
future research, it is possible to employ optimisation methods 
like as genetic algorithms and colonial competition, among 
others, in the field of deep learning as alternatives to the 
modified neural network. 
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Abstract—With the promotion and development of Chinese 
painting and the advancement of photography technology, people 
can appreciate various types of Chinese paintings through image 
and other methods. However, Chinese painting images in 
low-light environments face the problem of extreme uneven 
brightness distribution. The currently proposed solutions for this 
problem are not sufficient. Therefore, this research proposes a 
brightness equalization algorithm for Chinese painting pigments 
in low-light environments based on region division. This 
algorithm also utilizes guided filtering for image denoising. In 
performance testing, the proposed method has a runtime of 16.63 
seconds under a scaling factor of 1 and a runtime of 8.37 seconds 
under a scaling factor of 0.1, which are the fastest among the 
compared algorithms. In simulation experiments, the brightness 
equalization value of the proposed method is 198.93, which is 
listed at the best among all the compared algorithms. This 
research provides a valuable research direction for the 
brightness equalization of Chinese painting pigments. 

Keywords—Chinese painting; low-light; region division; guided 
filtering; scaling factor 

I. INTRODUCTION 
In the process of promoting Chinese painting, pigments are 

one of the most visually impactful elements for viewers, as 
they directly determine the visual effects of the artwork [1]. 
However, due to the limitations of low-light environments, 
Chinese paintings in low-light scenes may face the problem of 
uneven pigment brightness, which affects the visibility and 
artistic quality of the artwork to some extent. A low-light 
environment refers to an environment with dim lighting or 
insufficient light sources [2]. In such environments, due to the 
scarcity and weakening of light, details in the image are 
difficult to display clearly, and the differences in pigment 
brightness become more pronounced. This significantly affects 
the appreciation of Chinese paintings by viewers. At present, 
the processing methods for low light images include image 
enhancement, noise removal, and multi frame image fusion, 
which can be divided into two approaches: hardware and 
software. However, the focus is mainly on software upgrades 
and improvements [3]. Due to the uneven lighting in the 
shooting environment, the brightness of captured images may 
be uneven, with some areas appearing too bright while others 
are too dark. Existing brightness equalization algorithms not 
only enhance the noise in the image but also have issues with 
inconsistent equalization across different regions [4].  

Therefore, this research proposes a brightness equalization 

algorithm for Chinese painting pigments in low-light 
environments based on region division. This study will 
provide reference and guidance for the application of 
region-based brightness equalization algorithms in the field of 
Chinese painting pigment brightness equalization and other 
related fields. The research is divided into five sections: an 
overview of the research in Section I, a review of domestic 
and foreign studies in Section II, a study on the algorithm's 
methodology in Section III, performance testing of the 
algorithm in Section IV, and a summary and outlook on the 
limitations of this research in Section V. 

II. LITERATURE REVIEW 
Researchers have focused on using image region division 

techniques to improve image enhancement methods. 
Matsuyama E proposed a segmentation method for chest 
X-ray images. This method can automatically remove the 
scapular region, mediastinal region, and diaphragm region 
from various chest X-ray images as the learning data for this 
method. The method uses a simple linear iterative clustering 
algorithm and local entropy filtering to generate an entropy 
map, which is then subjected to morphological operations to 
perform region segmentation on the lung image. The method 
was tested, and the results showed that it can remove 
non-pulmonary markings from the image and present clear 
X-ray images of the lungs [5]. Chen et al. found that the 
evaluation metrics of existing iris segmentation algorithms 
may be influenced by inaccurate localization of the Ground 
Truth image. Therefore, researchers proposed using a mask 
image segmented based on deep learning algorithms as a 
substitute for the Ground Truth image. Experimental results 
showed that the mask image segmented based on deep 
learning algorithms can completely replace the original 
Ground Truth image [6]. Cao et al. found that existing line art 
coloring methods can produce credible coloring results, but 
these methods are often affected by color bleeding issues. 
Therefore, researchers proposed an explicit segmentation 
fusion mechanism. Testing outcomes shows that the model can 
better fulfill the coloring instructions given by the user and 
can greatly alleviate the problem of color bleeding artifacts 
[7]. 

Image enhancement methods are applicable in various 
fields, and researchers have made many improvements to 
these methods. Tirumani et al. found that existing image 
enhancement methods have unstable effects on contrast and 
resolution enhancement. Therefore, researchers process the 
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resolution of the image, and then used auto optimization to 
enhance the resolution and brightness. Testing outcomes 
showed that this method can effectively and stably enhance 
the resolution and contrast of the image [8]. Xu et al. proposed 
a multi-scale fusion framework for low-light image 
enhancement. This framework first generates multiple 
artificially multi-exposure images using a mapping function, 
then combines exposure to create a weight map, and finally 
fuses different frequency bands of the image. Testing 
outcomes showed that this method outperforms existing 
algorithms in enhancing low-light images [9]. Lu et al. 
believed that the current image enhancement methods based 
on convolutional neural network models do not differentiate 
image features on different channels, which hinders the 
learning of hierarchical features. Therefore, researchers 
proposed a channel-split attention network that can analyze 
shallow features in a targeted manner by splitting them into 
residual and dense branches. Experimental results showed that 
this method exhibited excellent performance in both 
qualitative and quantitative evaluations [10]. 

In summary, although region division methods have been 
applied in multiple fields, their combination with image 
enhancement for brightness equalization of Chinese painting 
pigments is relatively rare. Therefore, this research proposes a 
brightness equalization algorithm for Chinese painting 
pigments in low-light environments based on region division, 
providing effective technical support for the promotion of 
Chinese painting. 

III. REGION-BASED BRIGHTNESS EQUALIZATION 
ALGORITHM FOR CHINESE PAINTING PIGMENTS IN LOW-LIGHT 

ENVIRONMENTS 
Chinese painting images in low-light environments often 

suffer from uneven lighting in the pigment display [11]. 
Traditional image brightness equalization algorithms have 
limitations in achieving sufficient brightness equalization and 
enhancing all local details [12]. To address this issue, this 
research proposes a region-based brightness equalization 
algorithm for Chinese painting pigments in low-light 
environments. This algorithm improves existing image 
enhancement algorithms and provides effective assistance in 
the refinement of image enhancement algorithms. 

A. Single-Frame Image Brightness Equalization 
Enhancement Method in Low-Light Environments 
Images in image processing come in various formats, 

including RGB, LAB, YUV, HSV, HIS, etc. The main image 
format studied in this research is HSV. In this research, the 
RGB image is first converted to the HSV image. In HSV, H 
represents the hue of the image, S represents the saturation, 
and V represents the value or brightness of the image. The 
advantage of the HSV format is that the color information of 
the image does not affect the brightness component, which 
ensures that the original colors of the image are preserved 
during brightness enhancement. The schematic diagram of an 
HSV image is shown in Fig. 1. 

In Fig. 1, a cone shape is hired to manifest the HSV color 
space, where the hue is determined by the rotation angle 
around the center of the cone, with each 120° representing a 

different color. The closer to the center of the cross-section, 
the less saturated the color is, and the closer to the apex of the 
cone, the weaker the brightness. The conversion of RGB to 
HSV is represented by Eq. (1). 

{ }max , ,V R G B=     (1) 
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Fig. 1. The schematic diagram of an HSV image. 

In Eq. (1), , ,R G B represent the three primary colors in the 
RGB color space, where R  means red, B  represents blue, 
and G  represents green. The converted S  value is 
represented by Eq. (2). 
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In Eq. (2), V  represents the value obtained from Eq. (1). 
The converted H  value is represented by Eq. (3). 
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In Eq. (3), R  represents the R  value in the RGB. The 
brightness of an HSV image is divided into different levels 
[13]. The average brightness range of the V channel is [0,1] . 
An empirical threshold thI  is set, and when the average 
brightness of an image is below this threshold, the image is 
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considered a high-brightness image. Therefore, the brightness 
range of high-brightness images is [ ,1]thI . For the 
enhancement of high-brightness images, the focus is mainly 
on enhancing the contrast [14]. Since the enhancement results 
of high-brightness images are similar to those of 
low-brightness images, this research converts high-brightness 
images to low-brightness images for enhancement and then 
converts them back to high-brightness images after 
enhancement [15]. The formula for obtaining the limited 
brightness image is represented by Eq. (4). 

lim
,

1 ,
v v th

v v th

I I I
I

I I I

 ≤= 
− >

   (4) 

In Eq. (4), limI  represents the limited brightness channel 
image, vI  represents the V  channel image extracted after 

converting from RGB to HSV, and vI  represents the average 
brightness of the V  channel image. The brightness region 
division of the image in this research is divided into four steps. 
The first step is the initial enhancement of the limited V  
channel image, and the enhancement formula is represented 
by Eq. (5). 

2 limlog (1 )F I= +     (5) 

In Eq. (5), limI  represents the limited V  channel image, 
and F  represents the image after initial enhancement. The 
region segmentation of the image in this research is divided 
into four steps. The second step is the binarization of the 
multi-scale image [16]. Two different binarization methods are 
used for the edges and region shapes of the image. The first 
binarization method first applies mean filtering to the image 
F  after initial enhancement to obtain the neighborhood mean 
value of each pixel. Then, the brightness value is divided by 
the neighborhood mean value, and the result is compared with 
the adaptive sensitivity factor T . Finally, the binarized V  
channel brightness image is obtained. The calculation process 
is represented by Eq. (6). 
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In Eq. (6), ( , )F x y  represents the brightness value of 
each pixel, and 1 1( , )s sF x y×  represents the neighborhood 
mean value. The second binarization method subtracts the 
mean filtering image from F , and then subtracts a constant 
C  to obtain the difference image smI . Then, based on the 
pixel values of I, binarization is performed to obtain a binary 
image containing texture boundaries. The calculation process 
is represented by Eq.  (7). 
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In Eq. (7), ( , )smI x y  represents the pixel values of the 
image smI . The second step of region image processing is 
fusion, which involves merging the two binarized images 
obtained earlier to create a new binary image. The fusion 
formula is shown in Eq. (8). 

_1 _ 2binary binary binaryF F F= ⊕    (8) 

In Eq. (8), ⊕  represents the logical AND operator. The 
third step is noise reduction using morphology. The fourth step 
is region segmentation. The specific operation involves first 
marking the boundaries of the denoised regions, and then 
dividing the image into multiple regions and assigning them 
numbers based on the marked content. The schematic diagram 
of image segmentation is shown in Fig. 2. 

In Fig. 2, the images from left to right are the original 
image, the two binarized images, the fused image obtained 
from the fusion calculation of the two binarized images, the 
denoised binary image, and the segmented image. Due to the 
significant brightness differences between different regions in 
images with uneven lighting, targeted brightness adjustment is 
needed [17]. The image is marked based on the different 
brightness levels in different regions, and the marking rule is 
shown in Eq. (9). 
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Fig. 2. Schematic diagram of image partitioning. 
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In Eq. (9), i  represents the index of the region, miniV  
represents the minimum brightness value in that region, and 

iV  represents the average brightness of that region. 

B. Image Brightness Equalization Enhancement Method 
Based on Region Denoising 
Denoising is an important step in image enhancement. 

Currently, there are various denoising methods, including 
bilateral filtering-based denoising, Gaussian filtering-based 
denoising, and linear guided filtering-based denoising [18]. 
The denoising method based on bilateral filtering is 
computationally complex and slow. The denoising method 
based on Gaussian filtering tends to blur the edges of the 
denoised image and result in unclear presentation of image 
details. The denoising method based on linear guided filtering 
produces clear edges in the denoised image without artifacts 
and has a faster computation speed. Therefore, in this research, 
the guided filtering method is used for image denoising. The 
workflow of the guided filtering denoising method is shown in 
Fig. 3. 

Guide I

Filtering output q

i i iq p n= −

i iq aI b= +
 

Fig. 3. Guiding the workflow of filtering and noise reduction methods. 

In Fig. 3, the workflow of guided filtering includes a 
guidance image I , an input image p , and an output image 
q . The guidance image can be pre-set based on different 
application scenarios, but it can also be replaced by the input 
image. The guided filtering principle is based on the premise 
assumption that a linear relationship exists between the 
guidance image and the output image. Assuming that in a 
window mω  centered at pixel m , q  is a linear 
transformation of I , the transformation formula is shown in 
Eq. (10). 

,i m i m mq a I b i ω= + ∀ ∈    (10) 

In Eq. (10), ma  and mb  represent the assumed linear 
invariant coefficients within the window mω , and mω  is a 
square window with a radius of r  centered at pixel m . To 
determine the values of ma  and mb , constraints need to be 
applied to the input image p , and the constraints are shown 
in Eq. (11). 

i i iq p n= −     (11) 

In Eq. (11), n  represents the excess information in q , 

where most of the irrelevant information is noise. The linear 
regression model established in window mω  is shown in Eq. 
(12). 
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In Eq. (12), ε  is a regularization parameter to constrain 
ma , and its solution is shown in Eq. (13). 
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In Eq. (13), 2
kσ  and km  represent the variance and 

mean of I  within window mω , ω  represents the number 

of pixels in mω , and 1

m

im
i

p p
ωω ∈

= ∑  represents the mean 

of p  within window mω . Since pixel i  is included in 
different mω , there will be multiple values of iq  in different 
windows. Therefore, Eq. (14) is used to determine the value of 

iq . 
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Due to the rotational symmetry property of the summation 
window, 

m i
m mm i i m

a a
ω ω∈ ∈

=∑ ∑  can be obtained. 

Therefore, Eq. (14) can also be written as Eq. (15). 

i ii iq a I b= +      (15) 

In Eq. (15), 1
i
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ωω ∈
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represent the mean of the calculated results of the linear 
coefficients for pixel i . The denoising effects of different 
denoising methods on the same image are shown in Fig. 4. 

In Fig. 4, Fig. 4(b) is the image after denoising with 
Gaussian filtering, Fig. 4(c) is the image after denoising with 
bilateral filtering, and Fig. 4(d) is the image after denoising 
with guided filtering. Fig. 4(a) is the original one. The image 
after denoising with Gaussian filtering appears darker in color 
and has unclear edges. The image after denoising with 
bilateral filtering has clear brightness edges. The image after 
denoising with guided filtering has clear brightness edges and 
the details in each region are smoothed, which better matches 
the actual lighting distribution [19]. In order to achieve better 
enhancement of the image, this research uses a 
two-dimensional gamma function to perform brightness 
correction on images with uneven lighting [20]. The formula 
for the two-dimensional gamma function is shown in Eq. (16). 
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Fig. 4. Noise reduction effect diagram. 

In Eq. (16), F  represents the preliminarily enhanced 
image after transformation, gI  represents the output 
enhanced image, M  represents the target mean, and 

( , )gI x y  represents the image after denoising with guided 

filtering. When ( , ) ( , )qM x y I x y> I, 1g < , indicating an 
increase in brightness for ( , )F x y ; otherwise, the brightness 
is reduced. The image obtained is further filtered using guided 
filtering with a radius of six and a regularization parameter of 
1 4e −  for denoising. Then, contrast-limited histogram 
equalization is applied to obtain the image cI , which is then 
weighted fused using the weighted fusion formula shown in 
Eq. (17). 

( ) 0.4
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I
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a
I a I b I else

b a

m
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In Eq. (17), a  represents the weighting coefficient for the 
output of contrast-limited histogram equalization, b  
represents the weighting coefficient for gI , and ( )vIm  
represents the mean brightness of the V  channel image of 
the original image. Finally, the outI  channel image, the H  
(hue) channel image HI  from the initial input image, and the 
S  (saturation) channel image SI  are combined to form an 
HSV image, which is then converted to the RGB format and 
output as the final RGB image. In summary, the workflow of 
the brightness equalization algorithm based on region division 
in low-light conditions is shown in Fig. 5. 

Start Input RGB image RGB→HSV Extracting V-channel 
images

( ) ?v thI Im >

1 vI−
Constructing 

Adaptive 
Target Mean

Guide filtering 
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Adaptive 
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Correction 
Image

( ) ?v thI Im >

1 vI− Guided 
filtering for 
denoising

Adaptive 
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Merge IH and ISHSV→RGB End

Y

N
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Fig. 5. Flow chart of brightness equalization algorithm for Chinese painting pigments in low illumination environments based on region division. 
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In Fig. 5, the first step is to input the original image in 
RGB format. The second step is to convert the original RGB 
image to the HSV format and extract the V channel image VI . 
The third step is to calculate the grayscale mean of image VI  
and determine if the mean is greater than a set empirical 
threshold thI . If the mean is less than thI , the mean remains 
unchanged. If the mean is greater than thI , the mean is 
inverted, resulting in a mean-limited grayscale image limI . 
The fourth step consists of three operations. The first 
operation is logarithmic transformation followed by 
binarization to obtain a binary image containing texture edges. 
Then, the binary image is segmented into regions. The second 
operation is 8-neighborhood mean filtering to obtain 
neighborhood information for each pixel. The third operation 
is denoising of the grayscale image limI  using guided 
filtering, resulting in an illumination map qI . The fifth step 
of the algorithm is to construct the target mean iM  for each 
region based on the brightness mean, minimum value, and 
image mean of the original input image within the regions 
segmented in the first operation of the fourth step. The sixth 
step is to perform gamma correction on the preliminarily 
enhanced image to achieve brightness correction, resulting in 
the image gI . The seventh step is to determine whether the 
inversion operation was performed in the third step. If 
inversion was performed, the image gI  is restored; if not, it 
remains unchanged. The eighth step is to denoise the image 

gI  using guided filtering to obtain the denoised image. The 
ninth step is to perform contrast-limited histogram 
equalization on gI  and then perform weighted fusion to 
obtain the corrected image outI . The final step is to combine 
the H and S channels back into the HSV color space, convert it 
to RGB format, and output the brightness equalized image. 

IV. PERFORMANCE ANALYSIS AND SIMULATION 
EXPERIMENT OF REGION-BASED IMAGE BRIGHTNESS 

EQUALIZATION ALGORITHM 

A. Performance Analysis of Region-based Image Brightness 
Equalization Algorithm 
The processor used for this performance test is an Intel(R) 

Core (TM) i9-13900HX CPU with a clock speed of 5.4GHz, 
16GB RAM, and a 64-bit operating system. The simulation 
software used is MATLAB R2022a. The images used in this 
experiment were obtained by continuously capturing 300 
frames of the same Chinese painting in a low-light indoor 
environment. Five frames were randomly selected from the 
300 frames of Chinese painting images and named Frame 1 to 
5. The information entropy and Structural Similarity (SSIM) 
of the images enhanced by different algorithms were 
compared. The comparison of information entropy is Table I. 

From Table Ⅰ, the original images information entropy is 
generally in the range of 4-6. After MSRCR processing, it is in 
the range of 5-7. After Dong processing, the information 
entropy is in the range of 6-8. After Zohair processing, the 
information entropy is in the range of 7-9. After processing 

with the proposed method, the information entropy of the 
images is in the range of 9-10. A higher information entropy 
value indicates more detailed information in the image. The 
images processed by the proposed algorithm in this study 
show significantly more detailed information compared to 
other algorithms. The comparison results of SSIM are shown 
in Table Ⅱ. 

TABLE I. INFORMATION ENTROPY 

Algorithm Frame 1 Frame 2 Frame 3 Frame 4 Frame 5 

Original drawing 4.63 5.55 5.16 4.86 5.03 

MSRCR 6.36 5.98 5.66 5.13 6.05 

Dong 7.32 6.98 7.55 6.77 7.09 

Zohair 7.53 8.25 7.86 8.03 7.33 

This study 9.56 9.43 9.36 9.78 9.89 

TABLE II. STRUCTURAL SIMILARITY COMPARISON RESULTS 

Algorithm Frame 1 Frame 2 Frame 3 Frame 4 Frame 5 

MSRCR 0.06 0.13 0.22 0.09 0.23 

Dong 0.23 0.15 0.09 0.21 0.26 

Zohair 0.22 0.26 0.19 0.23 0.25 

This study 0.30 0.34 0.29 0.36 0.35 

From Table Ⅱ, the SSIM of the images reinforced by 
MSRCR is in the range of 0.06-0.23. The SSIM of the images 
enhanced by Dong is in the range of 0.09-0.26. The SSIM of 
the images enhanced by Zohair is in the range of 0.19-0.26. 
The SSIM of the images enhanced by the proposed method in 
this study is in the range of 0.30-0.36. The SSIM of the images 
enhanced by the method is significantly higher than other 
algorithms, indicating that the details of the images preserved 
by the method are more complete and the enhancement effect 
is better compared to other algorithms. A comparison was 
made between the adaptive gamma brightness correction 
method used in the algorithm and the fixed parameter gamma 
correction method. The experimental results are shown in Fig. 
6. 
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Fig. 6. Comparison of different gamma brightness correction methods. 

In Fig. 6, from the experimental results, it can be observed 
that when the input images are in the range of 1-300 frames, 
the brightness fluctuation of the images corrected by the 
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improved adaptive gamma correction method in this study 
significantly decreases compared to the original images. On 
the other hand, the images corrected by the fixed parameter 
gamma correction method exhibit larger brightness 
fluctuations compared to the original images. The adaptive 
gamma correction method used in this study outputs a 
standard deviation of brightness of 31.861 10−× , while the 
original images have a brightness standard deviation of 

37.634 10−× , and the images corrected by the fixed parameter 
gamma correction method have a brightness standard 
deviation of 35.342 10−× . The standard deviation of 
brightness corrected by the adaptive gamma correction 
method is significantly lower than that of the original images 
and the fixed parameter gamma correction method. This study 
also compared the runtime of different algorithms at different 
scaling factors. The specific results are shown in Fig. 7.
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Fig. 7. Running time of different algorithms under different scaling coefficients. 

Fig. 7(a) represents the runtime of different algorithms 
with varying group numbers under a scaling factor of 1. It can 
be observed that under a scaling factor of 1, the runtime of all 
algorithms increases with the increase in group numbers. 
When the group number reaches 200, the proposed algorithm 
in this study has the shortest runtime among all algorithms, 
which is 16.63 seconds. Fig. 7(b) represents the runtime of 
different algorithms with varying group numbers under a 
scaling factor of 0.1. It can be seen that under a scaling factor 
of 0.1, the runtime of all algorithms is significantly shorter 
compared to the case of a scaling factor of 1. Among them, the 
proposed algorithm in this study has the shortest runtime 
among all group numbers, which is 8.37 seconds when the 
group number reaches 200. 

B. Simulation Experiment of Brightness Equalization 
Algorithm for Chinese Painting Images Based on Regional 
Division 
The comparison of the average brightness of Chinese 

painting pigments enhanced by different enhancement 
algorithms in low-light environments is shown in Fig. 8. 

In Fig. 8, the image enhanced by the MSRCR image 
enhancement algorithm has the lowest average brightness 
among the five algorithms, indicating that its brightness 
equalization processing is the worst among the five algorithms. 
The image enhanced by the Dong image enhancement 
algorithm has a lower average brightness and a slower growth 
rate. The image enhanced by the Zohair image enhancement 
algorithm has a higher average brightness and a faster growth 
rate. The image enhanced by the algorithm proposed maintains 
a high level of average brightness and has a fast growth rate. 
This study introduced the Peak Signal-to-Noise Ratio (PSNR) 
for evaluating the fidelity of the images. PSNR tests were 

conducted on different algorithms using the Brightening 
dataset and the LOL dataset, and the results are shown in Fig. 
9. 
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Fig. 8. Average brightness results of Chinese painting pigments in low 

illuminance environments with different enhancement algorithms for image 
enhancement. 

In Fig. 9, Fig. 9(a) shows the comparison of PSNR for 
different algorithms under the Brightening dataset. The PSNR 
of the MSRCR algorithm is close to that of the Dong 
algorithm, and both algorithms have large fluctuations. The 
PSNR of the Zohair algorithm is higher, and its fluctuations 
are more stable than the above two algorithms. The PSNR of 
the algorithm proposed is greater than the above three at bit 
rates ranging from 0 to 2000, and it has a fast growth rate. The 
maximum PSNR values for the four algorithms are obtained 
when the bit rate reaches 2000, which are 26.6db, 28.4db, 
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32.5db, and 37.6db, respectively. Fig. 9(b) shows the 
comparison of PSNR for different algorithms under the LOL 
dataset. Except for the method proposed, the PSNR of the 
other three algorithms fluctuates significantly under the LOL 
dataset. However, the maximum PSNR values for each 
algorithm are still obtained at a bit rate of 2000, which are 
28.2db, 32.6db, 35.8db, and 37.1db, respectively. The 
maximum PSNR for the four algorithms has improved under 
the LOL dataset. A comparison was made between the 
brightness histograms of the low-light Chinese painting 
images enhanced by different algorithms and the brightness 
histogram of the original Chinese painting image, and the 
results are shown in Fig. 10. 

In Fig. 10, Fig. 10(a) represents the brightness distribution 
histogram of the original low-light Chinese painting image. It 

can be seen that the high brightness region of the original 
image is concentrated in one area, and the brightness in other 
areas is at a lower level, indicating a highly uneven brightness 
distribution of the image. Fig. 10(b) represents the brightness 
distribution histogram after brightness equalization processing 
using the Zohair algorithm. It can be seen that the overall 
brightness of the image has significantly improved, but there 
are still some areas with low brightness values, indicating an 
uneven brightness distribution. Fig. 10(c) represents the 
brightness distribution histogram after brightness equalization 
processing using the algorithm proposed. The overall 
brightness of the image has significantly improved, and the 
brightness distribution is balanced in all parts, indicating that 
the proposed method can better perform brightness 
equalization processing on Chinese paintings captured in 
low-light environments. 
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Fig. 9. Comparison of PSNR under different datasets. 
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Fig. 10. Brightness histograms of low illuminance Chinese painting images enhanced by different algorithms. 
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V. CONCLUSION 
The uneven display of pigment brightness in low light 

environments in Chinese painting poses certain obstacles to 
the promotion of Chinese painting and the dissemination of 
Chinese culture. Image denoising and image enhancement are 
common methods for processing low light images. However, 
traditional image denoising methods such as mean filtering 
and bilateral filtering may lead to loss of image details and 
poor generalization performance [21]. Traditional image 
enhancement methods based on grayscale transformation, 
histogram equalization, and Retinex theory also suffer from 
poor visual effects, unsatisfactory enhancement effects, and 
loss of details [22-23]. In this context, in order to enhance low 
light images more effectively, a region-based brightness 
equalization algorithm for low-light Chinese paintings was 
proposed. The performance test tells that the image 
information entropy enhanced by the proposed method was 
between 9 and 10, higher than the 5-7 of MSRCR, the 6-8 of 
Dong, and the 7-9 of Zohair, reaching the highest value among 
all the compared algorithms. This indicates that the image 
processed by the proposed algorithm presents more detailed 
information compared to other algorithms. The SSIM 
(Structural Similarity Index) of the image enhanced by the 
proposed method was between 0.30 and 0.36, significantly 
higher than the 0.06-0.23 of MSRCR, the 0.09-0.26 of Dong, 
and the 0.19-0.26 of Zohair. This indicates that the details of 
the image preserved after enhancement using the proposed 
method are more complete compared to other algorithms, 
resulting in better enhancement effects. In the simulation 
experiment, the brightness distribution histograms of the 
images after brightness equalization processing using different 
algorithms were compared. The testing outcomes tells that 
overall brightness value of the image processed by the 
proposed method was significantly improved compared to the 
original image. The brightness values were roughly between 
1.51 and 2.0, indicating a more balanced distribution. This 
indicates that the proposed method can effectively perform 
brightness equalization processing for Chinese paintings in 
low-light environments. However, the proposed brightness 
equalization algorithm is easily affected by image brightness 
and noise when performing region partitioning, and it is 
implemented through simulation on the Matlab platform, 
which limits its runtime. Therefore, further research can 
explore better denoising methods for image preprocessing, 
algorithm optimization, and GPU acceleration. 
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Abstract—This research introduces a novel approach for 

improving the analysis of Structural Health Monitoring (SHM) 

data in civil engineering. SHM data, essential for assessing the 

integrity of infrastructures like bridges, often contains 

inaccuracies because of sensor errors, environmental factors, and 

transmission glitches. These inaccuracies can severely hinder 

identifying structural patterns, detecting damages, and 

evaluating overall conditions. Our method combines advanced 

techniques from machine learning, including dilated 

convolutional neural networks (CNNs), an enhanced differential 

equation (DE) model, and reinforcement learning (RL), to 

effectively identify and filter out these irregularities in SHM 

data. At the heart of our approach lies the use of CNNs, which 

extract key features from the SHM data. These features are then 

processed to classify the data accurately. We address the 

challenge of imbalanced datasets, common in SHM, through a 

RL-driven method that treats the training procedure as a 

sequence of choices, with the network learning to distinguish 

between less and more common data patterns. To further refine 

our method, we integrate a novel mutation operator within the 

DE framework. This operator identifies key clusters in the data, 

guiding the backpropagation process for more effective learning. 

Our approach was rigorously tested on a dataset from a large 

cable-stayed bridge in China, provided by the IPC-SHM 

community. The results of our experiments highlight the 

effectiveness of our approach, demonstrating an Accuracy of 

0.8601 and an F-measure of 0.8540, outperforming other 

methods compared in our study. This underscores the potential 

of our method in enhancing the accuracy and reliability of SHM 

data analysis in civil infrastructure monitoring. 

Keywords—Structural health monitoring; Anomaly detection; 

reinforcement learning; differential equation; imbalanced 

classification  

I. INTRODUCTION  

SHM is a key method for overseeing civil infrastructure, 
offering insights into structural loads, performance, responses, 
and future behavior predictions. SHM's widespread adoption 
has led to a significant increase in data generation; for 
example, China's Sutong Bridge, with its 785 sensors, produces 
2.5 TB of data annually [1, 2]. Analyzing this vast amount of 
SHM data is challenging due to various anomalies caused by 
sensor errors, system failures, environmental factors, and more. 
These issues, compounded by data from significant events like 
earthquakes or accidents, can jeopardize the accuracy of 
structural analysis and the predictive power of SHM systems 
[3]. 

Implementing sensor-driven SHM methods generates large 
amounts of sequential data, complicating manual analysis and 

anomaly detection. Variations in this data may result from 
diverse factors such as weather, vehicle overloads, accidents, 
or unexpected events. It is crucial to recognize that not all 
anomalies indicate structural issues; some may stem from 
sensor errors, calibration issues, noise, or transmission 
problems. To tackle these anomalies, solutions can be applied 
at both hardware and software levels. While hardware solutions 
like using wired data channels, extra sensors, or self-validating 
sensors are effective, they are often costly. Therefore, there is a 
growing preference for advanced data preprocessing 
techniques specifically designed for anomaly detection. 

SHM faces the challenge of data imbalance, where class 
instances vary significantly in number. To tackle this issue, two 
approaches are used: data-centric and algorithm-based. Data-
centric strategies, such as under-sampling, over-sampling, and 
hybrid methods, aim to balance class distribution. Notably, the 
synthetic minority oversampling technique (SMOTE) [4] 
creates new minority class instances by linear interpolation, 
while NearMiss [5] under-samples the majority class using a 
nearest neighbor algorithm. However, over-sampling can lead 
to overfitting, and under-sampling may lose critical 
information. Algorithmic approaches focus on emphasizing the 
underrepresented class. These include modifying ensemble 
learning, altering decision thresholds, and employing cost-
sensitive learning strategies. Cost-sensitive methods treat 
classification as cost minimization, assigning higher 
misclassification costs to minority cases. Ensemble methods 
combine multiple classifiers for a final decision, and threshold 
adjustment methods tweak the decision threshold during 
testing. These techniques aim to effectively balance accuracy 
and information retention in SHM data classification [6]. 

Furthermore, the incorporation of deep learning 
methodologies can serve as an avenue to address the challenge 
of imbalanced classification [7, 8]. Deep Reinforcement 
Learning (DRL) emerges as a promising solution to handle 
imbalanced data due to its distinct attributes. By employing a 
reward mechanism, DRL can assign augmented importance to 
the minority class, either by imposing stricter penalties for 
misclassifying instances from the minority class or by offering 
greater rewards for accurately identifying them. This approach 
actively counters the bias that conventional techniques display 
towards the majority class. The advantages of DRL extend 
beyond the mere balancing of class distribution. It also enriches 
the visibility of crucial patterns, particularly those associated 
with the minority class, by effectively filtering out noisy data. 
DRL's ability to unearth significant yet often overlooked 
features within the data contributes to the development of a 
more robust and efficient model [9]. 
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The initial weight configuration in neural networks is 
crucial for training in SHM prediction. Traditional training, 
often using gradient-driven algorithms like backpropagation, 
typically starts with randomly assigned weights. However, the 
initial weight selection greatly impacts the training's efficiency 
and outcome. Careful consideration of the initialization 
strategy is essential for effective training and accurate SHM 
prediction. One effective approach is population-based 
training, where the best solution from a range of generated 
models is chosen as the starting point for the neural network. 
This method helps avoid the common issue of getting stuck in 
local optima, prevalent in standard training methods. Notably, 
simple evolutionary algorithms have shown effectiveness on 
par with stochastic gradient descent in neural network training 
[10].  

DE [11] is a popular population-based optimization 
algorithm widely used in solving optimization problems, 
particularly effective for weight initialization in machine 
learning. DE offers several advantages: it ensures a broad 
exploration of the solution space, preventing entrapment in 
local optima and leading to better weight configurations. It 
updates weights iteratively based on the difference between 
current and target solutions, promoting faster convergence and 
improved performance. DE is also resilient to noise in fitness 
assessments, adeptly handling data uncertainties during weight 
initialization and providing stable initial weight settings. 
Furthermore, DE's flexibility and adjustability in weight 
initialization permit tailoring to particular problem areas, like 
establishing weight limits or integrating previous insights. This 
versatility improves DE's capability to initiate weights that are 
aptly matched to the distinct learning challenges being 
addressed. 

This study investigates a novel approach combining a RL-
based training algorithm with an advanced DE technique, 
specifically designed for SHM of bridges. It focuses on 
detecting anomalies in time-series sensor data from a major 
cable-stayed bridge in China. The data is divided into seven 
categories: normal, trend, square, missing, minor, drift, and 
outlier, with 'normal' being the most frequent. To overcome the 
issue of class imbalance in the dataset, the research introduces 
a framework that treats classification as a series of strategic 
decisions. In each iteration, an agent assesses a training sample 
(environmental state) and makes classification decisions, 
earning rewards or penalties based on the outcome. Classes 
with fewer samples are assigned higher rewards, encouraging 
accurate identification of less common anomalies. 
Additionally, the study integrates a unique mutation operator 
based on clustering principles within the DE framework to 
improve the backpropagation (BP) process. This operator 
identifies dominant clusters in the DE population and 
implements a novel approach for creating potential solutions. 
The key contributions of this research lie in its innovative 
approach to class imbalance, decision-making process in 
classification, and enhanced training methodology through 
integrating RL, DE, and BP processes: 

1) We present an innovative RL-based method specifically 

designed to address the inherent challenges of imbalanced 

classification in SHM. 

2) The approach integrates a unique reward system that 

reinforces accurate decisions while penalizing incorrect ones. 

By allocating enhanced rewards to the less represented class, 

we directly address the challenge of data skewness, 

encouraging the algorithm to appropriately focus on lesser-

known data. This strategic maneuver contributes to a more fair 

and balanced classification procedure. 

3) To extract deeper insights from images and refine the 

classification decision-making process, we employ a fusion of 

CNN models. This approach enhances the representation of 

features, resulting in improved accuracy and robustness in 

classification efforts. 

4) We have developed an enhanced DE algorithm to 

initialize weights in the proposed model efficiently. This tactic 

aids in identifying a promising region for initiating the BP 

algorithm within the model. 

The structure of this document is as follows: Section II 
details a review of relevant literature, and Section III provides 
an overview of the key dataset utilized in this study. Section IV 
delves into the proposed strategy, elucidating the core 
methodology in depth. Section V unfolds the empirical 
outcomes and their subsequent dissection. Concluding 
observations and potential avenues for future inquiry are 
encapsulated in Section VI. 

II. LITERATURE REVIEW  

Artificial Intelligence (AI) techniques bring forth the 
capability to uncover patterns within time-series data with no 
prior comprehension of the underlying structural architecture. 
These methodologies involve exploring either the time or 
frequency domain of the data, extracting pertinent 
characteristics through statistical evaluations, or employing 
signal processing tools like the Fourier and wavelet transforms, 
as well as the Hilbert-Huang and Shapelet transforms. On the 
other hand, deep learning (DL) algorithms possess the ability 
to autonomously extract significant attributes by interpreting 
time-frequency data as visual inputs within a CNN framework. 
However, it is important to acknowledge that DL-centric 
approaches, while potent, demand substantial computational 
resources and cause meticulous fine-tuning of hyperparameters 
[12]. 

In order to tackle irregularities within SHM data, Pan et al. 
[13] presented an approach rooted in transfer learning. They 
employed a deep neural network to discern and rectify aberrant 
data, enhancing the accuracy of bridge evaluations. Samudra et 
al. [12] devised a comprehensible framework rooted in 
decision trees, employing random forest classifiers to 
categorize acceleration data in the realm of SHM. This 
approach, boasting a remarkable 98% accuracy, emerges as an 
economically viable avenue for gauging infrastructure state. Li 
et al. [14] outlined a strategy to elevate the efficacy of anomaly 
detection within bridge SHM systems. Employing strategies 
like data augmentation, feature dimension reduction, and a 
two-stage deep convolutional neural network, they achieved an 
elevated level of recognition accuracy.  Tang et al. [3] 
presented an innovative anomaly detection method catering to 
SHM, employing a CNN that transforms time series data into 
visual representations. This approach achieves precise 

https://onlinelibrary.wiley.com/authored-by/Tang/Zhiyi
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identification of diverse pattern anomalies, scaling effectively 
and bolstering accuracy. Ye et al. [15] proposed a technique 
rooted in deep learning for identifying data anomalies within 
SHM systems. By deploying time-frequency analysis and 
CNNs, they translated SHM data into RGB images, 
subsequently classified through a Google network. Green et al. 
[16] introduced a new way to use Bayesian techniques in the 
analysis of inclinometer data for SHM. This method allows for 
the detection of anomalies, forecasting, and quantifying 
uncertainties, leading to better risk assessment and cost 
reduction. 

Moreover, the framework has the potential to be applied in 
various engineering fields beyond inclinometers. Boccagna et 
al. [17] suggested an AI approach for monitoring structural 
health in almost real-time, using unsupervised deep learning. 
By preprocessing data and utilizing artificial neural network 
autoencoders, the technique effectively identifies anomalies, 
surpassing current methods and demonstrating encouraging 
outcomes. Lei et al. [18] proposed a residual attention network 
(RAN) to detect abnormal data in measured structures. The 
RAN incorporates attention mechanisms and residual learning 
to enhance classification accuracy and efficiency. It achieved 
exceptional performance and generalization on datasets from 
an arch bridge and a cable-stayed bridge, surpassing existing 
models in terms of multi-classification and accuracy. Yang and 
Nagarajaiah [19] introduced a principled, independent 
component analysis approach to reduce faulty data during data 
transmission; then, they achieved reliable data transfer and 
image restoration using compression sensing methods [20]. 
Yang and Nagarajaiah [21] employed the principal component 
pursuit method to detect and minimize burst noise in ambient 
vibration response. They also introduced a data management 
and processing framework based on sparsity rank and low-rank 
techniques. Park et al. [22] utilized transmission errors and 
ensemble empirical mode decomposition to identify anomalies 
such as gear teeth spalls and cracks in rotating machinery. 

III. DATASET DESCRIPTION 

In this study, our primary focus centers on the detection of 
specific deviations - including trends, squares, omissions, 
minor variances, drifts, and outlier - within the acceleration 
time series derived from a lengthy cable-stayed bridge in 
China. The IPC-SHM community [23] provides access to 
curated data from this bridge. An overview of these anomalies, 

distilled from the bridge's measured data, is concisely 
summarized in Table I. 

Besides the irregularities mentioned, it is vital to 
acknowledge that acceleration sensors, particularly those 
affixed to structures with potential vulnerabilities, adeptly 
detect a broad range of atypical patterns. These include offsets, 
characterized by sudden, noticeable jumps in response, and 
gains, marked by a slow, consistent increase in response over 
time. Furthermore, the sensors can identify precision 
deterioration, where the response shows erratic fluctuations, 
and complete failures, which result in a response akin to the 
randomness of white noise in the frequency domain. 
Recognizing and interpreting these additional types of 
deviations are crucial for comprehensive structural health 
monitoring, as they can provide early warning signs of more 
significant issues or impending failures. 

The dataset under study contains a thorough record of 
acceleration data over a month, meticulously gathered from 38 
strategically placed accelerometers across the bridge. For 
detailed analysis, this data is segmented into individual hourly 
time series, leading to an extensive collection of 28,272 such 
series. This figure is calculated considering the number of 
sensors, the days in the month, and the daily time cycle. Given 
that the accelerometers recorded at a rate of 20 Hz, the total 
data volume reaches an astonishing          data points, a 
multiplication of the number of time series, seconds in an hour, 
and the sampling rate. This vast dataset offers a rich source for 
in-depth analysis, allowing for the examination of minute 
changes and patterns over time, providing a comprehensive 
understanding of the bridge's dynamic behavior under various 
conditions. 

The subsequent classification task systematically organizes 
these 28,272 time series responses into seven distinct 
categories. This includes the ‘normal’ set and six other types of 
anomalies: trend, square, missing, minor, drift, and outlier. A 
detailed chart in Table I itemizes the precise distribution of 
time series across each category within this dataset. This 
categorization is crucial for identifying the predominant 
anomalies and understanding their relative occurrences. It aids 
in developing targeted strategies for monitoring and 
maintenance, ensuring focused attention on the most critical or 
frequently occurring issues, enhancing the overall efficiency 
and effectiveness of the structural health monitoring process. 

TABLE I. DESCRIPTION OF THE ANOMALIES 

Class Description Count 

Normal 
The time-domain response showcases balance, while multiple resonance peaks can be observed in the frequency-domain 
response. 

13575 

Trend 
A discernible trajectory is apparent in the time-domain response, and a distinctive peak value is identified in the frequency-

domain response. 
5778 

Square The time-domain response mirrors a square wave. 2996 

Missing The bulk of the time-domain response is absent. 2942 

Minor Compared to standard category data, the time-domain response exhibits a notably reduced magnitude. 1775 

Drift The time-domain response varies unpredictably, either exhibiting arbitrary shifts or increasingly diverging over time. 679 

Outlier The time-domain response contains singular or multiple pronounced protrusions. 527 

https://scholar.google.com/citations?user=AkAU6vkAAAAJ&hl=en&oi=sra
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IV. MODEL ARCHITECTURE 

Fig. 1 illustrates the intricacies of our innovatively 
developed model, meticulously engineered to boost the 
efficiency of anomaly detection. This model is specifically 
tailored to tackle issues like uneven distribution of classes and 
the critical importance of accurately setting initial weights. By 
integrating the DE algorithm with PPO, our model adeptly 
circumvents common hurdles encountered in standard models. 

Conventional methods often miss a systematic strategy for 
establishing initial weights, resulting in reduced learning 
speeds and a propensity to settle on less-than-ideal outcomes. 
Our technique leverages DE to provide a diverse spectrum of 
initial weights. This variety helps the model to bypass smaller 
optima and more efficiently converge on more comprehensive 
solutions. Expanding on this, the utilization of DE in our 
method is not just about broadening the range of initial 
weights, but also about introducing a dynamic and adaptive 
way of initializing these weights. This adaptability is crucial in 
complex models where the landscape of solutions is vast and 
varied. By starting from a more helpful position in the solution 
space, our method enhances the model’s ability to navigate 

through this landscape, leading to quicker and more effective 
convergence. Furthermore, this approach also contributes to the 
robustness of the model, making it less susceptible to the 
challenges posed by different data distributions and 
complexities inherent in various learning tasks. Our method 
does not just improve the efficiency of the learning process, but 
also broadens its applicability and effectiveness across a range 
of scenarios. 

Additionally, the RL element in our framework is 
thoughtfully structured to significantly favor the accurate 
identification of the minority class, underscoring these crucial 
predictions. This represents a significant advancement over 
conventional supervised learning approaches, which often 
struggle with insufficient data representation across various 
classes. The dynamic nature of policy learning in RL 
encourages a fairer approach to decision-making, leading to 
enhanced strategies for identifying underrepresented 
categories. The flexibility of RL in our setup sets it apart from 
orthodox methodologies, equipping it with the essential 
capabilities to efficiently address the typical challenges found 
in conventional classification techniques employed in anomaly 
detection. 

 

Fig. 1. Our model pipeline encompasses a sequence of procedures. 

A. Pre-training Phase 

Deep models depend heavily on the initialization of deep 
network weights. If the initial values are not accurate, it can 
lead to convergence issues in the model. The first stage in this 
paper is to set the CNN and feed-forward neural network 
weights. We offer a more effective DE approach, which 

incorporates the power of a clustering technique and an 
innovative fitness function to optimize its performance. In our 
improved DE algorithm, we utilize a mutation and updating 
scheme based on clustering to enhance the optimization 
performance. Complex architectures rely significantly on the 
initial setup of deep network parameters. Inaccurate starting 
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points may cause the model to struggle with convergence. The 
initial step in our study involves configuring the weights for the 
CNN and the feed-forward neural networks. We propose an 
enhanced DE method that integrates the effectiveness of a 
clustering algorithm and a novel fitness function to boost its 
efficiency. In our refined DE technique, we employ a mutation 
and refresh strategy centered on clustering to improve the 
optimization process. Extending this, our approach takes into 
account the intricacies of deep learning architectures, ensuring 
that the weight initialization is not only randomly, but 
strategically influenced by the underlying data structure. The 
clustering-based mutation strategy allows for a more targeted 
and data-driven adjustment of weights, which is particularly 
useful in navigating the high-dimensional spaces typical in 
deep learning. This method aids in avoiding local minima and 
accelerates the convergence of the model. 

The mutation mechanism, influenced by studies referenced 
in [24], identifies a promising region in the exploration 
domain. Employing the k-means clustering technique, the 
existing group P is segregated into k segments, each 
representing a unique portion of the exploration zone. A 

random integer chosen from the interval    √   dictates the 
cluster count. The cluster deemed most optimal possesses the 
lowest mean fitness value across its gathered samples post-
clustering. Expanding on this, our method enhances the search 
strategy within the algorithm. By dividing the population into 
clusters, we can pinpoint specific regions in the search space 
that hold potential for better solutions. This clustering not only 
focuses the search but also adds a layer of precision in 
identifying promising areas, thereby increasing the efficiency 
of the mutation process. Additionally, the number of clusters is 
dynamically determined based on the population size, allowing 
for a flexible and adaptable approach to clustering. This 
adaptability is crucial in dealing with diverse problems and 
varying sizes of search spaces. The concept of assessing the 
perfection of a cluster based on its average fitness introduces a 
competitive element among the clusters, driving the algorithm 
to favor areas of the search space that show higher potential for 
optimal solutions. Furthermore, our approach refines the 
selection process within each cluster. After identifying the 
most optimal cluster, we focus on fine-tuning the solutions 
within this cluster, leveraging the collective intelligence of the 
group. This targeted mutation within the most promising 
cluster ensures the algorithm does not just wander aimlessly 
across the entire search space but makes informed, strategic 
moves towards areas more likely to yield superior results. 

The clustering-based approach outlines the proposed 
mutation: 

  
   ⃗⃗ ⃗⃗ ⃗⃗  ⃗       ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗       ⃗⃗ ⃗⃗  ⃗     ⃗⃗ ⃗⃗  ⃗   (1) 

where,    ⃗⃗ ⃗⃗  ⃗  and    ⃗⃗ ⃗⃗  ⃗  represent two candidate solutions 

randomly selected from the current population while     ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗ 
corresponds to the best solution within the promising region. It 
is important to note that     ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗ may not be the best solution for 

the entire population. 

Following the creation of M new solutions via mutation 
grounded in clustering, the current population undergoes an 
update under GPBA [25]. The GPBA is an innovative 

optimization approach that meticulously navigates through the 
search space, assessing the effectiveness of solutions against a 
series of established patterns. In practical application, GPBA 
changes the population by meticulously choosing and 
substituting individuals according to their performance 
indicators. By employing these patterns as navigational aids, 
GPBA refines its quest for the best solutions, often resulting in 
a more streamlined and efficient path to the global optimum. 
This method’s real strength lies in its structured approach to the 
exploration of the search space. By using gradient patterns, the 
algorithm can intelligently predict the direction in which 
improvements can be made, rather than relying on random or 
exhaustive search methods. This predictive capability is helpful 
in complex optimization scenarios, characterized by vast 
search spaces and elusive optimal solutions. It allows the 
algorithm to bypass fewer promising regions of the search 
space, focusing its efforts on areas more likely to yield fruitful 
results. Furthermore, the GPBA’s adaptability to different 
optimization problems adds to its versatility. Whether the task 
involves continuous or discrete variables, linear or non-linear 
relationships, the GPBA can be tailored to suit the specific 
characteristics of the problem. This adaptability is achieved 
through the customization of its pattern-based search 
mechanisms, which can suit various problem structures and 
complexities. Besides its efficiency in finding solutions, the 
GPBA also offers improved computational speed compared to 
more traditional optimization methods. This is beneficial in 
real-time applications or scenarios where time is a critical 
factor. The algorithm’s ability to quickly converge to an 
optimal solution without sacrificing accuracy makes it an 
attractive choice for a wide range of optimization tasks. 

The process unfolds as follows: 

 Selection: To initiate the algorithm, generate k random 
individuals that will function as the initial points. 

 Generation: Produce a set of   solutions using 

mutation based on clustering and denote it as     . 

 Replacement: Choose   solutions randomly from the 
current population to form set  . 

 Update: Select the top M solutions from the combined 

groups       and B to create a new group   . The 
refreshed population is derived by merging members of 
set P not included in B with those from set    (   
          

B. DRL 

DRL stands as a formidable approach in the domain of 
deep learning. Within this framework, an intelligent agent 
engages dynamically with its environment, aiming to maximize 
its cumulative rewards. This flexible and adaptive learning 
mechanism empowers the agent to make a series of decisions, 
often in the face of uncertainty, which has profound 
applications across a wide spectrum of domains, including but 
not limited to robotics, healthcare, and finance [26]. The 
prowess of DRL becomes evident in tasks that require 
sequential decision-making and the ability to adapt to 
unforeseen and evolving circumstances. Its capacity to handle 
complex activities that unfold over time, adjusting its strategies 
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and responses as needed, underscores its versatility and broad 
applicability in addressing real-world challenges. DRL’s ability 
to learn from interactions with the environment, optimize 
decision-making processes, and navigate through dynamic 
scenarios positions it as a valuable tool for a wide range of 
applications, making it a compelling area of research and 
development in artificial intelligence. 

In categorization-related tasks, a major challenge lies in 
handling datasets with imbalanced distributions, where one 
category is markedly more dominant than others. This 
disproportion might cause skewed educational outcomes, as 
standard classification approaches often lean towards the 
predominant group, leading to subpar identification of the less 
represented categories. Under such conditions, DRL stands out 
as a superior strategy for educating neural networks over 
conventional approaches. DRL addresses the problem of 
lopsided categorization by employing a system based on 
rewards [27]. Through carefully allocating incentives, it shifts 
the agent's attention towards instances belonging to the 
underrepresented categories, thus improving the detection of 
these rarer classes. The reward-centric model of DRL promotes 
a comprehensive decision-making process, prioritizing the 
discovery and classification of rare events or infrequently 
occurring categories. 

In the realm of DRL, the primary goal of the agent is to 
select actions that optimize prospective benefits. The 
aggregation of rewards for forthcoming situations, symbolized 
by the reward value, gradually decreases over time, influenced 
by the discount rate γ, as illustrated in Eq. (2). In this formula, 
T corresponds to the concluding time-step of an episode [28]. 

   ∑       
         (2) 

where,    represents the cumulative reward starting from 
time  , and     denotes the reward received at time   . Q-
values, representing the quality of state-action interactions, 
denote the anticipated outcome of policy   upon executing 
action   within state  . This is computed as depicted in Eq. (3). 

                           (3) 

The most optimal action-value function, represented as the 
highest anticipated reward among all approaches after 
witnessing state   and performing action  , is calculated as 
depicted in Eq. (4). 

                               (4) 

The function carries out the Bellman equation [29], which 
states that the supreme anticipated outcome for a particular 
maneuver is the sum of the benefits from the present maneuver 
and the utmost anticipated outcome from forthcoming 
maneuvers in the next instance. This concept is exemplified in 
Eq. (5). 

       =                                (5) 

The computation of the ideal action-value function is 
methodically executed using the Bellman equation, as 
illustrated in Eq. (6). 

         =               
                 (6) 

During the learning stage, as the network experiences state 
 , it generates a state-specific action. Subsequently, the system 
provides a reward r and transitions to the next state   . These 
components are combined into a set           , subsequently 
stored in memory M. Groups of such sets, termed Batches B, 
are selected for performing gradient descent. The method for 
calculating loss is detailed in Eq. (7). 

      =∑              
 

               (7) 

Here, θ symbolizes the model's weights, while   indicates 
the approximated objective for the Q function, evaluated as the 
summation of the reward linked with the state-action pair and 
the reduced maximum Q value in future instances, as 
illustrated in Eq. (8). 

                           (8) 

It is important to recognize that the Q value assigned to the 
terminal state is initialized at zero. The gradient's magnitude 
for the loss function during the i-th iteration is ascertainable 
through Eq. (9). 

   
        ∑                 

                         

(9) 

Through the execution of a gradient descent iteration on the 
loss function, adjustments are made to the model’s weights 
under Eq. (10). This modification endeavors to lessen the 
discrepancy, where α denotes the learning rate dictating the 
extent of advancement within the optimization procedure. 

    =       
            (10) 

1) Problem formulation: Within this paper, the 

application of the RL algorithm is directed towards the field of 

SHM. The ensuing explanation delineates the method’s 

functioning and interpreting each component: 

 State   : This matches the image captured at the 
temporal interval t. Here, an image refers to a graphical 
representation of the time series data. This image is 
composed of plots or graphs that visually depict the 
various anomalies identified in the acceleration time 
series of the bridge. 

 Action   : The categorization executed on the image is 
regarded as an action. This signifies a choice carried out 
by the network, grounded in its prevailing 
comprehension of the objective. 

 Action   : A reward is furnished for every 
categorization, designed to steer the network towards 
accurate categorization. The formulation of this 
remuneration process is expressed as: 

             {

                   

                    

                   

                    

  (11) 

In this context,    {      } , and 
   {                                        }  
indicates the minority classes. Accurate or erroneous 
classification of a case from the prevalent category leads to an 
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incentive or penalty of +λ or -λ, respectively. This outlined 
method compels the network to focus on accurately identifying 
instances from the less frequent class by allocating a higher 
absolute value to the reward. Concurrently, the incorporation 
of the normal class and the flexible reward parameter within 
the range of 0<λ<1 adds complexity to the reward scheme. 
This allows for refined adjustment of the network's focus 
between the more and less prevalent classes. 

V. EMPIRICAL EVALUATION 

In the meticulous assessment stage, a detailed and 
exhaustive analysis was carried out, contrasting our suggested 
model with six distinct deep-learning contenders, namely 
TransAnoNet [13], AnoSegNet [14], WaveletCNN [15], GAN-
VAE [30], CNN-MIAD [31], and VibroCNN. This evaluation 
aimed to provide an all-encompassing insight into the strengths 
of our model vis-à-vis established methods. Moreover, we 
delved into different versions of our model by introducing 
three alternative variants for evaluation. The initial variant, 
termed "Proposed without dilated convolution," was based on a 
similar foundational architecture to our original model, yet did 
not incorporate dilated convolution. The subsequent variant, 
designated as "Proposed without RL," excluded the 
reinforcement learning component from the classification 
procedure. The third altered version, named "Proposed without 
DE," employed random initialization for the weights. We 
appraised these models using standard performance indicators, 
focusing specifically on measures like the F-measure and the 
geometric mean due to their proven effectiveness in tackling 
imbalanced datasets. The findings, detailed in Table II, 
resoundingly affirm the preeminence of our proposed model 
over all competing models, including those previously 
recognized as industry standards like AnoSegNet and 
TransAnoNet. Across every evaluative criterion, our model 
demonstrated consistent superiority over its rivals. Noteworthy 
accomplishments involve a marked error reduction exceeding 
9% in the F-measure and surpassing 8% in the G-means 
indices. These notable advancements highlight the efficacy of 
our model in surmounting the difficulties associated with 
imbalanced datasets and its adeptness at furnishing more 
accurate forecasts. In juxtaposing our model with the modified 
iterations "Proposed without dilated convolution," "Proposed 
without RL," and "Proposed without DE," the indispensability 

of incorporating dilated convolution, RL, and DE methods 
becomes clear. Our model manifested a notable error rate 
reduction, approximately 5.35%, in comparison to its 
counterparts. This outcome accentuates the critical impact that 
the amalgamation of dilated convolution, RL, and DE 
strategies has in boosting the model's performance, thus 
solidifying their role as catalysts in the evolution of deep 
learning models. 

In Fig. 2, we present the receiver operating characteristic 
(ROC) curves corresponding to the methodologies outlined in 
Table II. The area under the curve (AUC) serves as a pivotal 
metric for quantifying the performance of classifiers. An AUC 
score of 1 signifies impeccable discrimination ability, while a 
score of 0.5 suggests performance no better than random 
guessing. 

It is worth highlighting that our proposed model emerges as 
the leader in this analysis, boasting a notable AUC value of 
0.60. This solid outcome highlights its remarkable proficiency 
in accurately differentiating between favorable and unfavorable 
results, reinforcing the credibility of our approach as a potent 
predictive tool. Additionally, the "Proposed without RL" 
approach also demonstrates strong performance, achieving an 
AUC of 0.57, further affirming its ability to discern between 
positive and negative instances. In contrast, WaveletCNN and 
TransAnoNet, which achieve AUC scores of 0.46 and 0.49, 
respectively, offer less impressive performance. VibroCNN, 
GAN-VAE, and CNN-MIAD display even less favorable 
outcomes, with AUC values ranging from 0.43 to 0.45. 
Particularly, VibroCNN's meager AUC of 0.43, only slightly 
surpassing random chance, highlights its underwhelming 
performance. The ROC analysis vividly illustrates the varying 
degrees of performance among the evaluated methodologies. 
The exceptional predictive prowess demonstrated by our 
proposed method, whether in its standalone form or when 
coupled with RL, underscores the potency of our approach. 
Furthermore, it establishes a robust foundation for future 
enhancements and promising applications in the realm of 
predictive modeling, charting a path toward even more 
effective methodologies in the prediction domain. This 
remarkable performance positions our model as a key player in 
the field of predictive analytics. 

TABLE II. EFFICIENCY INDICATORS OF THE SUGGESTED SYSTEM COMPARED TO RIVAL ADVANCED NETWORKS FOR SHM 

 Accuracy F-measure G-means 

TransAnoNet 0.8104±0.0156 0.7802±0.1053 0.8102±0.0203 

AnoSegNet 0.8001±0.2156 0.7371±0.0268 0.7902±0.1236 

WaveletCNN 0.8005±0.2130 0.7202±0.0268 0.7906±0.2156 

GAN-VAE 0.6801±0.0526 0.5402±0.1236 0.6405±0.0256 

CNN-MIAD 0.7703±0.1563 0.6602±0.1036 0.7403±0.1265 

VibroCNN 0.6704±0.0501 0.5501±0.0652 0.6462±0.0052 

Proposed without dilated convolution 0.7904 ± 0.0517 0.7615 ± 0.1623 0.8014 ± 0.3622 

Proposed without RL 0.8315 ± 0.0243 0.8200 ± 0.0417 0.8315 ± 0.0621 

Proposed without DE 0.8425 ± 0.0123 0.8345 ± 0.0120 0.8436 ± 0.0505 

Proposed 0.8601 ± 0.0384 0.8540 ± 0.0297 0.8760 ± 0.0123 
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Fig. 2. AUC chart for the suggested approach and alternative comparative techniques. 

Fig. 3 showcases the confusion matrices for the proposed 
model, providing a detailed representation of its classification 
performance across different categories. From the matrix, we 
can observe the number of correct predictions (true positives) 
along the diagonal for each class, which are as follows: 13,271 
for ‘Normal’, 5,363 for ‘Trend’, 2,608 for ‘Square’, 2,750 for 
‘Missing’, 1,571 for ‘Minor’, 539 for ‘Drift’, and 409 for 
‘Outlier’. These figures suggest the model is most proficient at 
identifying the ‘Normal’ class and least proficient at 
identifying ‘Outlier’ instances, which could be because of their 
lower occurrence in the dataset. The off-diagonal numbers 
represent the instances where the model misclassified the 
inputs. For example, there are 76 instances where ‘Normal’ 
was incorrectly classified as ‘Missing’, and 80 instances where 
‘Square’ was mislabeled as ‘Normal’. Such misclassifications 
can diagnose and improve the model’s performance, possibly 
by providing it with more representative training data or 
refining its feature detection capabilities. 

Fig. 4 illustrates the evolution of error dynamics within the 
proposed model across 500 epochs. Commencing at an initial 
value of 12, the error undergoes a consistent descent as epochs 
unfold. This sustained decline signifies the model's progressive 

learning and enhancement of its predictive capabilities over 
time. It is significant to observe that the most pronounced 
decrease in error happens during the early training stages, 
slowly leveling off as the number of epochs increases. This 
trend indicates that with ongoing training, the rate of error 
reduction lessens, signifying a point where further error 
minimization from extended training becomes less impactful. 
Near the 425th epoch, a clear steadying of the error rate is 
observed, consistently hovering around a value of 
approximately 4.2962 in subsequent epochs. This leveling off 
of error rates suggests that continued training beyond this 
juncture is unlikely to result in notable enhancements in the 
model's forecasting accuracy. This stage may signal that the 
model has attained a state of convergence, reaching an 
accuracy level where additional fine-tuning might not bring 
considerable improvements. Alternatively, this stabilization 
could also suggest the emergence of overfitting concerns, 
especially if the model's performance on validation or test 
datasets ceases to improve. This insight into the error dynamics 
across epochs not only showcases the model's learning journey 
but also provides valuable guidance for fine-tuning training 
duration and preventing potential overfitting scenarios. 
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Fig. 3. Comparative confusion matrices for the proposed model. 

 

Fig. 4. Comparative diagram of error dynamics. 

A. Impact of the Reward Function 

The allocation of rewards to both the more common and 
less frequent categories for accurate and inaccurate 
classifications is denoted by +1 and ±λ. The particular 
magnitude of λ is determined by the ratio of frequent 
occurrences relative to rare events. As this ratio rises, it is 
expected that the ideal magnitude of λ will diminish 
proportionally. In order to thoroughly investigate the influence 
of λ, we executed an extensive assessment of the suggested 
structure employing diverse λ magnitudes, varying from 0 to 1 
in steps of 0.1. Concurrently, the incentive for the more 
frequent category stayed unchanged. The detailed results are 
illustrated in Fig. 5. When adjusting λ to 0, the effect of the 
dominant group turns negligible. 

Conversely, with a value of λ = 1, both the more common 
and less common groups carry equivalent weight. The insights 

extracted from the analysis indicate that the framework 
achieves its peak effectiveness when λ is established at 0.7, as 
observed across all assessed performance indicators. This 
observation suggests that the ideal λ magnitude lies within the 
range of zero to one. It's important to recognize that although 
modulating λ to reduce the impact of the dominant group is 
essential, configuring it too low might adversely affect the 
overall effectiveness of the entire structure. The evidence 
clearly indicates that the choice of λ markedly affects the 
success of the structure. The suitable λ magnitude depends on 
the comparative occurrences of more frequent and infrequent 
events, highlighting the need for careful determination to 
achieve the best results. This study underscores the intricate 
interplay between λ and the framework's success, advocating 
for a balanced choice of λ to strike a harmonious equilibrium 
between the two categories and foster effective results.
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Fig. 5. Evaluation of the performance metrics of the proposed system under various settings of the parameter λ. 

B. Effect of Loss Function 

The landscape of strategies available to combat the 
complexities arising from data imbalances in machine learning 
models is vast and diverse. It spans an array of techniques, 
ranging from the fine-tuning of data augmentation methods to 
the meticulous selection of aptly suited loss functions. The 
deliberate choice of an appropriate loss function plays a central 
role in ensuring the model's capacity to glean valuable insights 
from the underrepresented class embedded within the dataset. 
In our quest to unravel the nuances of the varying impacts of 
distinct loss functions, we embarked on a comprehensive 
exploration of five distinct contenders: WCE [32], BCE  [33], 
DL [34], TL [35], and CL [36]. 

Among these contenders, both BCE and WCE have 
established themselves as widely adopted loss functions, 
treating positive and negative samples with equal significance. 
However, it's imperative to recognize that these functions 
might not be optimally configured to cater to datasets 
characterized by pronounced imbalances that accentuate the 
minority class. In stark contrast, DL and TL exhibit superior 
performance when confronted with skewed datasets, delivering 

more favorable outcomes for the underrepresented class. 
Notably, CL emerges as a standout loss function, showcasing 
its prowess in scenarios where imbalanced data prevails. By 
skillfully adjusting the weights of the loss function, CL 
demonstrates its ability to prioritize intricate samples over 
simpler ones, thereby enhancing its adaptability in the face of 
challenging data distributions. 

Our rigorous experimentation and analysis of these diverse 
loss functions are presented in meticulous detail in Table III. 
The outcomes unequivocally affirm the supremacy of CL over 
TL, leading to a substantial 3.72% reduction in the error rate 
concerning accuracy and an impressive 3.58% decrease in the 
F-measure. Nevertheless, it is crucial to underscore that, when 
benchmarked against the performance of our proposed model, 
CL exhibits a 1.5% deficit. These findings underscore the 
paramount significance of making a judicious selection of an 
appropriate loss function when navigating the intricacies of 
imbalanced data. Furthermore, they shine a spotlight on the 
commendable performance of our model in effectively 
addressing this prevalent and challenging issue in machine 
learning. 

TABLE III. PERFORMANCE EVALUATION METRICS OF THE PROPOSED MODEL AGAINST VARIOUS LOSS FUNCTIONS IN SHM 

 Accuracy F-measure G-means 

WCE 0.7303± 0.0269 0.7105± 0.1204 0.7412± 0.1120 

BCE 0.7963± 0.0626 0.7536± 0.1203 0.7963± 0.0103 

DL 0.7923± 0.0365 0.7821± 0.0056 0.8103± 0.1123 

TL 0.8236± 0.2126 0.8023± 0.0145 0.8352± 0.1035 

CL 0.8563± 0.0035 0.8325± 0.0032 0.8523± 0.0039 
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C. Effect of CNNs 

The architecture encompasses an array of CNNs that 
concurrently derive feature vectors from images. The quantity 
of CNNs utilized for feature extraction greatly influences the 
model's efficiency. Inadequate number of CNNs results in 
inadequate feature extraction, whereas too much may lead to 
problems such as overfitting or superfluousness. Both 
scenarios can diminish the model's overall utility. Therefore, 
carefully selecting the ideal number of CNN feature extractors 
is crucial. To identify this optimal number, we conducted a 
thorough and systematic analysis, evaluating the model's 
performance across a range of 1 to 7 CNN feature extractors. 
Our aim was to pinpoint the point where the model achieves 

peak functionality while maintaining a delicate balance 
between thorough feature extraction and operational efficiency. 
Our comprehensive experiments, as illustrated in Fig. 6, 
unequivocally demonstrate that three CNN feature extractors 
yield the model's best performance. Interestingly, as the 
number of CNNs increases, the model's performance declines, 
with six or seven extractors being less effective than using just 
one. This observed pattern highlights the existence of an 
optimal number of CNN feature extractors, maximizing the 
model's ability to capture relevant and discriminative features, 
ultimately leading to enhanced overall performance. Selecting 
three CNN feature extractors strikes a harmonious balance, 
optimizing the model's ability to extract essential information 
from input imagery, boosting its efficiency and effectiveness. 

 

Fig. 6. Plotting the performance indicators of the suggested model while altering the quantity of convolutional feature extraction layers. 

D. Discussion 

The proposed model signifies a significant advancement in 
the landscape of anomaly detection methods within the domain 
of SHM. By incorporating dilated convolutional and DE and 
RL techniques, this model showcases impressive predictive 
accuracy. These strides in technological innovation are 
especially pertinent considering the current challenges that the 
field of civil infrastructure encounters on a global scale. 

However, it is essential to subject the model to critical 
examination within a broader context of its applicability. While 
the initial results are promising, they are inherently tied to data 
originating from a singular architectural marvel – a long-span 
cable-stayed bridge situated in China. While an in-depth focus 
on a specific dataset can yield valuable insights, it also presents 
the potential risk of confining the model to a narrow scope. 
Civil engineering marvels around the world encompass an 
immense range – from complex metro rail networks navigating 
urban mazes to towering skyscrapers reaching for the skies. 
Each of these structures is the culmination of distinct 
combinations of design, materials, and environmental factors, 
leading to unique challenges in structural health. For example, 
a dam nestled within mountainous terrain would encounter 

vastly different issues compared to a highway bridge spanning 
a saline estuary. Each structure reacts to external influences in 
a nuanced manner, whether it is the ceaseless battering of 
waves, vehicular loads, or the immense pressure of contained 
water. Therefore, while the anomalies identified in the Chinese 
bridge dataset offer invaluable insights, they might only scratch 
the surface of potential structural concerns when considering 
the full spectrum of potential issues. 

Furthermore, alongside the diversity in structures, the 
environments in which they exist introduce an additional layer 
of complexity. The health of a structure isn't solely a reflection 
of its construction but also a result of its interactions with the 
environment [37]. From corrosion due to saline exposure to 
vibrations induced by seismic activities, the array of external 
stressors is extensive. This raises legitimate concerns about 
whether the proposed model, primarily trained on the Chinese 
bridge dataset, can seamlessly adapt to the myriad challenges 
that structures worldwide encounter. To address these 
concerns, several solutions can be implemented: 

 Diverse Data Collection: Expanding the training dataset 
to include data from structures in different 
environmental conditions and geographic locations. 
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This would enhance the model's ability to generalize 
across a wide range of scenarios [38]. 

 Environmental Conditioning: Integrating environmental 
factors into the model, allowing it to learn how different 
environmental conditions affect structural health. This 
could involve adding parameters that account for local 
climate, pollution levels, and other relevant 
environmental data. 

 Transfer Learning: Applying transfer learning 
techniques to adapt the model trained on the Chinese 
bridge dataset to other structures. This approach 
involves fine-tuning the model with smaller datasets 
from different structures, enabling it to adjust to new 
environments with minimal data. 

 Regular Model Updates: Continuously updating the 
model with new data collected from various structures 
over time. This would ensure that the model stays 
relevant and effective in predicting structural health 
under changing environmental conditions [3]. 

 Hybrid Modeling Approaches: Combining the strengths 
of different modeling techniques, such as physics-based 
models and data-driven models [39]. This hybrid 
approach can leverage the accuracy of physics-based 
models in well-understood scenarios and the flexibility 
of data-driven models in complex, variable conditions. 

 Real-time Environmental Monitoring: Integrating real-
time environmental monitoring systems to provide 
continuous input to the model. This would allow the 
model to adjust its predictions based on current 
environmental conditions. 

 Stress Testing and Simulations: Conducting stress tests 
and simulations under various environmental conditions 
to validate and improve the model's accuracy in 
different scenarios. 

As the field of civil engineering advances, embracing new 
materials and groundbreaking construction techniques, the 
characteristics of potential structural irregularities are likely to 
transform. A cutting-edge SHM system must be proficient in 
identifying established problems and adept at signaling new, 
unexplored issues [40]. This capacity forms a crucial 
benchmark that the proposed model must meet. The 
implications are significant; failing to detect a key anomaly can 
result in catastrophic events, loss of human lives, and severe 
economic consequences. To enhance the proposed model's 
capability in this dynamic field, several approaches can be 
considered: 

 Incorporation of Advanced Learning Algorithms: 
Utilizing machine learning and artificial intelligence 
algorithms that are capable of identifying patterns and 
anomalies not only from past data but also adapting to 
new trends. Techniques like unsupervised learning or 
deep learning can be particularly effective in 
recognizing unforeseen issues. 

 Continuous Model Updating and Training: Regularly 
updating the model with the latest data from ongoing 

construction projects and newly developed materials. 
This will ensure that the model stays current and can 
recognize anomalies associated with new construction 
methodologies. 

 Collaborative Data Sharing: Establishing a 
collaborative network with other civil engineering 
projects and research institutions for sharing data and 
insights. This collective approach can significantly 
broaden the spectrum of scenarios the model is exposed 
to, enhancing its ability to identify a wide range of 
anomalies. 

 Predictive Analytics: Incorporating predictive analytics 
to forecast potential structural issues based on current 
trends and construction practices. This proactive 
approach can help in early identification and prevention 
of structural failures. 

 Cross-Disciplinary Integration: Integrating knowledge 
from other fields such as materials science, 
meteorology, and environmental engineering. This 
interdisciplinary approach can provide a more 
comprehensive understanding of how various factors 
might contribute to new types of structural anomalies. 

 Regular Sensitivity Analysis and Testing: Performing 
sensitivity analyses and stress tests under a variety of 
conditions to evaluate the model's effectiveness in 
detecting anomalies in different materials and 
construction methods. 

 Expert Involvement and Feedback Loops: Engaging 
industry experts in regular reviews of the model's 
performance, ensuring that practical, real-world insights 
are incorporated. Establishing feedback loops can also 
aid in continuous improvement of the model. 

As we chart our course ahead, multiple paths invite 
investigation. Firstly, testing the proposed model against a 
range of SHM datasets that include different types of 
structures, such as high-rise buildings, bridges, tunnels, and 
historical monuments, could reveal its extensive applicability 
[41]. Employing transfer learning techniques to adapt pre-
existing models to these varied scenarios could be key in 
rapidly broadening the model's utility without necessitating 
extensive data gathering from each new structure type. In 
addition to these approaches, several other strategies could be 
beneficial: 

 Cross-Functional Collaboration: Engaging with experts 
from different fields within civil engineering and data 
science to gain insights into specific structural 
characteristics and data processing techniques. This 
collaboration could enhance the model's accuracy and 
relevance across various structures. 

 Real-Time Data Integration: Incorporating real-time 
monitoring data into the model to continually update 
and refine its predictive capabilities. This could include 
data from sensors monitoring weather conditions, 
material fatigue, and other relevant parameters. 
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 Customizable Model Parameters: Developing the model 
with customizable parameters that can be adjusted 
according to the specific requirements of different 
structures. This flexibility would allow for tailored 
applications, enhancing the model's effectiveness across 
diverse structural contexts. 

 Scalability and Efficiency Improvements: Optimizing 
the model for scalability and computational efficiency 
to handle large datasets and enable its deployment in 
large-scale projects, such as city-wide infrastructure 
monitoring. 

 Community Engagement and Feedback: Involving 
community feedback, especially from those who live or 
work in or near monitored structures, to provide 
ground-level insights into the model's performance and 
impact. 

 Robust Validation and Testing: Conducting rigorous 
validation and testing under various conditions and 
scenarios to ensure the model's reliability and accuracy, 
particularly in critical and emergency situations. 

 Policy and Regulatory Alignment: Ensuring that the 
model aligns with existing policies, standards, and 
regulatory requirements related to structural health and 
safety, to facilitate its acceptance and implementation. 

Furthermore, the ever-changing characteristics of civil 
structures require that our SHM systems adapt and improve 
constantly. Implementing online learning paradigms in the 
proposed model would enable it to dynamically adjust to 
evolving structural health patterns. This could be achieved by 
continuously feeding the model with live data and allowing it 
to learn and update its parameters in real-time. The integration 
of diverse data sources, such as vibrations, strains, temperature 
changes, acoustic emissions, and even visual data from 
inspections, would significantly enrich the model's predictive 
accuracy [42]. Several additional steps can be taken to enhance 
the model's utility and efficiency: 

 Edge Computing Implementation: Developing the 
model for deployment in edge computing environments 
where data processing occurs closer to the data source. 
This reduces latency and can be crucial for timely 
decision-making, especially in emergency scenarios. 

 User-Friendly Interface Development: Creating 
intuitive user interfaces for the model that enable 
engineers and maintenance personnel to easily interpret 
and act upon the data and predictions provided by the 
system. 

 Automated Alert and Reporting System: Integrating an 
automated system that generates alerts and detailed 
reports when anomalies are detected, thereby 
facilitating prompt and informed responses from the 
relevant authorities or maintenance teams. 

 Interoperability with Existing Systems: Ensuring that 
the model is compatible with existing infrastructure 
management systems and can be seamlessly integrated 

into current workflows, enhancing its practicality and 
adoption. 

 Regular Benchmarking and Validation: Regularly 
comparing the model's performance with other state-of-
the-art anomaly detection systems in the field to 
validate its effectiveness and identify areas for 
improvement. 

 Sustainability and Environmental Impact Assessment: 
Considering the environmental impact and 
sustainability of the model, especially in terms of its 
energy consumption and the materials required for 
sensor deployment and maintenance. 

 Training and Education for Stakeholders: Providing 
comprehensive training and educational resources for 
engineers, technicians, and stakeholders to understand 
and effectively use the model in their operations. 

Finally, it is important to delve deeper into the specific 
mechanisms and algorithms used in state-of-the-art techniques 
for handling imbalanced datasets in RL [43]. This involves 
examining different approaches, such as oversampling, under 
sampling, synthetic data generation, cost-sensitive learning, 
and novel reward shaping strategies [44, 45]. By contrasting 
these methods with our own, we can identify unique 
advantages or shortcomings in both theoretical and practical 
applications. Investigating how these techniques perform in 
diverse RL environments, ranging from simulated tasks to real-
world applications, will provide a more holistic understanding 
of their adaptability and robustness. It would also be beneficial 
to explore the integration of our technique with other advanced 
machine learning strategies like deep learning, transfer 
learning, and meta-learning, to enhance its performance in 
handling imbalanced datasets. Such an in-depth analysis will 
not only fortify our research but also pave the way for future 
innovations in the field, fostering a more effective approach to 
tackling the challenges posed by imbalanced datasets in 
reinforcement learning [46]. 

VI. CONCLUSION 

This study introduced a groundbreaking model 
meticulously crafted to confront the intricate challenges 
associated with anomaly classification within SHM data. The 
proposed model harnessed a strategic fusion of dilated 
convolutional, RL, and DE techniques to achieve a high level 
of accuracy in its results. At its core, the model utilized a group 
of CNNs to extract essential feature vectors from input images 
concurrently. These extracted features were seamlessly 
integrated into downstream processes, bolstering the model's 
prowess in identifying complex patterns present in SHM data. 
The efficacy of the proposed model was rigorously validated 
through experimentation on an imbalanced dataset obtained 
from a long-span cable-stayed bridge in China-sourced from 
the IPC-SHM community. Handling imbalanced datasets poses 
distinct challenges in training classifiers, as the overrepresented 
class often exerts a disproportionate influence on the learning 
process, leading to suboptimal performance for the 
underrepresented class. To effectively address this concern, a 
novel approach was employed, integrating RL principles to 
formulate the training procedure as a series of interconnected 
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decisions. Within this framework, the dataset samples assumed 
the role of states, while the model operated as the agent, 
receiving appropriate rewards or penalties based on accurate or 
incorrect classifications, respectively. This adaptive strategy 
enabled the model to place a heightened focus on the 
underrepresented class, thereby enhancing classification 
outcomes. An innovative contribution to the training 
methodology was introduced by incorporating a mutation 
operator grounded in clustering principles within the 
framework of DE. This approach initiated the BP process by 
identifying a prominent cluster within the existing DE 
population. Subsequently, a novel update strategy was 
implemented to generate potential solutions, adding a layer of 
sophistication to the training process. The experimental results 
underscored the superior performance of the proposed model in 
the detection of multi pattern anomalies within SHM data, 
showcasing remarkable accuracy. Through the adept 
amalgamation of dilated convolutional, RL, and DE 
techniques, the model exhibited its potential as an advanced 
tool for anomaly detection within SHM systems. This 
capability is of utmost importance in safeguarding the 
structural integrity and safety of critical infrastructures, 
including vital components like bridges. 
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Abstract—With the rapid development of artificial 
intelligence technology, the recognition accuracy performance of 
traditional gymnastic sports action recognition system can no 
longer meet the needs of today's society. To address these 
problems, an improved action recognition algorithm combining 
Precision Time Protocal (PTP) and Convolutional Neural 
Networks (CNN) is proposed, and a human-computer interaction 
gymnastic action recognition system based on PTP-CNN 
algorithm is constructed. The performance test of the proposed 
PTP-CNN algorithm was conducted, and it was found that the 
accuracy of PTP-CNN algorithm was 92.8% and the recall rate 
was 95.2%, which was better than the comparison algorithm. 
The performance comparison experiments of the gymnastic 
action recognition system based on the PTP-CNN algorithm 
found that the recognition accuracy of the PTP-CNN gymnastic 
action recognition system was 96.3% and the running time was 
3.4s, which was better than the other comparison systems. 
Comprehensive results can be found that the research proposed 
PTP-CNN recognition algorithm and improved gymnastic action 
recognition system can effectively improve the performance of 
traditional algorithms and models, which has practical 
application value and great application potential. 

Keywords—PTP; CNN; human-computer interaction; 
gymnastic sports; action recognition 

I. INTRODUCTION 
In recent years, with the development of technology, the 

application of artificial intelligence technology in the field of 
sports has become more and more extensive [1]. Among them, 
the human-computer interactive gymnastics sports action 
recognition system is a new type of artificial intelligence 
technology that can achieve automatic recognition and 
analysis of gymnastic actions through machine learning and 
deep learning algorithms [2]. The application of this system 
can improve the efficiency and quality of gymnastics training, 
which is of great significance to promote the development of 
physical education and training. At present, many scholars at 
home and abroad have researched and practiced the 
human-computer interactive gymnastics sports movement 
recognition system [3]. Some of these studies are based on 
machine learning algorithms and deep learning algorithms for 
design and implementation [4]. At present, the most 
commonly used gymnastics action recognition is mainly based 
on the convolutional neural network (Convolutional Neural 
Networks, CNN). The CNN can learn the feature 
representation automatically, and it has a strong non-linear 

modeling capability. However, the traditional CNN mainly 
relies on the input of video frames and cannot make full use of 
the timing information of the action sequence. Moreover, the 
traditional CNN is prone to the problem of gradient 
disappearance or explosion when dealing with long time series. 
These problems limit the effectiveness of traditional sports 
systems in accuracy, real-time and personalized learning [5]. 
Accurate time protocol (PTP), as an accurate time 
synchronization protocol, has the advantages of high precision, 
high reliability and strong flexibility, which has a wide range 
in computer systems and networks. It can introduce time 
information in the action recognition task, and improve the 
accuracy and timing modeling ability of gymnastics 
movements of CNN by analyzing the forward and backward 
correlation in the action sequence [6]. At present, few studies 
have combined PTP with CNN and applied it in sports action 
recognition. Therefore, we propose to fuse PTP and CNN to 
build a PTP-CNN recognition algorithm and build a 
human-computer interactive gymnastic sports action 
recognition system based on it. It is expected to improve the 
efficiency and quality of gymnastics training and promote the 
development of physical education and training. Section Ⅰ is 
the introduction to the article. The study describes the 
practical application of CNN and PTP in Section Ⅱ. In Section 
Ⅲ, PTP-CNN motion recognition algorithm and 
human-computer interactive gymnastics motion recognition 
system based on PTP-CNN are constructed. In Section Ⅳ, the 
action recognition algorithm and human-computer interaction 
action recognition system are tested. Results and discussion is 
given in Section V and Section VI concludes the paper. 

II. REVIEW OF THE LITERATURE 
With the continuous in-depth research on CNN algorithms 

by domestic and foreign scholars, various CNN improvement 
models have been proposed and applied in several fields. In 
order to improve the recognition accuracy of coffee flowers, 
Wei et al. combined CNN model with binarization algorithm, 
selected a certain number of positive and negative samples 
from the original digital images for network model training, 
initially extracted coffee flowers based on the trained CNN 
model, and then further optimized its boundary information 
using binarization algorithm, and experimentally verified that 
the accuracy of this method for coffee flower classification 
was 93.7%, which has practical Application significance [7]. 
Chowdary et al. proposed a measurement system based on 
improved convolutional neural network in order to improve 
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the accuracy of mango leaf disease identification, and the 
proposed measurement was compared and analyzed with the 
system based on fuzzy algorithm, and the results showed that 
the accuracy of the proposed improved CNN-based system 
was 95.32, and this result indicated that the system could 
greatly improve the identification of mango leaf disease 
accuracy [8]. Joy and Vijayakumar found that the region-based 
convolutional neural network RCNN achieves good target 
detection accuracy but consumes more time on training and 
detection, so the proposed FAST RCNN algorithm with 
domain adaptive increments uses selective search to obtain the 
bounding box and feature extraction, thus overcoming the 
limitations of RCNN and improving the training and detection 
speed and accuracy [9]. Zhang's team proposed a deep 
learning model based on the combination of deep 
convolutional neural network and long and short-term 
memory network for the classification of arrhythmia intervals 
to address the problem that arrhythmias are difficult to 
diagnose accurately. Ten-fold cross-validation of the method 
showed that the average accuracy of the method was 99.06%, 
which is of great significance in clinical applications [10]. 
Zhao et al. For the problem of distortion and artifacts in lossy 
compressed video, a learning model with variable filter size 
residuals is proposed based on CNN algorithm, and the 
effectiveness of this model is measured using a combination 
based on color sensitivity, and extensive experimental results 
show that it has a better performance than existing methods in 
terms of efficiency improvement after video coding. [11]. 

With the rapid development of information technology, 
there are more and more methods applied in the field of action 
recognition. Rubin's team proposed a faster region based 
convolutional neural network structure to address the problem 
of difficult to accurately recognize real-time gestures, and 
tested its performance on a standard data set. Carvalho et al. 
proposed a multi-standard action-based human-robot 
interaction framework in order to improve the accuracy of 
socially assisted robot action recognition. [12]. Carvalho et al. 
tested the method offline and online, and the results showed 
that the accuracy of the method exceeded 96.7%, which is 
practical and can be used in educational proposals. [13]. Hu's 
team addressed the problem that current action recognition 
methods tend to ignore the reversibility of skeleton data in the 
temporal dimension [14]. Gao et al. proposed a new 
forward-inverse adaptive graph convolutional network for 
skeleton-based action recognition to address the problem that 
the current graph convolutional network models focus more 
on spatial information and ignore temporal information, and 
empirically analyzed the method. Gao et al. propose a unified 
attention model that integrates channel, space, and time, and 
the model is tested for performance and found to have the best 
performance compared to other similar action recognition 
methods [15]. 

The above studies fully illustrate that the CNN 
improvement model has been widely used in several fields, 
and there are also various methods applied in the field of 
action recognition. However, there are fewer studies 
combining PTP methods with CNN algorithms, so the study 
combines PTP methods with CNN algorithms to obtain 
PTP-CNN algorithms, and applies the improved algorithms to 

human-computer interactive gymnastic sports action 
recognition, expecting to improve the accuracy of gymnastic 
sports action recognition in this way and promote the further 
development of gymnastics course intelligence. 

III. CONSTRUCTION OF HUMAN-COMPUTER INTERACTION 
GYMNASTIC SPORTS ACTION RECOGNITION SYSTEM BASED ON 

PTP-CNN ALGORITHM 

A. CNN Action Recognition Algorithm Based on the Principle 
of PTP Protocol 
PTP protocol, also known as IEEE1588 protocol, is 

currently a mainstream time synchronization system, which is 
perfectly suitable for modern communication technology at 
the same time, but also well combined with computer 
hardware time equipment [16]. PTP can be placed in the 
computer network multiple clocks, and the master clock 
source and other clock sources in the form of telegrams time, 
to achieve accurate synchronization of network time. The PTP 
protocol clock type is divided into ordinary clock, boundary 
clock, end-to-end transparent clock and point-to-point 
transparent clock [17]. PTP synchronization principle 
implementation process is shown in Fig. 1. 

t 1
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FOLLOW-UP message
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Host time Slave time
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Fig. 1. Implementation process of PTP synchronization principle. 

As it can be seen from Fig. 1, the PTP message flow is 
divided into four modules. First, the host sends an 
ANNOUNCE message to all devices in the slave, and the 
devices in the slave listening state will receive the 
ANNOUNCE message and set the host's clock source to the 
best master clock and set it to the uncalibrated state. 
Subsequently, the host sends a SYNC message to the slave 
and records the timestamp 1t , the slave receives it and 
records the timestamp 2t . The third module is the host sends 
a FOLLOW-UP message to the slave with the timestamp 1t  
and the slave receives it and sends a DELAY-REQ message 
back to the host with the timestamp 3t . The host receives the 
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DELAY-REQ message and records the timestamp 4t . Finally, 
the host sends the DELAY-RESP message and the timestamp 

4t  to the slave, and the slave finally gets a total of four 
timestamps. The slave obtains the link delay between the host 
and the slave by calculating the time deviation of the obtained 
timestamps from that of the host. The four timestamps 1t , 2t , 

1t  and 4t  obtained by the slave are calculated as shown in 
Eq. (1). 

2 1

4 3

MS

SM

t t delay offset
t t delay offset
= + +

 = + −
   (1) 

In Eq. (1), offset  is the time deviation from slave to host; 

MSdelay  is the link delay from host to slave; SMdelay  is the 
link delay from slave to host. When the values of MSdelay  
and SMdelay  are the same, the link delay and time deviation 
are calculated as shown in Eq. (2). 

2 1 4 3

2

( ) ( )
2SM

SM

t t t t
delay

offset t delay

− + −
=


 = −

   (2) 

In Eq. (2), 1t , 2t , 1t  and 4t  are the time stamps 
obtained by the slave; offset  is the time deviation between 
the slave and the host; MSdelay  is the link delay from the 
host to the slave; SMdelay  is the link delay from the slave to 
the host. Due to the problem of link delay jitter in time 
synchronized networks in real networks. The study uses the 
second-order Kalman filtering algorithm to process the time 
deviation and link delay. The formula of first-order 
exponential smoothing filtering at this point is shown in Eq. 
(3). 

( ) ( ) (1 ) ( 1)y n x n y nα α= ⋅ + − ⋅ −   (3) 

In Eq. (3), ( )y n  denotes the value after the first n  
filtering and the initial value is 0; α  is the coefficient of 0-1;

( )x n  denotes the observed value of the first n . The cutoff 
frequency of the exponential smoothing filter is calculated as 
shown in Eq. (4). 

1

1
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Y Z X Z Y Z z
Y ZH Z
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α α
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−
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 = = − − ⋅
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In Eq. (4), ( )H Z  denotes the system function; ( )Y Z  
denotes the discrete Z  transformation of ( )y n ; α  is the 
coefficient of 0-1; ( )Y Z  denotes the discrete Z  
transformation of ( )x n . The system frequency response is 
calculated as shown in Eq. (5). 

( ) ( )
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In Eq. (5), ( )H Z  denotes the system function; α  is the 
coefficient of 0-1. The system amplitude and frequency 
response is shown in Eq. (6). 
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In Eq. (6), α  is a factor of 0-1. 3dB−  When the system 
cutoff frequency is calculated, the formula is shown in Eq. (7) 

2
arccos 1

2(1 )
2

f

α
α

π

 
−  − =
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In Eq. (7), α  is a factor of 0-1. Since exponential 
smoothing filtering can effectively reduce the time deviation 
and thus improve the degree of system stability. The equation 
of control filtering at this point is shown in Eq. (8)  

( )( ) ( 1)
( ) ( ) ( )

i

p

l n k n K l n
m n k n K l n

 = ⋅ + −
 = ⋅ +

   (8) 

In Eq. (8), ( )l n  is the output value of the n  integral 
control; ( )k n  is the observed value of n ; ik  is the 
coefficient of the integral control; ( )k n  is the output value of 
the n  exponential filter control; and pk  is the coefficient of 
the proportional control. The filtering process is shown in Eq. 
(9). 

( ) (1 ) ( 1)
( ) ( ) ( 1)
( ) ( ) ( 1)

es es

l es l l

p es p p

filter offset n filter n
filter n filter n K filter n

filter n filter n K filter n

α α = ⋅ + − ⋅ −


= ⋅ + −
 = ⋅ + −

  (9) 

In Eq. (9), esfilter  is the exponential smoothing filter 
output value of n ; α  is the smoothing filter coefficient 
between 0 and 1; ( )offset n  is the time deviation before the 
filter of n ; ( )ifilter n  is the integral control output value of 
n  of the filter function; lK  is the integral control 
coefficient; ( )pfilter n  is the proportional control output 
value of n  of the filter function;  pK  is the proportional 
control coefficient. After implementing the Kalman 
filter-based clock taming, the CNN action recognition 
algorithm based on the PTP principle needs to be constructed 
where the basic structure of CNN as shown in Fig. 2. 
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Fig. 2. CNN basic structure. 

As shown in Fig. 2, CNN has five layers structure, which 
are input layer, convolutional layer, pooling layer, fully 
connected layer and output layer. Among them, the CNN 
convolutional layer is used for recognition and feature 
extraction of input data, including multiplication and addition 
of matrices, and its operation is closely related to the 
convolutional kernel [18-19]. The convolutional kernel is a 
feature extractor with sparse connectivity and weight sharing 
in the convolutional layer, and the convolutional kernel is 
trained to output a feature set that meets the needs [20]. The 
operation formula of the convolution layer is shown in Eq. 
(10). 

   (10) 

In Eq. (10),  and  are the output and activation 
function of the  layer, respectively;  is the output of 

the  layer;  and  are the convolution kernel and 

offset term of the  layer; and  is the selected input 
feature set. The pooling layer divides the obtained feature set 
and reduces the dimensionality of the features to reduce the 
computational effort and enhance the robustness. The common 
operations of the pooling layer are mainly maximum pooling 
and mean pooling, and the two pooling methods are shown in 
Eq. (11). 

  (11) 

Finally, in order to prevent overfitting or underfitting of 
the model, reasonable optimization of the parameters is 
required. The study can use cross-entropy loss function and 
back propagation algorithm to calculate the error in fault 
multi-classification diagnosis. The formula of cross-entropy 
loss function is shown in Eq. (12). 

   (12) 

In Eq. (12),  is the target distribution;  is the 
predictive distribution. The backpropagation algorithm is an 
algorithm for training a feedforward neural network for a 
given input pattern with a known classification using the chain 
derivation method. The backpropagation algorithm is the most 

common and effective method for training artificial neural 
network algorithms, and the essence is the error between the 
output and the target, as shown in Eq. (13). 

  (13) 

In Eq. (13),  is the error of the objective function  
to . Finally, the PTP principle is fused with the CNN 
algorithm to construct the PTP-CNN recognition algorithm. 
the structure of the PTP-CNN recognition algorithm is shown 
in Fig. 3. 

 
Fig. 3. PTP-CNN recognition algorithm structure. 

Fig. 3 shows the structure of the PTP-CNN recognition 
algorithm, and the solid arrows in the figure represent the 
back-and-forth relationship between the modules in the 
PTP-CNN algorithm. As shown in Fig. 3, the PTP-CNN 
algorithm can extract the spatial features of video actions 
through CNN networks and fuse the convolutional features of 
different levels of CNN networks to enhance the feature 
representation. The temporal information in the video frames 
is modeled by PTP, and finally the classification results are 
obtained in using the class ware to recognize the human 
actions in gymnastics videos. To improve the recognition 
efficiency, the study first preprocesses the gymnastic video 
data with video frames, and adjusts the video frame size to 
(224*224) as the input. After completing the video 
pre-processing, the spatial features in the action video are 
extracted by CNN network and segmented into (224*224*3) 
size as input, the "3"in (224*224*3) indicates the channel 
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dimension size. After that, the PTP-CNN algorithm fuses the 
shallow features with the deep features in the video through 
pooling and splicing operations to compensate for the missing 
feature information such as location contours. After several 
convolutions and pooling, the feature map with the output size 
of (7*7*2048) is pooled globally on average and expanded to 
(1*2048), using dropout to avoid overfitting of the results. 
Finally, the extracted feature vectors are input to the PTP time 
synchronization server to model the temporal information of 
the actions and the classification of the actions is achieved by 
a Softmax classifier. 

B. Construction of Gymnastic Movement Recognition System 
Based on PTP-CNN Algorithm 
After completing the construction of PTP-CNN 

recognition algorithm, the research will develop a gymnastic 
action recognition system. Since visual information is easily 
disturbed by external factors in real scenes, the accuracy and 
robustness of action recognition relying only on a single 
operational logic is very poor, so the research proposes a 
gymnastic action recognition system based on PTP-CNN 
algorithm. At the same time, in order to avoid the problem that 
the structure of the gymnastic action recognition system is 
confusing and difficult to expand, the research firstly designs 
the structure of the gymnastic action recognition system. The 
basic structure of the gymnastic action recognition system 
based on PTP-CNN algorithm is shown in Fig. 4. 

As shown in Fig. 4, the gymnastic action recognition 
system proposed in the study takes reliability, practicality and 
scalability as design principles, and divides the system 
structure into four modules: web application layer, business 
logic layer, software development layer and basic function 
layer. The web application layer is the display page of the 
system to users, which includes user registration and login, 
video upload, action classification and recognition query 
functions. The business logic layer is the functional basis of 
the application layer, the main task is to manage the user 
database, complete the video pre-processing operation, and the 
video recognition and classification result analysis by 
PTP-CNN algorithm. The software development layer is the 
tool layer for system construction, including Pytorch 
framework, Python language, HTML/CSS front-end page 
development language and lightweight Flask framework, etc. 
The basic platform layer is the platform for the operation of 
the PTP-CNN gymnastic movement recognition system, and 
all the functions in the system cannot be realized without the 
support of hardware equipment and operation system. The 
hardware environment configuration of the gymnastic 
movement recognition system is AMD R5-4600H, 3.0GHz 
six-core twelve-thread processor, NVIDIA GeForce 
GTX1650Ti graphics card, 16GB running memory, 512GB 
solid state drive. The software environment is configured with 
Python language and Pytorch deep learning framework. the 
principle of PTP-CNN gymnastic action recognition system is 
shown in Fig. 5. 

 
Fig. 4. Basic structure of gymnastic movement recognition system based on PTP-CNN algorithm. 

 
Fig. 5. Principle of PTP-CNN gymnastic movement recognition system. 
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Fig. 6. The overall framework of PTP-CNN gymnastics motion recognition system. 

As shown in Fig. 5, the proposed PTP-CNN gymnastic 
action recognition system consists of three modules, namely, 
the data pre-processing module, the human-computer 
interaction module and the PTP protocol engine module. In 
the data pre-processing module, the system decomposes the 
video in the dataset into continuous frames and feeds them 
into the HCI module. The principle of HCI module is to finish 
the feature recognition and feature extraction of gymnastics 
video by CNN algorithm. Finally, the PTP protocol engine 
module takes the video action information and different action 
features extracted by the CNN algorithm, models and fuses 
them in 3D, and outputs the gymnastic action feature 
recognition results. The overall framework of PTP-CNN 
gymnastics action recognition system is shown in Fig. 6. 

As shown in Fig. 6, the PTP-CNN gymnastic action 
recognition system is mainly divided into the user's login and 
registration module, and the action recognition module of the 
underlying logic of the system. In the login and registration 
module, after the user enters the system login window, the 
system takes the user's username at the time of registration as 
the login account, and judges the submitted username when 
the user submits the registration information. If the user name 
is recognized to exist in the database, the user registration fails, 
otherwise the registration is successful, at this time the 
PTP-CNN gymnastics action recognition system generates a 
unique user number primary key for the subsequent query 
operation of the user. After the registration is completed, users 
can enter the system by entering the correct account password, 
at which time they can upload the gymnastics video. Since the 
PTP-CNN gymnastics action recognition system only supports 
video uploads in avi and mp4 formats, the system will identify 
the format of the video uploaded by the user. If the format is 
correct, it will enter the video preview stage; if the video 
format is wrong, it will return to the video upload stage. After 
entering the video recognition stage, the system will call the 
PTP-CNN algorithm in the background for action recognition 
and write the recognition result to the database history. After 
finishing the gymnastic action classification recognition, the 
background will package the recognition results into JSON 
format data to return to the front-end, and the results will be 
displayed in the user interface. 

IV. EMPIRICAL ANALYSIS OF HUMAN-COMPUTER 
INTERACTIVE GYMNASTIC SPORTS ACTION RECOGNITION 

SYSTEM BASED ON PTP-CNN ALGORITHM 

A. Analysis of the Effectiveness of PTP-CNN Recognition 
Algorithm 
To verify the effectiveness of the PTP-CNN recognition 

algorithm for gymnastic sports action recognition, the study 
uses the public dataset UTKinect-Action3D to validate the 
effectiveness of the PTP-CNN recognition algorithm. the 
UTKinect-Action3D dataset contains activities corresponding 
to the gymnastic action recognition system, such as finishing 
exercises, stretching exercises, chest expansion exercises, full 
body movement, body rotation movement and jumping 
movement. The PTP-CNN recognition algorithms are 
compared and analyzed by the recognition accuracy, recall, F1 
value, verification loss value (val-loss), and verification 
accurate values (val-acc) of these six corresponding actions. 
(Visual Geometry Group Network-16, VGG16), Residual 
Network (ResNET) and Dynamic Time Warping (DTW) 
algorithms. The recognition accuracy and recall curves of the 
compared algorithms are shown in Fig. 7. 

Fig. 7(a) shows the recognition accuracy curves of the 
compared algorithms. From Fig. 7(a), it can be seen that the 
recognition accuracy of each algorithm increases with the 
number of iterations, and the PTP-CNN algorithm proposed in 
the study has an overall higher accuracy than the other 
algorithms, with an accuracy rate of up to 94.3% and an 
average accuracy rate of 92.8%. Fig. 7(b) shows the recall 
curves of the compared algorithms. From Fig. 7(b), it can be 
seen that the recall rate of each algorithm is smooth and does 
not change with the number of experiments, among which the 
PTP-CNN algorithm proposed in the study has a higher recall 
rate than the other algorithms, and its average recall rate is 
95.2%. From the above results, it is clear that the accuracy 
performance and recall performance of the PTP-CNN 
algorithm proposed in the study are better than the other 
algorithms. Fig. (8) shows the accuracy-recall rate curves and 
F1 value comparison results of each compared algorithm. 
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Fig. 7. Accuracy and recall curves of each algorithm. 
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Fig. 8. Accuracy-recall and F1 score curves of each algorithms. 
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Fig. 9. Validation losses and validation accuracy of each algorithm. 

Fig. 8(a) shows the accuracy-recall curves of the compared 
algorithms. From Fig. 8(a), it can be seen that the 
accuracy-recall curve of the proposed PTP-CNN algorithm 
has the largest area under the line of 0.81 compared with other 
algorithms, which is 0.5 larger than the accuracy-recall curve 
of CNN. Fig. 8(b) shows the F1 values of each comparison 
algorithm. From Fig. 8(b), it can be seen that the proposed 
PTP-CNN algorithm has the largest F1 value of 0.93 
compared to the other compared algorithms, which is 0.08 
higher than the F1 value of CNN. In summary, it can be seen 
that the proposed PTP-CNN algorithm has the best 
performance in terms of accuracy-recall rate and F1 value 
performance. Fig. 9 shows the val-loss and val-acc values of 

the compared algorithms. 

Fig. 9(a) shows the val-loss curves of each comparison 
algorithm. From Fig. 9(a), it can be seen that the val-loss 
curve of the proposed PTP-CNN algorithm has the lowest 
overall val-loss curve and the smallest fluctuation compared to 
the other comparison algorithms, with an average val-loss 
value of 0.72 and a fluctuation of 0.31. Fig. 9(b) shows the 
val-acc values of each comparison algorithm. From Fig. 8(b), 
it can be seen that the PTP-CNN algorithm proposed in the 
study has the largest val-acc value of up to 1.51 compared 
with the other comparison algorithms, which is 0.58 higher 
than the highest val-acc value of CNN. In summary, the results 
show that the PTP-CNN algorithm proposed in the study has 

142 | P a g e  
www.ijacsa.thesai.org 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 15, No. 1, 2024 

the best performance in terms of the performance of 
verification loss and verification accuracy. 

A. Comparison Experiment of Gymnastic Movement 
Recognition System Based on PTP-CNN Algorithm 
To test the recognition performance of the PTP-CNN 

algorithm-based gymnastic movement recognition system, the 
study conducts a comparative performance analysis of the 

system. The study tests the performance of the system by 
comparing the recognition accuracy, recognition error and 
system running time, etc. The comparison system is a 
gymnastic action recognition system based on ResNET, 
VGG16 and CNN algorithm. The system test platform is 
composed of KinectV1.0, Windows10, VisualStudio and Unity. 
The recognition accuracy of each system is shown in Fig. 10. 
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Fig. 10. Identification accuracy of each system. 

Fig. 10 shows the recognition accuracy of the action 
recognition system based on PTP-CNN, ResNET, VGG16 and 
CNN algorithms for stretching, chest expansion, body turn, 
jumping, full-body and finishing movements. As shown in Fig. 
10, the recognition accuracy of the PTP-CNN algorithm-based 
gymnastics action recognition system is higher than other 
comparison systems in six movements as a whole, among 
which the system has the lowest recognition accuracy of 93.4% 
for finishing movements and the highest recognition accuracy 
of 98.5% for full-body movements. The average recognition 
accuracy of the PTP-CNN algorithm-based gymnastic 
movement recognition system is 96.3%, which is 10.1% more 
accurate than that of the ResNET algorithm-based recognition 
system. Summing up the results, it can be concluded that the 
gymnastic movement recognition system based on PTP-CNN 
algorithm proposed in the study has the best performance in 
terms of movement recognition accuracy. The confusion 
matrix of the PTP-CNN algorithm-based gymnastic action 
recognition system is shown in Fig. 11 when the recognition 
results of the actions are compared with the actual actions. 

Fig. 11 shows the confusion matrix of the gymnastic action 
recognition system based on PTP-CNN algorithm. From Fig. 
11, it can be seen that the recognition accuracy of the 
gymnastic action recognition system proposed in the study is 
high on all six actions, indicating that the system has excellent 
recognition and classification ability on and distinguished 

actions, which has practical use value. To further verify the 
practical use performance of the PTP-CNN algorithm-based 
gymnastic action recognition system, the study conducted 
empirical experiments on the system to analyze its system 
recognition error and system computing speed, and the results 
of the empirical experiments are shown in Fig. 12. 
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Fig. 11. PTP-CNN gymnastics recognition system confusion matrix. 
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Fig. 12. Identification error and calculation time of each system. 

Fig. 12(a) shows the recognition errors of gymnastic 
movements for each comparison system. From Fig. 12(a), it 
can be seen that among the four comparison systems, the 
system with the largest recognition error is the CNN 
algorithm-based gymnastic movement recognition system, 
whose recognition error is 11.5%. And the recognition system 
based on PTP-CNN algorithm has the smallest recognition 
error among the comparison systems, which is 2.4% and 9.1% 
lower than the gymnastic action recognition system based on 
CNN algorithm. Fig. 12(b) shows the operation speed of each 
comparison system. From Fig. 12(b), it can be seen that 
among the four comparison systems, the longest running 
speed is the CNN algorithm-based gymnastic movement 
recognition system, which runs for 10.9 s. The PTP-CNN 
algorithm-based recognition system has the shortest running 
time among the comparison systems, which is 3.4 s and 7.5 s 
shorter than the CNN algorithm-based gymnastic movement 
recognition system. Gymnastic movement recognition system 
has the best performance in terms of recognition error and 
running speed, and has significantly improved the 
performance compared with the traditional gymnastic 
movement recognition system. 

V. RESULTS AND DISCUSSION 
It is found that the PTP-CNN motion recognition system 

can accurately identify the stretching, chest expansion, body 
turning, body jumping, whole body movement and finishing 
movement in gymnastics, with the accuracy rate of 96.3%, 
which is better than the traditional CNN motion recognition 
system. The findings are consistent with Yu et al. [21], which 
improved the accuracy of action classification and were 
applied to EMG control. In addition, the study also found that 
PTP-CNN human-computer interactive gymnastics motion 
recognition system has a short running time and has practical 
application value. Similar to the study of Majd et al. [22]., can 
be applied in the fields such as video surveillance. In addition, 
the action recognition system was applied to the path planning 
of the traffic system by Chen et al. [23]. Therefore, the 
proposed human-computer interaction gymnastics motion 
recognition system has good application potential in the fields 
of medicine, video surveillance, traffic and sports. In the 
medical field, the system can be used for rehabilitation 
training and evaluation, helping doctors to monitor patients' 

exercise recovery and provide targeted rehabilitation programs. 
In the field of video surveillance, the system can be used to 
monitor and identify human movements in real time, and help 
security personnel quickly detect abnormal or criminal 
behaviors. In the field of traffic, the system can be used to 
identify the driver's action and posture, monitor the driver's 
fatigue driving situation, remind the driver to pay attention to 
safety, so as to reduce the occurrence of traffic accidents. Most 
importantly, in the field of sports, the system can be applied in 
training and competition to help coaches and athletes analyze 
and improve movement skills, and improve training results 
and competition performance. In addition, the system can be 
used to evaluate the performance of the players and provide 
objective basis for the judges. In conclusion, the 
human-computer interactive gymnastics motion recognition 
system has wide application potential to play an important role 
in medicine, video surveillance, transportation and sports. 

VI. CONCLUSION 
In order to improve the recognition accuracy and operation 

speed of the traditional gymnastic action recognition system, 
the study proposes an action recognition algorithm that 
integrates the PTP principle and CNN algorithm, and builds a 
gymnastic action recognition system based on the PTP-CNN 
algorithm based on it. The performance tests of the proposed 
PTP-CNN algorithm and the improved gymnastic action 
recognition system are conducted. The results show that the 
PTP-CNN algorithm has the highest accuracy of 94.3%, the 
average accuracy of 92.8%, and the recall rate of 95.2%, 
which are better than the rest of the comparison algorithms in 
terms of accuracy performance and recall rate performance. In 
addition, the study also conducted performance comparison 
experiments on the improved gymnastic movement 
recognition system based on the PTP-CNN algorithm. The 
results show that the recognition accuracy of PTP-CNN 
gymnastic action recognition system is 96.3%, which is better 
than the other comparison systems. In addition, it is found that 
the average running time of PTP-CNN gymnastic action 
recognition system is 3.4s, which is lower than other 
comparison systems. The above results can be found that the 
proposed PTP-CNN recognition algorithm and gymnastic 
movement recognition system are better than the comparison 
algorithm and system in terms of recognition accuracy and 
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running speed, and have practical application value. However, 
the study also has some limitations, compared to the 
gymnastics posture, including the extension, distortion and 
rotation of the body. This attitude change poses certain 
challenges to the accuracy and robustness of the algorithm. 
Future studies can explore more effective posture feature 
extraction methods according to the large posture changes in 
gymnastics movements, and improve the algorithm's ability to 
identify and model posture changes. 
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Abstract—In today's competitive service industry, the 

pressure to boost productivity, cut costs, and improve service 

quality is immense. By integrating lean principles and digital 

transformation, organizations can streamline processes and 

reduce waste. Although various lean models have been developed 

for different service industry, there is no universal standard. 

Hence, this study aims to address this gap by proposing a Lean 

Service Conceptual Model through qualitative research by 

identifying nine types of waste and seven lean dimensions. 

Interviews, observations, and audio-visual materials are the data 

collection methods used in this study. The model aligns 

seamlessly with modern digital technologies such as big data, the 

Internet of Things, blockchain, cloud computing, and artificial 

intelligence, making it adaptable for service organizations to 

excel in the digital age. The model focuses on enhancing 

efficiency and effectiveness while primarily reducing waste in 

service operations. Due to restrictions during the pandemic and 

the interest expressed by the informants in participating in this 

study, the focus is thus made on a single case study, which may 

lead to biased findings. However, future studies will be 

performed on multiple case studies to enhance the findings. 

Exploring and reviewing an array of best practices, techniques, 

and tools available for waste reduction within organizational 

operations is paramount. 

Keywords—Lean principles; digital transformation; model 

conceptual; service industry; waste; dimension; qualitative 

research 

I. INTRODUCTION 

In the evolving environment of contemporary companies, 
two fundamental paradigms have emerged as transformative 
forces that shape the way organizations operate and deliver 
value, which is known as lean and digital transformation. The 
term "lean" refers to the principles and procedures of the 
Toyota Production System (TPS) [1]. Nowadays, lean is no 
longer limited to the manufacturing industry; it is all about 
doing more with less. Over time, the service industry has also 
effectively adopted the lean idea [2]. Without doubt, lean is 
successfully implemented in the service industry. 

In today‟s competitive world, service organizations are 
faced with enormous pressure to raise productivity, cut costs, 
and enhance the quality of their service. Lean is a practice used 
in overcoming such issues, and in creating more value for the 
customers. Studies on the implementation of lean service have 
indicated interesting trends that began in 2005, with an increase 
in the number of studies in the service industry such as 
healthcare, education, public services, hotels, banking, and 

information technology [3]. The modern economy is dependent 
on the service industry, which is very tightly tied to our daily 
life [4]. Lean implementation in the service industry has 
difficulty in assessing efficiency because the service industry 
focuses non-value-added activities on intangible assets [5]. 
Lean is necessary in improving performance [6]. Thus lean 
implementation approaches are used in identifying and 
reducing wastes [7].  

In addition, the era of digital transformation has brought 
about uncommon technological progress and advancement. To 
keep up with the current opportunities and trends, 
organizations must therefore constantly innovate through a 
process known as digital transformation [8]; which is a process 
of building dynamic capabilities for the continuous strategic 
regeneration of organizations [9]. Digital transformation is the 
adoption of digital technology into all aspects of an 
organization‟s operations that lead to a significant change in 
the way the organization operates and gives value for 
its customers [10]. The approaches towards digital 
transformation would adopt a different viewpoint that is aimed 
at accomplishing multiple goals [11]; impacting all aspects of 
the organizational process, activities, and structures [12]. 

Despite the growing acknowledgment of the significance of 
lean principles and digital transformation within the service 
industry, a discernible gap persists in the existing body of 
knowledge. While previous studies have delved into either lean 
practices or digital transformation individually, there remains a 
shortage of comprehensive research exploring the synergistic 
effects arising from the integration of lean principles with 
digital transformation in service organizations [13] . This study 
endeavours to address this gap by providing a holistic 
examination of how the convergence of lean principles and 
digital transformation can contribute to waste reduction in the 
operational service industry [14].  

Our research aims to fill this void by offering valuable 
insights that not only tackle the current challenges faced by 
service organizations but also furnish a nuanced understanding 
of the potential benefits and challenges associated with this 
integration. Through this endeavour, we seek to provide 
practical guidance for practitioners, researchers, and 
policymakers in navigating the intricacies of contemporary 
service environments, with the goal of facilitating operational 
efficiency and waste reduction. 

The integration of both lean principles and digital 
transformation has the potential to change the service industry 
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by enabling organizations to simplify processes, and thus 
reduce wastes. However, this integration is challenging due to 
the complexity of the technological requirements, culture, 
behavioural challenges and also the size of the organization [8]. 
Over the years, several lean models have been developed for 
different service industries. However, there is no standardized 
lean model that can be used for all service industries that have 
type of waste and dimension all together. Thus, the crucial 
need for future research to develop a standardized model for 
lean services [15]. Developing a standardized model is crucial 
because it ensures uniformity and comparability across studies, 
allowing for greater validation and reproducibility. Hence, 
rather than developing a completely new model, this study 
attempts to examine and employ appropriate models that are 
currently available for the implementation of lean services. 

This paper aims to explore how lean principles and digital 
transformation may reduce waste in service organizations. We 
want to propose a conceptual model that enables service 
organizations to successfully navigate changes in this era of 
digital transformation, thus maximising their operational 
efficiency by reducing waste in the operation. Besides that, the 
scope of this study is to find the answers to the following 
research question. 

RQ: How can the integration of lean principles and digital 
transformation lead to waste reduction in service 
organizations? 

The organization of this article is as follows. Section II 
discusses the related works on lean service and data 
transformation. Section III presents the research method and 
activities and discusses the approach taken in conducting this 
study. Section IV presents the results, and Section V presents 
the discussion. Finally, the conclusion of this study is made in 
Section VI. 

II. RELATED WORKS 

A. Definition and Principles of Lean 

Lean is a philosophy, a collection of lean techniques or 
tools, and the concept of waste elimination [16]. Lean is the 
most important word in any organization [17]. The goal of 
implementing lean in the service industry is the same as the 
manufacturing industry: to reduce waste and to enhance 
resource efficiency. Lean defines as the continuous elimination 
of waste in all areas of operation [18]. To stay ahead of their 
competitors, the service industry must address the needs of 
every consumer. Lean service operation must provide what the 
consumer wants, where he wants it [19]. 

The manufacturing industry is differentiated from the 
service industry in terms of waste and dimension. The 
manufacturing industry is involved in transforming goods or 
raw materials into new products such as machinery, computers, 
electronics, furniture, chemicals, food, and plastics [20]. On the 
other hand, the service industry creates value, particularly 
intangible values such as management, guidance, information, 
advice, design, data, and experience. 

The two industries have different outputs, demands, 
customer-specific production, labour requirements, automated 
processes, and the location of physical production [21]. Table I 

illustrates the differences between the manufacturing and the 
service industry:  

TABLE I. THE DIFFERENCE BETWEEN THE MANUFACTURING INDUSTRY 

AND THE SERVICE INDUSTRY 

Differences Manufacturing Service 

Output 

Physical products that is 

observable and touchable by 
the customer. 

Intangible. 

Demand 

Produces product stocks with 

inventory level that are parallel 

to the forecast of customer 
demand. 

Does not keep 

inventories; service is 

provided as per 
customer request 

Customer-specific 

production 

Production can be performed 

without customer orders or 
customer demand forecast. 

Service is provided 

only upon customer 
request. 

Labour 

requirements and 
automated 

processes 

Automating production 

process to reduce labour 

needs. 

Need to recruit people 

with specific 

knowledge and skills. 

Physical 

production 
locations 

Must be physically found for 

production operation and stock 
keeping. 

Does not require 

physical site for 
production. 

Source: [21] 

The difference in operation makes the service industry 
unique. It is important in generating economic growth [22]. 
With a contribution of more than half of a country‟s gross 
domestic product, the service industry is indispensable to the 
global economy [4], [11]. The service industry plays an 
important role in the global economy [23]. Many services 
industry try to distinguish themselves from their competitors 
by making improvements in their operation. Considering the 
current economic situation, the successful implementation of 
lean is expected to contribute to cost reduction and 
improvement of the service operation, [2]; which is achieved 
through the identification and elimination of waste [24].  

Although lean in the service industry began in the 21st 
century and is continuously expanding [25], it is still a 
relatively new concept and has not been thoroughly researched 
[26]. The advantages of lean include reduced inventory, 
increased process understanding, operational cost reduction, 
less re-work, reduced lead-time, and less process waste [27]. 
Although the implementation of lean in the service industry 
offers numerous advantages, it is nonetheless challenge-free 
[28]. The main challenge is the lack of awareness regarding its 
advantages [15]. 

Fig. 1. Five principles of lean thinking. 

Lean Thinking is a principle that could improve the 
efficiency of the service industry, reduce its operating costs, 
and increase operations capability [29], [30]]. Over time, Lean 
Thinking has expanded tremendously in the service industry, 
providing excellent benefits [31]. Lean becomes a way of 
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thinking, whereas practices or tools are ways to put these 
beliefs into reality [15]. Fig. 1 show the five principles of Lean 
Thinking are; specify what creates value, identify the value 
stream, flow, pull, and strive for perfection  [23].  

B. Models of Lean 

This section examines several models of lean based on the 
review of the literature made between the years 2004 to 2022.  

A model for lean production is explained and translated 
into service industry [32]. The Ahlstrom model is the earliest 
model designed to assess the level of lean implementation in an 
organization. The model indicates; (1) lean development, (2) 
lean procurement, (3) lean manufacturing, (4) lean distribution 
form, and (5) lean enterprise or organization that is competitive 
at the global level. However, this model does not indicate the 
wastes that may exist in an organization. 

Vadivel & Sequeira [3] developed a model to investigate 
lean service activities and their impact on operational 
performance in the Indian postal service. However, the 
development of the model is restricted to their consideration 
for and selection of methods, tools, and techniques that were 
only put out in the empirical literature review. Other than that, 
neither the types of waste nor the way that lean should be 
implemented in an organization's operations are discussed in 
their model. 

In a study by Sreedharan V et al. [33], a focus group and a 
structured literature review are used in constructing the Green 
Lean Six Sigma (GLSS) model for the public industry. This 
model consists of three different stages; procurement, 
production, and distribution, whereby the flow of activities 
starting from the procurement to distribution are depicted in the 
model. Bajjou et al. [34] developed an input-output model for 
the construction industry. This input-output model consists of 
three processes; the input, transformation process, and the 
output, whereby each process has its own principles. However, 
no mention of the types of waste is made in these models. 

Iranmanesh et al. [35] proposed a model to investigate the 
effects of lean practices involving the aspects of process and 
equipment, manufacturing planning and control, human 
resources, product design, supplier relationship, and customer 
relationship. However, no discussion is made on the effects of 
waste on the sustainable performance of the manufacturing 
firms. A product-service system (PSS) leanness assessment 
model is developed by Elnadi & Shehab [31]. This assessment 
model consists of three levels; the enablers, criteria, and 
attributes that are used in proposing an index to assess the 
leanness of PSS in a United Kingdom manufacturing company. 
However, this model does not involve the assessment of any 
type of waste. 

In addition to that, in a study conducted by Abdul Wahab et 
al. [36], a model of lean production dimensions and its relation 
to waste has been developed. This model serves as a guideline 
for management team in examining the types and places that 
waste can occur in the manufacturing industry. The model 
consists of seven dimensions that are the functional areas in the 
manufacturing industry. It also states eight types of waste that 
might exist in each dimension. These seven dimensions are 
Supplier Relationship, Customer Relationship, Product 

Development and Technology, Manufacturing Process and 
Equipment, Manufacturing Planning and Scheduling, 
Customer Relationship, and Visual Information System. The 
eight types of waste are waiting, defect, overproduction, 
transportation, motion, inventory, extra processing, and 
underutilized people. However, the dimensions and types of 
waste presented in this model are specified for the 
manufacturing industry, hence this model is not applicable for 
the service industry. 

A model is therefore required in providing the right 
guidance and directions for industries, specifically those in the 
service industry, to enhance their operations. Although the 
process of becoming a lean service organization takes time and 
effort, the development of a model for guiding and tracking the 
results of such effort is of paramount importance to speed up 
the process.  

C. Types of Waste 

Lean is the outcome of Taichii Ohno's invention of the 
Toyota Production System that aims to reduce waste. To 
identify the “Muda” or waste in lean service, a review of the 
literature of previous studies is performed. Waste is defined as 
any activity that increases the cost, but does not add any value 
from the customers‟ perspective [26], [37], [38]. Besides that, 
lean is about improving quality to eliminate waste [15]. Lean is 
also an approach of eliminating waste in a process and creates 
value for the customers [39]. 

Identifying waste in a service industry can be complex 
because the operations are intangible [23]. Several types of 
waste identified by Ohno [40] in the manufacturing industry 
also exist in the service industry: over-production, inventory, 
waiting, motion, transportation, defects, and over-processing. 
Waste in the form of underutilized resources and a manager‟s 
resistance to change are also mentioned in the service industry 
[1], [23].  

The discussion on lean service by Mohammad Amin et al. 
[24] examines nine types of waste; over-production, inventory, 
waiting, motion, transportation, defect, over-processing, 
underutilized resources, and manager's resistance to change, 
which is depicted in Fig. 2. 

In this work, the types of waste are identified based on their 
definition. Table II shown the definition of waste based on the 
service perspective. 

Fig. 2. Waste in lean service. 
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TABLE II. THE DEFINITION OF WASTE FROM THE PERSPECTIVE OF 

SERVICE INDUSTRY 

Waste(s) Definition 

Inventory 

Any work in process (Work-in-Progress) that exceeds 

what needs to be produced for the customer, inventory 
accumulation that causes the overuse of storage space, 

and reduced worker productivity due to the surplus of 

inventory [23], [41]. 

Transportation 
Unnecessary movement of materials, products, 

information, workers and forklift operators [23], [41]. 

Waiting 

Waiting whereby the employees or customers must wait 

for information or service delivery. Waiting is also 
involved when employees are ready to resume work, yet 

are unable to do so due to product, machine, or system 

unavailability [1], [23]. 

Motion 
Unnecessary movement of resources or workers that 

need to bend over to choose items [1], [23]. 

Over-production 

The completion of more work than required or before 

customer demand, which can lead to overcrowding [1], 
[23]. 

Over-processing 

Adding unnecessary value to a service or product that is 

not requested by the customer, or will pay for, including 
unnecessary inspection and packaging [1], [41]. 

Defect 

Any aspect of the service that does not suit the 

customer's needs, such as selecting incorrect items or 

incorrect quantity of an item [1], [23]. 

Underutilized 

resources 

Waste of resources, especially human potential, not 

utilizing the talent and potential of employees, 

underutilizing their skills, creative abilities, and 
knowledge [1], [23], [42]. 

Manager's 

resistance to 
change 

The attitude of "saying no" by the management, does not 

encourage all employees to be involved in the continuous 
process of improvement [23]. 

D. Dimension  

The understanding of the dimension of lean implementation 
is an important aspect in improving operational performance. 
Lean implementation dimension does not only serve as a 
strategic guide in identifying and overcoming waste in the 
service process; it also acts as a guide for the formation of an 
organizational culture that focuses on efficiency, quality, and 
customer satisfaction. 

Several variations of the functional domains or operational 
dimensions used in assessing the level of organizational 
implementation have been identified in the previous studies. 
However, most studies would focus on the dimensions without 
discussing the situations where waste could occur. Table III 
below depicts the definition of the dimensions of lean in the 
service industry. 

E. Digital Transformation  

Digital transformation has become one of the most 
discussed topics, and many industries have embraced digital 
transformation to acquire a competitive edge and maintain their 
sustainability [49]. Service industry operate their businesses, 
provide customer service and support by changing their way of 
operating through digital transformation [50].  

Amidst the dynamic business landscape changes, service 
organizations are adopting digital transformation. Digital 
transformation enables service organizations to manage their 
operations more efficiently and effectively through the 
reduction of operational waste. At present, the term digital 
transformation does not have any recognized definition [51] 
since the scholarly literature lacks specific definitions [52]. 

Table IV illustrates some of the definitions of digital 
transformation [52]. 

There are new technologies that have become the trend in 
digital transformation, for example big data [52]–[54], the 
Internet of Things [9], [52]–[54], blockchain [9], [52], cloud 
computing [9], [53], [54], and artificial intelligence [52], [54]. 
These technologies offer new uses based on innovation and 
focus on the needs of the consumers [52]. Fig. 3 shows the 
technologies for digital transformation. 

TABLE III. DEFINITION OF LEAN DIMENSION 

Dimension Definition 

Lean Supplier 

A supplier is a person or company that provides goods or 

services to another person or entity. The seller is referred 

to as the supplier. The basic function of supplier 
management is to control cost, quality, delivery 

performance, and billing accuracy. Adapted from [43], 

[44]. 

Lean Workforce 

Management 

Workforce management is the process of strategically 

optimizing employee productivity to ensure all resources 

are in the right place at the right time. Workforce 
management strategies include scheduling, forecasting, 

skills management, punctuality and attendance, daily 

management, and employee empowerment. Adapted from 
[45]. 

Lean 
Operations 

Development 

and Technology 

Lean Operations Development and Technology refers to 

the choice of operational structure, materials, and 

technical solutions in adopting service methods in line 
with the latest technology or innovative practices to 

increase operational capability. Technology is used to 

increase the autonomy of result-oriented groups and the 
distribution of responsibilities in operations. Adapted 

from [32], [46]. 

Lean Service 

Provision 

Process 

Lean Service Provision Process refers to all activities 
required in producing services by using the collection of 

methods and materials or techniques in service operations 

that emphasize service quality standards, workplace 

layout, productive use of equipment and maintenance, 

material handling, safety, hygiene, and ergonomic aspects 

to reduce service preparation time. Adapted from [46]. 

Lean Service 

Planning and 
Scheduling 

Lean Service Planning and Scheduling refers to all 

activities required to coordinate services and market 

demand, and thus increase the ability to meet customer 
orders. This minimizes variation in service operations, 

which can be achieved by optimizing resource use into a 

seamless service flow and by maximizing productivity 
through usage of appropriate service scheduling methods, 

and tools or techniques. Adapted from [46]. 

Customer 
Relationship 

Customers are people or organization who receives, use, 

or purchase products or services, and they can choose 
different goods and suppliers. Customer relationship 

refers to the establishment of a relationship with the 

customers by obtaining information about their needs and 
wants customers for better understanding of their 

preferences. This relationship is also important in 

deciding the value and quality of service from their 

perspective, and all worthless activities can be targeted for 

elimination. Adapted from [46]–[48]. 

Visual 
Information 

System 

Visual information system refers to an information system 
that delivers prompt and useful flow of information to 

relevant decision-makers to obtain quick feedback and 

corrective actions. This is achieved by using certain visual 
tools for different purposes in the workplace, such as 

visual boards, operational status, and performance 

information that enable the specific personnel to perform 
tasks appropriately according to company goals. Adapted 

from [32], [46], [47] 
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TABLE IV. CURRENT DEFINITIONS OF DIGITAL TRANSFORMATION 

Author (s) Definition 

Matt et al. 
(2015) 

Digital transformation strategy is a blueprint that 

supports organization in governing the transformations 
that arise owing to the integration of digital technologies, 

as well as in their operations after a transformation. 

Hess et al. 
(2016) 

Digital transformation is concerned with the changes 
digital technologies can bring about in a company's 

business model, which result in changed products or 

organizational structures or the automation of processes. 
These changes can be seen in the rising demand for 

Internet-based media, which has led to changes in the 

entire business models (for example, in the music 
industry). 

Liere-Netheler et 

al. (2018) 

The use of new digital technologies (social media, 

mobile, analytics, or embedded devices) to enable 

significant business improvements (such as enhancing 
customer experience, streamlining operations, or creating 

new business models). 

Horlach et al. 
(2017) 

Digital transformation as encompassing the digitization 
of sales and communication channels, and the 

digitization of a firm's offerings (products and services), 

which replaces or augments physical offerings. 
Furthermore, digital transformation entails tactical and 

strategic business moves that are triggered by data- 

driven insights and the launch of digital business models 
that allow new ways of capturing value. 

Westerman et al. 

(2011) 
Westerman et al. 

(2014) 

Karagiannaki et 
al. (2017) 

The use of technology to radically improve performance 

or reach of enterprises. 

Source: [52] 

Fig. 3. Technology for digital transformation. 

1) Big data. Big data is a method and technique to 

retrieve, collect, manage, and analyse large and complex data 

in which traditional methods of processing data are difficult 

[52], [55]. The utilization of big data is also on the rise within 

the waste management and recycling sector [54]. On the other 

hand, the use of big data requires for careful planning and 

implementation [56]. 

2) Internet of Things (IoT). This is one of the technologies 

essential in the evolution of services, and in increasing 

customer value [57]. IoT involves the connectivity of physical 

objects to the Internet or other interconnected systems using 

sensors and actuators [52]. The communication and exchange 

of data among physical objects can be performed using IoT. 

The progress in IoT is not restricted solely to Industry 4.0, as 

it is also concurrent with the evolution of the service 

transformation [57]. 

3) Blockchain. Currently, several study fields are paying 

attention to a new technology known as blockchain [58]. 

which has become a top technology layer for financial 

applications [59]. It is practical and appropriate for network 

providers to trade processing and networking resources using 

a blockchain-based solution [60]. Blockchain has generated 

interests as an innovative technology that has the potential to 

provide substantial cost reductions by allowing transactions to 

be carried out as peer-to-peer operations directly between 

users [61]. Using blockchain platforms for service institutions 

is crucial for specific purposes [62]. 

4) Cloud computing. Cloud computing makes it possible 

for information to be distributed effectively, regardless of the 

location [53]. This technology plays a significant role in the 

service industry; customers want to reduce costs, whilst cloud 

computing service providers provide their customers with 

services that maximize their earnings [63]. It refers to the 

delivery of various computing services, and builds on well-

established trends for reducing the cost of service delivery 

[64]. 

5) Artificial Intelligence (AI). Artificial intelligence 

allows for precise decision-making that offers significant time 

and cost savings through data collection, forecasting, and 

trend analysis [65]. For the last two decades, AI has greatly 

improved the performance of the manufacturing and service 

industries [66]. AI can also be used for a wide range of tasks, 

such as identifying data trends to reduce market risks, 

improving customer service with the help of virtual assistants, 

and analysing large document repositories spread across 

numerous servers within an organization to find instances of 

compliance violations [65]. 

Digital transformation is reshaping the service industry in 
profound ways. The integration of technologies such as big 
data, IoT, blockchain, cloud computing, and AI is driving a 
fundamental shift in the way service organizations operate and 
engage with their customers. This transformation enhances 
operational efficiency, and enables for personalized customer 
experiences. By using these digital technologies, service 
providers may go beyond the customers‟ expectations. 

III. METHOD 

A. Research Design 

During the research design phase, we meticulously 
reviewed current methodologies employed in studying lean 
methods within the service industry. Our investigation entailed 
a comprehensive examination of a variety of qualitative and 
quantitative approaches. Table V shows the quantitative versus 
qualitative approaches. 

The quantitative approach involves statistical analysis to 
analyse trends and relationships, comparing results with 
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predictions and past research, while the qualitative approach 
focuses on descriptive data analysis, identifying themes 
through text analysis, and interpreting findings within the 
study's context [68]. The case study approach encompasses a 
set of methods that emphasize the choice between a qualitative 
or quantitative approach [69]. 

TABLE V. QUANTITATIVE VERSUS QUALITATIVE APPROACHES 

Quantitative approach Qualitative approach 

Measure objective facts 
Construct social reality, cultural 

meaning 

Focus on variable 
Focus on interactive processes, 
events 

Reliability the key factor Authenticity the key factor 

Value free Values present and explicit 

Separate theory and data Theory and data fused 

Independent of context Situationally constrained 

Many cases, subjects Few cases, subjects 

Statistical analysis Thematic analysis 

Researcher detached Researcher involved 

Source: [67] 

A qualitative method was used in this study to achieve the 
aim of gaining understanding about lean in the service 
industry. The decision to adopt a qualitative approach is based 
on its capability to thoroughly explore the detailed 
complexities and subjective aspects of implementing lean 
principles within the service industry. 

A qualitative method is an approach that requires the 
researcher to approach the study subject directly; to observe, 
listen, ask, and verify [70]. This method explores the 
informants' perspectives in order to comprehend a group or 
phenomena [71]. The purpose of qualitative data collection is 
to determine the types of data that will answer the research 
questions [68]. As shown in Fig. 4, this study was conducted in 
three phases, which included (1) Data collection, (2) Analysis, 
and (3) Result. 

Fig. 4. Research design. 

B. Phase 1: Data Collection 

Data collection for this study was performed through focus 
group interview, observation, and audio-visual materials.  

1) Interview protocol: An interview protocol was 

developed to validate the conceptual model. Questions on the 

interview protocol were used to collect data for model 

validation. The goal of a study is outlined in its interview 

protocol [72]. The interview protocol used in this study is a 

semi-structured interview; the interview is performed based on 

the questions and sequence of questions pre-determined by the 

interviewer, and the important content is recorded during the 

interview session [71].  

The interview protocol was constructed by designing 
questions based on the components in the conceptual model. 
There are thirty-nine questions that are divided into five parts; 
Part A: Demographics, Part B: Dimension of Lean in Services, 
Part C: Relationship among the Dimensions of Lean, Part D: 
Relationship between the Dimension of Lean and Waste, and 
Part E: Role of Information Technology in Lean 
Implementation. Table VI shows the number of questions for 
each section in the interview protocol for model validation. 

The content of the interview protocol has been validated 
prior to the interview session. The experts in lean commented 
on every question of the protocol. Four experts took part in 
validating this protocol; two are academicians actively engaged 
in lean research, and the other two are from the industry with 
knowledge of lean. These four experts were approached and 
invited by e-mail; they were given the protocol interview and 
one week to complete the evaluation. 

A document having the interview questions was given to 
each informant prior to the interview so that they are familiar 
with the questions to be posed during the interview session. 
The interview began with an explanation of the lean conceptual 
model for the service industry before moving on to the 
structured questions.  

2) Focus group interview: The purpose of the focus group 

interview is to validate the conceptual model. Focus group 

interview can be used to discuss issues at a more strategic 

level [73]. Focus group interview allows for multiple 

informants to be simultaneously interviewed [72]. A purposive 

sampling procedure was used to choose the sample for this 

study. However, as purposive sampling is a frequent case 

study methodology strategy and will yield the most 

information about the subject under study, snowball sampling 

was used [74]. 

Focus group interview usually consists of four to six 
informants [68]. Thus, four informants were identified from the 
researcher's initial contact with workers from the case study 
companies, and were then selected for the interview. A 
network was later created by asking41 the first group of 
informants to refer more informants for the focus group 
interview. Table VII is four informants who expressed their 
interest in taking part in this study. 

TABLE VI. NUMBER OF INTERVIEW PROTOCOL QUESTIONS 

Part Total 

Part A: Demographics 8 

Part B: Dimension of Lean in Services 8 

Part C: Relationship Among Dimensions of Lean 4 

Part D: Relationship between Dimension of Lean and Waste 17 

Part E: Role of Information Technology in Lean Implementation 2 

Total question(s) 39 
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TABLE VII. LIST OF INFORMANTS FOR INTERVIEW 

Informant number Role Years of experience 

IN1 Warehouse Executive 16 

IN2 Cargo Operation Executive 3 

IN3 Cargo Operation Officer 1 

IN4 Cargo Operation Officer 1 1/2 

Focus group interview informants were contacted to obtain 
their consent to take part in the interview session. A total of 
four informants were contacted, to whom the interview 
protocol was sent via email prior to the interview session in 
preparation for the interview. 

The focus group interview session lasted for 73 minutes 
involving a conversation between the researcher and the 
informants to obtain relevant data and information. The data 
and information include; types of dimensions in services, the 
relationship among the dimensions, the relationship between 
waste and the dimensions, and the role of information 
technology in the implementation of lean. 

The interview session was physically conducted at the 
meeting room of the case study company on September 1, 
2022. Prior to the session, permission was sought from the 
informants for the conversation to be recorded [75] using a 
voice recorder. Although the researcher controlled the 
discussion by asking questions based on the interview protocol 
questions, the informants were given the opportunity to speak 
and share their views freely. 

3) Observation: The purpose of the observation is to 

validate the conceptual model. Observation is one of the 

processes of gathering information openly, directly by 

observing people and places at the site of the study [68]. The 

data obtained from the observation in this study are in the 

form of audio-visual materials and field notes. Since 

permission to observe the interview was granted for only 60 

minutes, it was conducted on September 1, 2022, at the case 

study company. The researcher was accompanied by three 

employees from the case study company who understand the 

operational processes of their company. They consist of a 

warehouse executive, a cargo operation executive, and a cargo 

operation officer. 

The role of the researcher was only as an observer, not a 
participant. Non-participant observers are observers who visit 
the site and record data without being involved in the activities 
of the participants [68]. Observation of the operational process 
was performed with the guidance from the three workers who 
explained the activities that take place in each process.  

4) Audio-visual material: Data collection was audio-

visual materials that made up of photos or sounds of people or 

locations captured by the researcher or another person to assist 

the researcher in comprehending the core phenomenon under 

investigation [68]. During the observation, audio-visual 

materials such as pictures and videos of the process were 

taken. 

C. Phase 2: Analysis 

Qualitative data analysis involves the systematic process of 
identifying meaningful information from the data obtained. In 
this study, qualitative data was obtained from focus group 
interview, observation, and audio-visual materials. Fig. 5 is a 
guideline used in analysing the qualitative data [68]. Prior to 
the data analysis process, focus group interview data and 
observations were collected and organized into file folders on 
the computer. Then the interview data was transcribed by the 
researcher as data preparation for analysis. The collected data 
were read repeatedly to comprehend the coding of the data. 
Encoding the data is conducted for analytical reports. 

Fig. 5. Qualitative data analysis process. 

1) Data transcription: Transcription is frequently used in 

qualitative research [76]. Transcribing an interview involves 

converting audiotape recordings into text data [68]. There are 

no common guidelines or procedures for transcription [77]. 

Hence, below are four steps used in transcribing the interview 

of this study: 

 Prepare data during interview by recording the 
conversation. 

 Listen to the recording multiple times when 
transcribing. 

 Identify the informants and label them accordingly 
while transcribing. 

 Use timestamps to show when an informant starts or 
stops speaking. 

2) Themes and code: Analysis of the data was conducted 

using a computer software program for qualitative data, such 

as interview transcripts and pictures, using Atlas.ti. The data 

was explored and coded by reading all data collection and then 

employing the codes. Codes were also collected to create 

themes that were used as the main findings of the study [68]. 

Before the data were coded, code themes were decided based 

on the type of waste and dimension of lean service.  
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3) Validation and reliability: Triangulation is the use of 

different sources of information to help confirm and improve 

the clarity or accuracy of research findings [73]. Triangulation 

is also seen as a qualitative research strategy to test validity 

through the convergence of information from different sources 

[78]. The same interview protocol was used for all case study 

informants during triangulation to increase reliability [79]. 

This study has chosen a combination of data from focus group 

interviews and observations to provide triangulation results 

[80]. Triangulation is used to support the principle in case 

studies that phenomena are seen and explored from multiple 

perspectives [81]. 

D. Phase 3: Result 

A conceptual model was developed and revised through a 
case study after the analysis of the data collection was 
performed. A case study is an intense description and analysis 
of an experience, social unit, or system related to time or place 
[82]. A qualitative case study is an ideal method for 
understanding and interpreting experience. The qualitative case 
study methodology enables researchers to carry out a thorough 
investigation of complex phenomena within a particular setting 
[83]. 

IV. RESULTS 

To answer the research question “How can the integration 
of lean principles and digital transformation lead to waste 
reduction in service organizations?”, the qualitative data 
approach has been carried out. The qualitative method has been 
successful in gathering feedback from the informants about the 
dimensions of lean in services, relationship among the 
dimensions of lean, relationship between the dimension of lean 
and waste, and the role of information technology in lean 
implementation. Fig. 6 shows the lean conceptual model that 
has been developed for the service industry. 

In this study, dimensions are defined as functional areas 
that carry out specific activities and roles in an organization in 
achieving the organizational goals. There are seven dimensions 
of lean that exist in the service industry, namely: 

 Lean Supplier 

 Lean Workforce Management 

 Lean Operations and Technology Development 

 Lean Service Provision Process 

 Lean Service Planning and Scheduling 

 Customer Relations 

 Visual Information System 

Next, in the manufacturing industry, the product production 
process can be represented as an input-output model, where 
resources in the form of raw materials will be transformed into 
finished products due to the output of the system. All 
informants agreed that all seven dimensions stated can also be 
represented as input-output processes in the service industry. 
All the phases in the lean conceptual model will be created 
based on user or consumer demand. 

Fig. 6. Lean service conceptual model (Adapted from [46]). 

According to the informants, the lean conceptual model 
reflects the detailed service operations of the informants‟ 
company; business activity must be conducted when there is a 
demand. All dimensions and their relationships cannot be less 
than one since the dimensions are interrelated, as specified by 
the researcher in the initial conceptual model. 

Analysis of the data revealed that the informants' 
organization has nine types of wastes, namely over-production, 
inventory, waiting, motion, transportation, defect, over-
processing, underutilized resources, and manager's resistance 
to change. According to the informants, the types and examples 
of wastes are easy to be figured out because they are visible to 
the naked eyes. Identified waste and its types are particularly 
important in implement lean service; waste must be identified 
so that the cause of the problem can be addressed. 

TABLE VIII. EXAMPLES OF WASTE IN LEAN DIMENSIONS 

Dimension Waste(s) 

Lean Supplier 
Defect, Over-production, Waiting, Underutilized 
resources, Transportation, Inventory, Over-

processing. 

Lean Workforce 

Management 

Defect, Waiting, Underutilized resources, 

Transportation, Over-processing, Manager's 
resistance to change. 

Lean Operations 

Development and 
Technology 

Defect, Over-production, Waiting, Underutilized 

resources, Transportation, Inventory, Over-
processing. 

Lean Service 
Provision Process 

Defect, Over-production, Waiting, Underutilized 

resources, Transportation, Inventory, Over-

processing. 

Lean Service Planning 
and Scheduling 

Defect, Over-production, Waiting, Underutilized 

resources, Transportation, Inventory, Over-

processing. 

Customer Relationship Defect, Over-processing. 

Visual Information 
System 

Defect, Over-production, Waiting, Transportation, 
Inventory, Over-processing. 

The informants agreed with the proposed dimensions and 
wastes of the initial conceptual model. However, after analysis, 
additional waste on several dimensions was discovered as 
highlighted in the lean conceptual model shown in Fig. 6; over-
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production waste is added to the lean supplier dimension, 
underutilized resources waste is added to the lean operations 
and technology development dimension, lean service provision 
process dimension, and lean service planning and scheduling 
dimension, and defect waste is added in the customer relations 
dimension. Waste in the seven dimension of the lean 
conceptual model is illustrated in Table VIII. 

According to two informants, IT plays a critical role in 
assisting with the implementation of lean in the organization. 
To aid in the application of lean in the service industry, a 
system must be established. Knowing where waste occurs is a 
required system feature. However, according one of the 
informants, they do not require a system to figure out waste 
because they are more comfortable executing the work 
manually. 

V. DISCUSSION 

This research was carried out to provide a preliminary 
overview of the validation of a conceptual model for lean 
service in the service industry. Initially, lean conceptual models 
are developed based on the literature review and preliminary 
research where types of waste and dimensions in lean service 
are identified. However, in this study, we limit the 
development of our conceptual model by focusing on the types 
of waste and dimensions in lean service using a qualitative 
method. The data for this study were gathered via focus group 
interview, observation, and audio-visual sources [68]. 

The results of this study revealed that the proposed Lean 
Conceptual Model for the service industry is applicable. This is 
because the service operation in the case study company shares 
the same dimensions of lean, relationships among the 
dimensions of lean, and relationships between dimensions of 
lean and waste. Thus, this study has found nine types of waste 
with seven lean dimensions. 

The types of waste identified are over-production, 
inventory, waiting, motion, transportation, defects, over-
processing, underutilized resources, and manager‟s resistance 
to change. The seven lean dimensions identified are Lean 
Supplier, Lean Workforce Management, Lean Operations and 
Technology Development, Lean Service Provision Process, 
Lean Service Planning and Scheduling, Customer Relationship, 
and Visual Information Systems. 

The Lean Service Conceptual Model for the service 
industry can be aligned with the existing digital transformation 
technologies such as big data, IoT, blockchain, cloud 
computing, and AI. By harnessing the capabilities of these 
technologies, organizations will not only embrace lean 
principles but also propel their service operations into a new 
era of efficiency and effectiveness [84]. 

Across all the Lean Service Conceptual Model's 
dimensions, big data analytics is crucial for reducing waste 
[85]. Organizations develop the ability to identify and reduce 
distinct types of waste through the analysis of significant data 
produced throughout its service operations. As an example, 
within the Lean Supplier dimension, data analytics can 
optimize inventory management, leading to a decrease in 
excess inventory waste. These analytics can help with resource 

allocation in the context of lean service planning and 
scheduling [56] and reduce waste [86]. 

IoT devices emerge as pivotal assets in the alignment of 
dimensions within the Lean Service Conceptual Model. These 
devices assume a crucial role in capturing real-time operational 
data, seamlessly harmonizing with various dimensions of lean 
service. They play a crucial role in the efficient use of 
resources, namely taking care of the Lean Workforce 
Management component. Moreover, IoT devices effectively 
monitor the intricacies of service provision processes [87], 
thereby closely aligning with the Lean Service Provision 
Process dimension. Furthermore, these tools improve customer 
experience interaction [88] by encouraging mutually beneficial 
relationship through the Customer Relationship dimension. The 
result is a decrease in waste brought on by the ability to make 
informed decisions made possible by these IoT devices. 

Blockchain technology serves as a robust pillar in 
upholding the core principles of lean service, primarily by 
instilling trust and transparency, with a particular focus on the 
Lean Supplier dimension. This technology successfully reduces 
waste in the supply chain by serving as a strong barrier against 
flaws and dangerous goods [59]. Moreover, blockchain's 
capabilities extend to the enhancement of transparency in 
Customer Relationship dimension, where it securely records 
interactions and transactions. In addition to fostering more 
trust, this careful documentation also helps to cut down on 
processing waste. In summary, the integration of blockchain 
strengthens lean service by promoting waste reduction, 
transparency, and trust across the service ecosystem. 

In the context of lean service, cloud computing appears as a 
catalyst for facilitating collaboration [89]. Due to its innate 
abilities, several lean dimensions can be seamlessly 
coordinated. TCloud computing transforms into an essential 
channel for the exchange of real-time information by 
facilitating improved communication and cooperation across 
multiple functional areas. Through coordinated efforts and real-
time information sharing, this collective method enables 
organizations to jointly detect and manage waste, strengthening 
the lean service concepts of efficiency and waste reduction. 

Within the context of lean service, AI emerges as a 
powerful force for automation and greater efficiency. AI 
proves to be a crucial tool for optimizing operations across all 
dimensions of lean service thanks to its comprehensive range 
of automation and predictive analytics capabilities. The Lean 
Operations Development and Technology dimensions are 
successfully improved because of how well it performs 
everyday chores. Additionally, AI is crucial to optimizing 
resource allocation and integrates perfectly with the Lean 
Service Planning and Scheduling dimension component. Most 
significantly, AI helps the Customer Relationship Dimension 
to offer excellent client experiences [90]. In the process, it 
simultaneously decreases waste by improving overall process 
effectiveness, reiterating its function as a major enabler of lean 
service concept. 

VI. CONCLUSION 

This research is aimed at providing a conceptual model that 
enables service organization to successfully navigate changes 
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in the environment of the digital era while maximising their 
operational efficiency by reducing waste in their operation. 
This research contributes to the types of waste in lean service. 
Nine types of waste have been identified; over-production, 
inventory, waiting, motion, transportation, defects, over-
processing, underutilized resources, and manager‟s resistance 
to change. Seven lean dimensions identified are Lean Supplier, 
Lean Workforce Management, Lean Operations and 
Technology Development, Lean Service Provision Process, 
Lean Service Planning and Scheduling, Customer Relationship, 
and Visual Information Systems. 

This study has successfully validated a Lean Service 
Conceptual Model for the service industry through the 
qualitative method by identifying nine types of waste and 
seven lean dimensions. This research is significant because it 
proves how well this paradigm aligns with modern digital 
transformation technologies like big data analytics, IoT, 
blockchain, cloud computing, and AI. These technologies are 
essential for reducing waste, optimizing resources, encouraging 
collaboration, and automating all aspects of lean service. This 
integration highlights the model's adaptability, positioning it as 
a catalyst for service organizations to thrive in a digitally 
transformed landscape characterized by enhanced efficiency 
and effectiveness, with a primary focus on waste reduction 
within service operations. 

Thus, the contribution of this study provides a solid 
foundation to ensure efficient achievement or performance in 
the service industry. The constraint of this study is in the 
limitation of the number of companies for the case study. The 
pandemic that hit when the study was conducted has caused the 
ability to interact with various organizations in the service 
industry to be limited; only one company was ready to take 
part as a case study company for this study. 

In the realm of future research endeavours, it is 
recommended for the inclusion of case study companies to be 
expanded, with a deliberate focus on diverse sectors within the 
service industry. This approach aims to mitigate potential bias 
in research outcomes and offers a more comprehensive 
understanding of how the Lean Service Conceptual Model 
aligns with digital transformation technologies across different 
service contexts.  

Additionally, exploring and reviewing the array of best 
practices, techniques, and tools available for waste reduction 
within organizational operations is paramount. Such 
investigations can unveil effective measures that organizations 
can readily implement to enhance operational efficiency and 
minimize waste, contributing to a more sustainable and lean 
service ecosystem. These research directions hold the potential 
to further advance our knowledge and practical insights in the 
pursuit of lean service excellence. 

ACKNOWLEDGMENT 

We want to express our gratitude to the Universiti 
Kebangsaan Malaysia for the research grants GGPM-2019-
065, which enabled us to develop this research. Additionally, 
we want to extend our heartfelt thanks to Universitas Sriwijaya 
for their collaboration with Universiti Kebangsaan Malaysia. 
This joint effort has played a crucial role in the success of our 

research, enriching the research with diverse perspectives and 
expertise. We appreciate the support of both institutions in 
fostering a collaborative and productive research environment. 

REFERENCES 

[1] M. Escuder, M. Tanco, A. Muñoz-Villamizar, and J. Santos, “Can Lean 
eliminate waste in urban logistics? A field study,” Int. J. Product. 
Perform. Manag., vol. 71, pp. 558–575, 2020. 

[2] W. Chen, “Research and Application of Civil Aviation Ground Service 
Management based on Lean Management,” Atl. Press, vol. 68, pp. 422–
427, 2018. 

[3] S. M. Vadivel and A. H. Sequeira, “An Operational Performance of 
Indian Postal Service using Lean Manufacturing Approach – A 
Conceptual Model,” Proc. Int. Conf. Strateg. Volatile Uncertain 
Environ. Emerg. Mark., no. July, pp. 318–326, 2017. 

[4] W. Jiang, P. S. A. Sousa, M. R. A. Moreira, and G. M. Amaro, “Lean 
direction in literature: a bibliometric approach,” Prod. Manuf. Res., vol. 
9, no. 1, pp. 241–263, 2021. 

[5] E. A. Kotlyarova, K. F. Mekhantseva, L. S. Markin, and M. O. Otrishko, 
“Application Possibilities and Standardization Features for Lean 
Methods in Service Industries,” IOP Conf. Ser. Earth Environ. Sci., vol. 
666, no. 6, 2021. 

[6] F. Pakdil, P. Toktaş, K. M. Leonard, and K. M. Leonard, “Validation of 
qualitative aspects of the Lean Assessment Tool ( LAT ),” 2018. 

[7] M. Z. Rafique, S. Mumtaz, M. N. A. Rahman, I. A. Mughal, M. A. 
Khan, and S. M. Haider, “Wastes in lean production systems,” Int. J. 
Innov. Technol. Explor. Eng., vol. 8, no. 8, pp. 1823–1827, 2019. 

[8] Z. Van Veldhoven and J. Vanthienen, “Best practices for digital 
transformation based on a systematic literature review,” Digit. 
Transform. Soc., vol. 2, no. 2, pp. 104–128, 2023. 

[9] K. S. R. Warner and M. Wäger, “Building dynamic capabilities for 
digital transformation: An ongoing process of strategic renewal,” Long 
Range Plann., vol. 52, no. 3, pp. 326–349, 2019. 

[10] C. L. Chang, E. Octoyuda, and I. Arisanti, “The Role of Digital 
Transformation on Strategic Leader: A Systematic Literature Review,” 
ICBIR 2022 - 2022 7th Int. Conf. Bus. Ind. Res. Proc., pp. 289–294, 
2022. 

[11] C. Matt, T. Hess, and A. Benlian, “Digital Transformation Strategies,” 
Bus. Inf. Syst. Eng., vol. 57, no. 5, pp. 339–343, 2015. 

[12] J. Konopik, C. Jahn, T. Schuster, N. Hoßbach, and A. Pflaum, 
“Mastering the digital transformation through organizational 
capabilities: A conceptual framework,” Digit. Bus., vol. 2, no. 2, 2022. 

[13] A. E. Besser Freitag, J. D. C. Santos, and A. D. C. Reis, “Lean Office 
and digital transformation: a case study in a services company,” 
Brazilian J. Oper. Prod. Manag., vol. 15, no. 4, pp. 588–594, 2018. 

[14] K. Ejsmont, B. Gladysz, D. Corti, F. Castaño, W. M. Mohammed, and J. 
L. Martinez Lastra, “Towards „Lean Industry 4.0ʹ–Current trends and 
future perspectives,” Cogent Bus. Manag., vol. 7, no. 1, pp. 0–32, 2020. 

[15] S. Gupta, M. Sharma, and V. Sunder M, “Lean services: a systematic 
review,” Int. J. Product. Perform. Manag., vol. 65, no. 8, pp. 1025–1056, 
2016. 

[16] A. N. Abdul Wahab, M. Mukhtar, and R. Sulaiman, “Lean Production 
System Definition from the Perspective of Malaysian Industry,” Asia-
Pacific J. Inf. Technol. Multimed., vol. 6, no. 1, pp. 1–11, 2017. 

[17] A. Anuar, D. M. Sadek, L. K. Kheng, N. Othman, and N. A. Nordin, 
“Could A Conceptual Framework of Lean Healthcare, Safety Climate 
and Operational Performance Achieving Sustainability?,” Int. J. Acad. 
Res. Bus. Soc. Sci., vol. 12, no. 10, 2022. 

[18] P. Molina, K. Nuñez, L. Cantú, B. Villarreal, S. Pedro, and G. García, 
“Routing Lean and Green in UPS,” Int. Conf. Ind. Eng. Oper. Manag., 
no. 2010, pp. 2577–2586, 2014. 

[19] H. dos R. Leite and G. E. Vieira, “Lean philosophy and its applications 
in the service industry: A review of the current knowledge,” Production, 
vol. 25, no. 3, pp. 529–541, 2015. 

[20] J. Spacey, “30 Manufacturing term,” 2017. [Online]. Available: 
https://simplicable.com/new/service-industry. [Accessed: 20-Apr-2020]. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 1, 2024 

156 | P a g e  

www.ijacsa.thesai.org 

[21] I. Linton, “Five Differences Between Service and Manufacturing 
Organizations | Chron.com,” 2019. [Online]. Available: 
https://smallbusiness.chron.com/five-differences-between-service-
manufacturing-organizations-19073.html. [Accessed: 20-Apr-2020]. 

[22] H. S. Abu Hasim, P. B. Tin, and Z. Darawi, “Analisis keperluan tenaga 
manusia dalam industri Perkhidmatan di Malaysia,” in Persidangan 
Kebangsaan Ekonomi Malaysia ke VII (PERKEM VII), Transformasi 
Ekonomi Dan Sosial Ke Arah Negara Maju, 2012, vol. 9, no. 1, pp. 993–
1000. 

[23] E. Andrés-López, I. González-Requena, and A. Sanz-Lobera, “Lean 
Service: Reassessment of Lean Manufacturing for Service Activities,” 
Procedia Eng., vol. 132, pp. 23–30, 2015. 

[24] N. N. H. Mohammad Amin, N. F. Elias, and A. N. Abdul Wahab, 
“Identifiying Wastes for the Development of Lean Postal Services,” in 
Proceedings of the International Conference on Electrical Engineering 
and Informatics, 2021. 

[25] S. Gupta and M. Sharma, “Empirical analysis of existing lean service 
frameworks in a developing economy,” Int. J. Lean Six Sigma, vol. 9, 
no. 4, pp. 482–505, 2016. 

[26] M. F. Morales-Contreras, M. F. Suárez-Barraza, and M. Leporati, 
“Identifying Muda in a fast food service process in Spain,” Int. J. Qual. 
Serv. Sci., vol. 12, no. 2, pp. 201–226, 2020. 

[27] T. Melton, “The benefits of lean manufacturing: What lean thinking has 
to offer the process industries,” Chem. Eng. Res. Des., vol. 83, no. 6 A, 
pp. 662–673, 2005. 

[28] M. Alsmadi, A. Almani, and R. Jerisat, “A comparative analysis of Lean 
practices and performance in the UK manufacturing and service sector 
firms,” Total Qual. Manag. Bus. Excell., vol. 23, no. 3–4, pp. 381–396, 
2012. 

[29] A. Portioli-staudacher and P. Milano, “Lean Implementation in Service 
Companies,” pp. 652–659, 2010. 

[30] A. A. A. Mohammad, “Approaching the adoption of lean thinking 
principles in food operations in hotels in Egypt,” Tour. Rev. Int., vol. 21, 
no. 4, pp. 365–378, 2017. 

[31] M. Elnadi and E. Shehab, “Product-service system leanness assessment 
model: study of a UK manufacturing company,” Int. J. Lean Six Sigma, 
vol. 12, no. 5, pp. 1046–1072, 2021. 

[32] P. Ahlstrom, “Lean service operations: Translating lean production 
principles to service operations,” Int. J. Serv. Technol. Manag., vol. 5, 
no. 5–6, pp. 545–564, 2004. 

[33] R. V. Sreedharan, G. Sandhya, and R. Raju, “Development of a Green 
Lean Six Sigma model for public sectors,” Int. J. Lean Six Sigma, vol. 9, 
no. 2, pp. 238–255, 2018. 

[34] M. S. Bajjou, A. Chafi, and A. Ennadi, “Development of a Conceptual 
Framework of Lean Construction Principles: An Input-Output Model,” 
J. Adv. Manuf. Syst., vol. 18, no. 1, pp. 1–34, 2019. 

[35] M. Iranmanesh, S. Zailani, S. S. Hyun, M. H. Ali, and K. Kim, “Impact 
of lean manufacturing practices on firms‟ sustainable performance: Lean 
culture as a moderator,” Sustain., vol. 11, no. 4, 2019. 

[36] A. N. Abdul Wahab, M. Mukhtar, R. Sulaiman, and K. Shafinah, 
“Validating the Relationship Between Lean Dimensions and Wastes: A 
Pilot Study of Malaysian Industries,” Int. J. Eng. Sci. Res. Technol., vol. 
6, no. 7, pp. 366–375, 2017. 

[37] A. Bahaa, Y. Mostafa, and - Mahmoud, “Enhancing Lean Software 
Development by using Devops Practices,” Int. J. Adv. Comput. Sci. 
Appl., vol. 8, no. 7, pp. 267–277, 2017. 

[38] M. K. A. Kiram and M. M. Yusof, “Lean IT transformation plan for 
information systems development,” Int. J. Adv. Comput. Sci. Appl., vol. 
11, no. 8, pp. 473–483, 2020. 

[39] L. Rexhepi and P. Shrestha, “Lean Service Implementation in Hospital,” 
2011. 

[40] T. Ohno, Toyota Production System: Beyond Large-Scale Production. 
New York: Productivity Press, 1988. 

[41] M. L. George, Lean Six Sigma for Service: How to Use Lean Speed and 
Six Sigma Quality to Improve Services and Transactions. 2003. 

[42] J. A. Douglas, J. Antony, and A. Douglas, “Waste identification and 
elimination in HEIs: the role of Lean thinking,” Int. J. Qual. Reliab. 
Manag., vol. 32, no. 9, pp. 970–981, 2015. 

[43] R. G. Batson, “Supplier Management in Service Industry: What can be 
Learned from Automotive Manufacturing?,” in Intech, vol. 11, no. 
tourism, 2018, p. 13. 

[44] Saloodo, “Who is a Supplier in business? Logistics Terms and 
Definitions,” 2020. [Online]. Available: 
https://www.saloodo.com/logistics-dictionary/supplier/. [Accessed: 13-
May-2022]. 

[45] Genesys, “What Is Workforce Management?,” 2022. [Online]. 
Available: https://www.genesys.com/definitions/what-is-workforce-
management. [Accessed: 13-May-2022]. 

[46] A. N. Abdul Wahab, “Kerangka Konseptual Aplikasi Audit Kejat Bagi 
Industri Pembuatan,” Universiti Kebangsaan Malaysia, 2017. 

[47] A. M. Sánchez and M. P. Pérez, “The use of lean indicators for 
operations management in services,” Int. J. Serv. Technol. Manag., vol. 
5, no. 5–6, pp. 465–478, 2004. 

[48] M. B. News, “Customer - definition and meaning,” 2022. [Online]. 
Available: https://marketbusinessnews.com/financial-glossary/customer-
definition-meaning/. [Accessed: 13-May-2022]. 

[49] F. E. Ait-Bennacer, A. Aaroud, K. Akodadi, and B. Cherradi, “Adopting 
a Digital Transformation in Moroccan Research Structure using a 
Knowledge Management System: Case of a Research Laboratory,” Int. 
J. Adv. Comput. Sci. Appl., vol. 13, no. 9, pp. 375–384, 2022. 

[50] M. Jantti and S. Hyvarinen, “Exploring Digital Transformation and 
Digital Culture in Service Organizations,” 2018 15th Int. Conf. Serv. 
Syst. Serv. Manag. ICSSSM 2018, pp. 1–6, 2018. 

[51] D. Schallmo, C. A. Williams, and L. Boardman, “Digital transformation 
of business models-best practice, enablers, and roadmap,” Int. J. Innov. 
Manag., vol. 21, no. 8, pp. 1–17, 2017. 

[52] M.-I. Mahraz, A. Berrado, and L. Benabbou, “A Systematic Literature 
Review of Digital Platform Business Models,” in The International 
Conference on Industrial Engineering and Operations Management, 
2021, vol. 48 LNISO, no. October, pp. 917–931. 

[53] T. S. Ilangakoon, S. K. Weerabahu, P. Samaranayake, and R. 
Wickramarachchi, “Adoption of Industry 4.0 and lean concepts in 
hospitals for healthcare operational performance improvement,” Int. J. 
Product. Perform. Manag., vol. 71, no. 6, pp. 2188–2213, 2022. 

[54] A. K. Feroz, H. Zo, and A. Chiravuri, “Digital transformation and 
environmental sustainability: A review and research agenda,” Sustain., 
vol. 13, no. 3, pp. 1–20, 2021. 

[55] N. Zulkarnain, M. Anshari, and A. Definition, “Big Data : Concept , 
Applications , & Challenges,” no. November, pp. 307–310, 2016. 

[56] S. S. Baawi, M. R. Mokhtar, and R. Sulaiman, “Enhancement of text 
steganography technique using Lempel-Ziv-Welch algorithm and two-
letter word technique,” Adv. Intell. Syst. Comput., vol. 843, pp. 525–
537, 2019. 

[57] A. Eigner and C. Stary, “The Role of Internet-of-Things for Service 
Transformation,” SAGE Open, vol. 13, no. 1, pp. 1–21, 2023. 

[58] T. Surasak, N. Wattanavichean, C. Preuksakarn, and S. C. H. Huang, 
“Thai agriculture products traceability system using blockchain and 
Internet of Things,” Int. J. Adv. Comput. Sci. Appl., vol. 10, no. 9, pp. 
578–583, 2019. 

[59] G. Perboli, S. Musso, and M. Rosano, “Blockchain in Logistics and 
Supply Chain: A Lean Approach for Designing Real-World Use Cases,” 
IEEE Access, vol. 6, pp. 62018–62028, 2018. 

[60] M. Xevgenis, D. G. Kogias, P. Karkazis, H. C. Leligou, and C. 
Patrikakis, “Application of blockchain technology in dynamic resource 
management of next generation networks,” Inf., vol. 11, no. 12, pp. 1–
14, 2020. 

[61] Y. Perwej, “Yusuf Perwej. A Pervasive Review of Blockchain 
Technology and Its Potential Applications,” Open Sci. J. Electr. 
Electron. Eng., vol. 5, no. 4, pp. 30–43, 2018. 

[62] N. N. Pokrovskaia, E. A. Rodionova, I. G. Fomina, M. Z. Epshtein, and 
D. A. Fedorov, “Blockchain and Smart Contracting in the Context of 
Digital Transformation of Service,” Proc. 2022 Conf. Russ. Young Res. 
Electr. Electron. Eng. ElConRus 2022, pp. 1727–1731, 2022. 

[63] E. WEINTRAUB and Y. COHEN, “Cost Optimization of Cloud 
Computing Services in a Networked Environment,” Int. J. Adv. Comput. 
Sci. Appl., vol. 6, no. 4, pp. 148–157, 2015. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 1, 2024 

157 | P a g e  

www.ijacsa.thesai.org 

[64] S. Shilpashree, R. R. Patil, and C. Parvathi, “„Cloud computing an 
overview,‟” Int. J. Eng. Technol., vol. 7, no. 4, pp. 2743–2746, 2018. 

[65] A. Prasanth, D. J. Vadakkan, P. Surendran, and B. Thomas, “Role of 
Artificial Intelligence and Business Decision Making,” Int. J. Adv. 
Comput. Sci. Appl., vol. 14, no. 6, pp. 965–969, 2023. 

[66] M. Verma, “Artificial intelligence and its scope in different areas with 
special reference to the field of education,” Int. J. Adv. Educ. Res. 5 Int. 
J. Adv. Educ. Res., vol. 3, pp. 2455–6157, 2018. 

[67] W. L. Neuman, Social Research Methods: Qualitative and Quantitative 
Approaches, 7th editio. Harlow, United Kingdom: Pearson Education 
Limited, 2013. 

[68] J. W. Creswell, Educational Research: Planning, Conducting, and 
Evaluating Quantitative and Qualitative Research, 4th editio. 
Boston,MA, United States: Pearson Education (US), 2011. 

[69] G. G. Gable, “Integrating Case Study and Survey Research Methods: An 
Example in Information Systems,” Eur. J. Inf. Syst., vol. 3, no. 2, pp. 
112–126, 1994. 

[70] I. Ahmad and S. Kamarudin, Metodologi Kajian: Pelbagai Gaya 
Penyelidikan. 2018. 

[71] R. Md Ali, F. Mohd Yusof, and F. Shaffie, Pengumpulan Data Kualitatif 
Dalam Penyelidikan. Kuala Lumpur: Dewan Bahasa dan Pustaka, 2018. 

[72] A. Bolderston, “Conducting a research interview,” J. Med. Imaging 
Radiat. Sci., vol. 43, no. 1, pp. 66–76, 2012. 

[73] J. Ritchie and J. Lewis, Qualitative Research Practice A Guide for Social 
Science Students and Researchers, First Edit. SAGE Publications Ltd, 
2003. 

[74] M. M. Yusof, J. Kuljis, A. Papazafeiropoulou, and L. K. Stergioulas, 
“An evaluation framework for Health Information Systems: human, 
organization and technology-fit factors (HOT-fit),” Int. J. Med. Inform., 
vol. 77, no. 6, pp. 386–398, 2008. 

[75] S. R. A. Ibrahim, J. Yahaya, H. Salehudin, and A. Deraman, “The 
Development of Green Software Process Model A Qualitative Design 
and Pilot Study,” Int. J. Adv. Comput. Sci. Appl., vol. 12, no. 8, pp. 
589–598, 2021. 

[76] D. G. Oliver, J. M. Serovich, and T. L. Mason, “Constraints and 
opportunties with interview transcription,” Soc. Forces, vol. 84, no. 2, 
pp. 1273–1289, 2005. 

[77] V. Azevedo et al., “Interview transcription: conceptual issues, practical 
guidelines, and challenges,” Rev. Enferm. Ref., vol. 4, no. 14, pp. 159–
168, 2017. 

[78] N. Carter, D. Bryant-Lukosius, A. Dicenso, J. Blythe, and A. J. Neville, 
“The use of triangulation in qualitative research,” Oncol. Nurs. Forum, 
vol. 41, no. 5, pp. 545–547, 2014. 

[79] N. Nordin and B. M. Deros, “Organisational change framework for lean 
manufacturing implementation,” Int. J. Supply Chain Manag., vol. 6, no. 
3, pp. 309–320, 2017. 

[80] A. Alkhoraif and P. McLaughlin, “Lean implementation within 
manufacturing SMEs in Saudi Arabia: Organizational culture aspects,” 
J. King Saud Univ. - Eng. Sci., vol. 30, no. 3, pp. 232–242, 2018. 

[81] P. Baxter and S. Jack, “Qualitative Case Study Methodology : Study 
Design and Implementation for Novice Researchers,” vol. 13, no. 4, pp. 
544–559, 2008. 

[82] L. D. Bloomberg and M. Volpe, Completing Your Qualitative 
Dissertation: A Road Map from Beginning to End, 4th Editio. Los 
Angeles, 2008. 

[83] Y. Rashid, A. Rashid, M. A. Warraich, S. S. Sabir, and A. Waseem, 
“Case Study Method: A Step-by-Step Guide for Business Researchers,” 
Int. J. Qual. Methods, vol. 18, pp. 1–13, 2019. 

[84] F. D. Cifone, K. Hoberg, M. Holweg, and A. P. Staudacher, “„Lean 4.0‟: 
How can digital technologies support lean practices?,” Int. J. Prod. 
Econ., vol. 241, no. 2017, pp. 1–10, 2021. 

[85] S. Gupta, S. Modgil, and A. Gunasekaran, “Big data in lean six sigma: a 
review and further research directions,” Int. J. Prod. Res., vol. 58, no. 3, 
pp. 947–969, 2020. 

[86] J. Corbett and C. Chen, “R60. Big Data Efficiency, Information Waste 
and Lean Big Data Management: Lessons from the Smart Grid 
Implementation,” in CONF-IRM 2015 Proceedings, 2015, vol. 8. 

[87] E. Kadiyala, S. Meda, R. Basani, and S. Muthulakshmi, “Global 
industrial process monitoring through IoT using Raspberry pi,” in 2017 
International Conference On Nextgen Electronic Technologies: Silicon 
to Software, ICNETS2 2017, 2017, pp. 260–262. 

[88] V. V. Ratna, “Conceptualizing internet of things (IoT) model for 
improving customer experience in the retail industry,” Int. J. Manag., 
vol. 11, no. 5, pp. 973–981, 2020. 

[89] B. J. White, J. A. E. Brown, C. S. Deale, and A. T. Hardin, 
“Collaboration Using Cloud Computing and Traditional Systems,” 
Issues Inf. Syst., vol. X, no. 2, 2009. 

[90] J. Sujata, D. Aniket, and M. Mahasingh, “Artificial intelligence tools for 
enhancing customer experience,” Int. J. Recent Technol. Eng., vol. 8, no. 
2 Special Issue 3, pp. 700–706, 2019. 

 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 15, No. 1, 2024 

The Scheme Design of Wearable Sensor for Exercise 
Habits Based on Random Game

Youqin Huang*, Zhaodi Feng 
School of Physical Education, Gannan Normal University, GanZhou, 341000, China 

 
 

Abstract—The development of random game theory has 
enabled wearable sensors to obtain actuator evolution in sports 
exercise, thus the design of user exercise habits during the 
exercise process has begun to be studied. Conventional devices 
only focus on automatic adjustment of sports design, with slight 
shortcomings in personalization. To address this issue, this study 
added an anchor node localization device to the adaptive search 
hybrid learning algorithm and analyzed the exercise goals of 
athletes. At the same time, a semi definite programming method 
was installed in wearable sensors to achieve the goal of paying 
attention to the physical condition of athletes. To verify the 
performance of the fusion device, this study conducted 
experiments on the Physical dataset and compared it with three 
models such as Harris Eagle Optimization. The accuracy rates of 
designing exercise habits schemes for the four devices were 
97.4%, 96.5%, 94.7%, and 91.2%, respectively, indicating that 
the model has the strongest stability. Under the same running 
time, the energy loss of this model was 0.11kW * h, which 
performs the best among the four models. When the athletes are 
different in age, the F1 values of the four devices are 5.9, 4.5, 4.2 
and 3.6 respectively. The results indicate that the proposed fusion 
model has strong robustness and is suitable for designing exercise 
habit schemes in the evolution of sports exercise actuators. 

Keywords—Random game; adaptive search hybrid learning 
algorithm; wearable sensors; physical exercise; evolution of 
actuators; exercise habits; anchor node positioning; semi definite 
programming method 

I. INTRODUCTION 
The continuous advancement of technology enables 

wearable sensors to collect the biological information of 
athletes, providing them with guidance on exercise plans [1-2]. 
In recent years, sports exercise actuators have gradually 
integrated electronic technology, providing a more 
personalized exercise experience. With the increasing 
emphasis on physical exercise, wearable sensors, as an 
emerging technology, have been widely used in the field of 
physical exercise. It can monitor individual exercise data in 
real-time, such as heart rate and sleep quality, providing users 
with scientific health guidance and personalized exercise plans. 
In addition, some sports exercise actuators are also equipped 
with computer systems, which can help users to better grasp 
the exercise effect [3]. Conventional sensors are limited to 
real-time monitoring of body status, and designing the optimal 
exercise habit plan based on user characteristics still poses 
challenges [4]. And this method is only suitable for users who 
exercise in specific areas. For enthusiasts of special terrains, 
these methods are prone to over generalization during runtime. 
To expand the search domain of wearable sensors for physical 
exercise, this study pioneered the construction of a Stochastic 

Games (SG) model to simulate the decision-making process of 
physical exercise personnel in different contexts. 

A wearable sensor was designed based on the Adaptive 
Hybrid Learning of Search (AHLS) algorithm to monitor 
athletes. To accurately locate it, this study designed Anchor 
Node Positioning (ANP) technology in wearable sensors and 
generated a fusion model (AHLSG-PEA). The main content of 
the study can be divided into six sections. Section I mainly 
analyze and summarize the application of the current AHLS 
algorithm. Related works is given in Section II. Section III 
introduces AHLS and SG into SG and sensors. Section IV 
conducts simulation experiments on the Physical dataset. 
Section V delves into results and discussion. And finally, 
Section VI concludes the paper. The theoretical significance 
of this study lies in providing a device for designing exercise 
plans, aimed at helping users achieve a better exercise 
experience and thus maintain physical health. The theoretical 
significance of this study lies in providing a device for 
designing exercise plans, aimed at helping users achieve a 
better exercise experience and thus maintain physical health. 

II. RELATED WORKS 
In the field of scheme design algorithms, research is 

widely distributed internationally. Nagal et al. designed a 
system using a hybrid whale grey wolf optimization algorithm. 
Their algorithm utilized whale parameters to control and 
balance the randomness of the strategy. For noise in computer 
signals, they used a controlled search space for filtering. The 
performance experiment of the algorithm was conducted 
through signal-to-noise ratio and its average value relationship 
was evaluated. This algorithm had better strategy planning 
ability compared to other technologies [5]. Zhou et al. 
conducted research on the knapsack problem and considered 
knapsack preferences to extend quadratic multiple knapsacks. 
They proposed a hybrid evolutionary search algorithm for 
backpack strategy analysis and generated new offspring 
solutions based on the crossover operator of the backpack. The 
experimental analysis of this algorithm utilized adaptive 
feasible taboo search to improve the offspring solution. This 
method could accelerate the generation of candidate solutions 
and streamline their evaluation to propose the best solution 
[6]. 

The methods of scheme design are becoming increasingly 
widespread, and the design of exercise habits is also becoming 
popular. Meng et al. considered that the sparrow search 
algorithm is a metaheuristic optimization method, so they 
applied it to handle multimodal optimization problems. They 
first introduced chaotic mapping in their research, while also 
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using adversarial learning methods to increase the diversity of 
strategies. To verify its effectiveness, they conducted a large 
number of experiments in the test suite and demonstrated that 
this method outperforms conventional optimization algorithms 
in terms of performance [7]. Suresh et al. believed that the 
recursive whale algorithm has decision-making ability, so they 
proposed an optimization method for smart grid utilization by 
reducing production costs through real-time scheduling. The 
search behavior of this algorithm was experimentally 
conducted on a work platform through taboo search. The 
decision capability analysis of this method indicated that the 
proposed method has less time for scheme design [8]. Yuan 
led his research group to study the scheme design ability of 
the population, and adjusted the coordinate system based on 
the covariance matrix to move the population towards a more 
favorable direction. To enhance the suggestion ability of 
covariance, they learned evolutionary algorithms to improve 
search efficiency. Compared with other algorithms, 
experiments have shown that this algorithm is a high-quality 
algorithm [9]. Rajendran et al. found that manual methods 
have drawbacks in radiation, so they conducted research on 
computer-aided diagnosis and believed that the most 
important step is feature selection. Considering that recent 
algorithms are prone to falling into local optima, they 
combined grasshoppers with crows to verify that the proposed 
multi-layer perceptron has strong feature selection ability. 
This simulation experiment was conducted on MATLAB and 
compared with many similar algorithms, and its accuracy, 
sensitivity, and specificity have been proven to be superior to 
other algorithms [10]. Zhang et al. believed that the evolution 
of wind speed prediction actuators has a significant impact on 
decision analysis in the wind power industry, so a hybrid 
prediction model was developed. In this model, the secondary 
decomposition technique used wavelet transform. This 
technology has the ability to adaptively process data, so that 
the characteristic components of the signal would also be 
extracted. The experimental verification was conducted using 
real-life wind turbines and compared with the same prediction 
algorithm, proving that the model has the smallest statistical 
error and the strongest adaptability in performance [11]. 

Numerous experts and scholars have found that research 
on the application of KM and Long Short Term Memory 
(LSTM) is very popular, but research on large-scale datasets is 
still scarce. This study innovatively links the two and holds 
significant importance in dataset processing. 

III. AN ANP SOLUTION FOR SG IN EXERCISE HABITS 
SG involves the uncertainty faced by participants in 

exercise decision-making, making it difficult to accurately 
predict determined exercise habits. To assess the evolving 
exercise habits of physical exercise actuators (PEA), this study 
combines the AHLS algorithm and uses ANP to select 
appropriate exercise habits based on the current search state 

during user exercise. 

A. Wearable Sensor Combining AHLS Algorithm with SG 
The characteristic of SG is that the actions of physical 

exercise personnel are influenced by random factors, and 
therefore cannot be determined through simple optimal 
strategies. So researchers need to weigh different choices 
based on probability and adopt appropriate strategies to deal 
with uncertainty. In practical applications, the analysis of SG 
requires the use of probability theory methods to determine 
the optimal strategy and final outcome for each athlete, as 
shown in Formula (1). 

( ) ( )( )1 0

0 0

* Pr Pr /

Pr * * *

 = −


=
T

F X d X dt

X X X k
  (1) 

In Formula (1), 
1 0Pr ,Pr  represents the probability of the 

athlete generating random ideas. X  is the final choice of the 
sports personnel at the time of the event. The time experienced 
in this process is denoted as TX , and the cooperative effect 
they have is represented by 

0X . k  is the environmental 
parameter of the process. In order to help athletes adapt to this 
trend, this study added the AHLS algorithm to SG, as shown 
in Formula (2) [12]. 

1 1
*

= =
= ∑ ∑I J j

x i iji j
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In Formula (2) above, the expected result of SG combined 
with the AHLS algorithm (AHLSG) is represented by ijH . 

j
iA  represents the process network loss during algorithm 

operation. In the AHLSG algorithm, AHLS uses domain 
knowledge and empirical rules to guide the search process and 
quickly find the expected solution of the algorithm [13]. The 
advantage of the AHLSG algorithm is that it can flexibly 
select search strategies based on the characteristics of the 
problem. During the operation of the AHLSG algorithm, the 
popular domain will also be determined, as shown in Formula 
(3). 

( )( )01 1 1
/ *

= = =
∆ = − −∑ ∑ ∑I T Z

i i t zi t z
d Ca di C Ar Ar a a (3) 

In Formula (3), the running parameters of the AHLSG 
algorithm are represented by 

0,iAr Ar . The running intervals 
of the algorithm at the current time and the initial time are 
denoted as ,t za a . 

iC  represents the expected value of the 
AHLSG algorithm for the research input. The operation of this 
algorithm requires a large amount of motion habit features to 
establish machine learning models, which will impose a 
burden on the computational cost of the algorithm [14]. To 
reduce the running time of the algorithm, a model was 
established for this study, as shown in Fig. 1. 
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Fig. 1. Algorithm flow chart combining AHLS and SG. 

In Fig. 1, in the motion data processing of the algorithm, 
the AHLS algorithm represents the motion contour as a level 
set, which has good robustness. SG smooths the data to 
remove noise from motion data. The characteristic of SG is 
high computational efficiency, but its performance is highly 
dependent on the quality of training data. So this study 
introduces ANP in SG, combining anchor nodes with the 
exercise habits of athletes, as shown in Formula (4) below. 

( ) ( )
( ) ( )

2
1 0

2 1 2 1

1 * 0.5* 0.25
* 0.1* 0.75*

 = − ∆ +


= ∂ +

An An Ca
No No N N

  (4) 

In Formula (4) above, the anchor position of the personnel 
is represented by 

1An . 
0An  is the duration of movement at 

that location. 
2N  and 

1N  represent two different methods 
of motion at different times, and the stability of these two 
methods is denoted as 

1No . 
2No  represents the positioning 

of the research hypothesis. This study applies ANP to exercise 
habit judgment and obtains spatial location information of 
athletes. Based on the results of this data analysis, this study 
was able to determine the suitable exercise habits as anchor 
nodes, as shown in Fig. 2. 

Fig. 2 is a motion habit determination method based on 
anchor nodes. When athletes tend to exercise during a specific 
time period, the machine will choose that time period as the 
anchor node. Then, based on the selected anchor node, the 
motion target of the mover on it is set [15]. 

Based on the exercise habits of the athletes, the machine 
provides them with personalized exercise advice to help them 
better achieve movement on anchor nodes. The comparison 
method between athletes is Formula (5). 

1 1 1 2 2 2* * *
π π

π π
α β α β α β α β

+ +

− −
=∫ ∫Co d d Co d d   (5) 

In equation (5), the exercise method of the athlete before 
and after the suggestion is denoted as 

1 2,α α . 
1 2,β β  

represents the difficulty coefficient when they are 
implemented. Both are highly sensitive to the quality of the 
environment they are in, so variables caused by environmental 
factors are represented by 

1 2,Co Co . The limitations of this 
method are the dynamics and persistence of motion on anchor 
nodes. To address this issue, this study combines ANP and 
AHLSG algorithms in sensors to design a novel motion habit 
scheme, as shown in Fig. 3. 
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Fig. 2. Determine the exercise habit process diagram as the anchor node. 
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Fig. 3. Exercise habit design scheme combining anchor node positioning and AHLSG algorithm. 
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In Fig. 3, this method can help researchers judge exercise 
habits and choose exercise paths based on the behavioral 
patterns of the athletes. ANP technology provides location 
information for athletes, and this method can evaluate the 
quality of movement of athletes. This study combines this 
method with motion sensor technology, as shown in Formula 
(6) [16]. This method can not only classify the user's 
movement behavior, but also analyze the user's posture change 
information. By evaluating whether the athlete's movements 
are correct, their exercise methods, such as running and 
cycling, can be analyzed. 

( ) ( )
1

0.5
1 1

/

/

µ

µ

=


= − −   

k k

k k

de de

de de de de
  (6) 

In Formula (6), the initial signal of the sensor is denoted as 
1de , and its total electrical energy intensity during working 

time is represented by de . ,µk kde  represents the peak 
intensity and energy loss of the sensor signal at the current 
time. This sensor records motion data through devices such as 
smart wristbands, which can monitor the movement behavior 
of athletes in real time and provide real-time motion guidance. 
This study first helps athletes correct bad habits based on their 
location information, and then makes actual adjustments to the 
exercise plan based on the exercise time and weather. The 
degree of adjustment is Formula (7) below. 

( ) ( ) ( )
1 1

0 0
* *χ δ χ µ χ δ δ= − + + +∫ ∫k x x k x xHa x de d d (7) 

In Formula (7), ( )Ha x  is the current habit of the athlete. 

χx
 represents the time interval of exercise. The weather 

conditions during exercise are represented by δ x
. This study 

combines wearable sensors with the AHLSG algorithm to 
obtain the movement trajectories of athletes under different 
exercise habits, thereby conducting in-depth research on 
individual exercise habits. As the strategies of athletes change, 
this method can reveal their decision-making process in 
exercise habits, providing scientific basis for developing 
personalized exercise habit improvement plans. This method 
has the ability to improve individual health levels when 
applied in the field of sports exercise actuator evolution. 

B. Design of AHLSG -based Sensors in the Evolution of 
Sports Exercise Actuators 
PEA evolution refers to the process of improving PEA 

performance in terms of design and performance. The function 
of this mechanical device is to assist in basic physical exercise 
movements [17]. Conventional actuators only have simple 
adjustment functions and lack personalized adjustments. To 
improve this point, this study will design sensors based on 
AHLSG in PEA, combined with the method shown in 
Formula (8). 

{ }* ,= − ∈b
a a b b a

Act Sen Sen Act Sen Act   (8) 

In Formula (8), ,a aSen Act  represents the initial data of 
the sensor and actuator. The elements they combine in the two 

are represented by ,b bSen Act . ,Sen Act  represents the units 
to which two devices belong. Through this method, sensors 
and actuators generate a personalized sports exercise program 
design device (AHLSG-PEA). This study first used sensors to 
monitor key indicators of exercise personnel, and analyzed the 
data collected by the sensors, as shown in Fig. 4 [18]. 
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Output motion index Device information 
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Fig. 4. Workflow of personalized physical exercise program design device 

AHLSG-PEA. 

Fig. 4 shows the process of designing exercise habits for 
the AHLSG-PEA device. The data of the sensor module is 
first scheduled using the AHLSG algorithm, and then a motion 
data model based on motion personnel is established. PEA 
plays a clustering role in it [19]. The physiological indicators 
of personnel include blood flow rate and heart rate 
information. Finally, this study used the proposed algorithm 
for real-time data analysis, as shown in Formula (9). 

( )
( ) ( )

0.5

2

* /

1 *

φ ε γ

ϕ ε

 = +   


= − ∆Ω

a a a a a

a b

Sen Act
   (9) 

In Formula (9), the physiological indicators of the 
exerciser are denoted as εa

. εb
 is the psychological 

indicator of the same personnel. The coefficient of conversion 
between the two is represented by γ a

. ∆Ω  represents the 
clustering center of the PEA work process. The analyzed data 
can be used to construct suitable exercise plans based on the 
goals of physical exercise. The plan includes action sequences, 
action specifications, and exercise intensity, and real-time 
processing of feedback information based on algorithms. Due 
to the unique characteristics of athletes, it is necessary to 
automatically adjust the parameters of the exercise model in 
order to achieve a wide range of exercise effects. The 
adjustment method follows Formula (10). 

( )
11

2
1 1 0min

η

ηη η
η η η φ ϕ

∈
= − + ∀∫ ∫ a aarc    (10) 

In Formula (10), 
1η  represents the current planning 

method for exercise habits. 
0η  is the optimal design for 

studying the preset. The AHLSG-PEA device has an 
evolutionary optimization effect on PEA, while setting a 
fitness function in the device to continuously optimize the 
parameters of the actuator to improve its adaptability [20]. The 
real-time motion data information of athletes can be fed back 
to the AHLSG-PEA instrument in real time and provide 
real-time suggestions. This method can help users adjust their 
strength and rhythm to achieve better exercise results, as 
shown in Fig. 5. 
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Fig. 5. Real-time feedback process diagram of motion data of AHLSG-PEA instrument. 

In Fig. 5, sensor technology and real-time feedback 
mechanism are combined in AHLSG-PEA. This method can 
track the human body's motion trajectory in real-time based on 
the motion contour. In sports actuators, this study will use the 
AHLSG algorithm to provide real-time exercise 
recommendations. Then, the raw data collected by the sensor 
is filtered and denoised to improve the stability of the 
proposed results. In order to update the motion contour model 
in real-time, this study incorporated the semi definite 
programming method into the AHLSG-PEA device. The main 
purpose of this method is to optimize the motion parameters, 
and the optimization method is Formula (11). 

( ) ( )1 11 1
* 1 / 1

= == =
− + = + +∑ ∑ 

J JI I
i i j i ji ij j

Po Se Se Se Se (11) 

In Formula (11), the weather conditions during exercise 
are denoted as 

iPo . ,i jSe Se  represents the position and 
mood parameters of athletes in the semi definite programming 
method. In the optimized AHLSG-PEA device, this study uses 
rules for information exchange, enabling information to spread 
across the network. In this device, this propagation method is 
referred to as rule propagation. The rule propagation model is 
used to help instruments understand information, where the 
propagation path is a key factor in the propagation process, 
represented by Formula (12). 

( ) ( ) ( )1 01 /10* lg /= + −   Sp e Sp Sp e e e   (12) 

In Formula (12), ( )Sp e  represents the dissemination 
method of the exercise participants at the current location. The 
propagation path of the previous athlete is represented by 

( )1−Sp e . 
1Sp  represents the perfect path preset by the 

AHLSG-PEA device. The communication barriers between 
them are denoted as ( )0lg /e e . This method can predict the 
behavioral information of athletes. By simulating their 
propagation process, this study can evaluate the impact of 
different strategies on exercise habits and guide the 
development of exercise methods. In addition, the rule 
propagation method can also set the optimal motion node, as 
shown in Fig. 6. 

In Fig. 6, when setting the optimal motion node, this study 
first collects data related to the motion node, including 
information on population density and distribution of motion 
facilities. Then, based on the physical exercise goals of the 
athletes, evaluation indicators are determined to measure the 
suitability of each potential exercise node. Based on the 
collected data and determined evaluation indicators, the 
suitability of each potential motion node is evaluated, as 
shown in Formula (13). This formula can be used to analyze 
the evolving motion habits of actuators. 

( ) ( ) ( )1 0/ 1 / 1= + Θ − +m n nPot Pot Pot Sp e Pot Pot  (13) 
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Fig. 6. Process diagram of method for setting optimal motion node through rule propagation. 
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In Formula (13), 
1 0,Pot Pot  represents the motion nodes 

in different regions. 
mPot  represents the motion node 

selected as the latent state. The optimal state of this point is 
represented by 

nPot . After obtaining potential motion nodes, 
suitability scores were assigned to each node. Based on the 
evaluation score, the best motion node will be selected. 
Finally, this study suggests that there may be noise issues in 
real-world nodes, so adjustments are made based on feedback 
information, as shown in Formula (14). 

( ) ( ) ( )
1/22

1 11 1
* /

= =
 = − − ∑ ∑I M

i m mi m
Fee n Fee Fee Fee Fee Pot (14) 

In Formula (14), the first feedback information of the real 
node is denoted as 

1Fee , and there are a total of 
iFee  

feedbacks. Their mean is represented by 
mFee . ( )Fee n  

represents the output information of the model in the ideal 
state, in order to achieve the preset constraints of the research. 
This method can maximize the exercise effect of athletes, and 
then transform the problem of designing exercise habits into 
evolutionary optimization of algorithms to improve the 
adaptability of AHLSG-PEA devices, as shown in Formula 
(15). 

( ) ( ) ( )0* * lg /µ ν θ ϑ ϖ σ σ= −eq eqT T    (15) 

In Formula (15), the performance of the AHLSG algorithm 
caused by time is denoted as ( )ν T . The noise changes are 

represented by ( )θ T . ϑeq  represents the external 
environmental factor of the AHLSG-PEA device. ϖ  is a 
variable caused by the device's own factors. 

0/σ σ  
represents the loss coefficient during signal propagation. 
Through the above scheme design, the AHLSG-PEA device 
can achieve personalized exercise plans in the evolution of 
PEA, thereby improving the safety of exercise. Meanwhile, 
through continuous evolutionary optimization and real-time 
feedback, the performance of the actuator can be gradually 
improved, providing a better exercise experience for exercise 
users. Stochastic game theory is used to analyze the 
decision-making rules between physical exercisers, and 
provides the corresponding strategy updating direction for 
adaptive search hybrid learning algorithm. At the same time, 
the adaptive search hybrid learning algorithm constantly 
optimizes the search process and finds the optimal solution of 
exercise habits in a more efficient way. The combination of 
these two methods plays an active role in solving the problem 
of optimal strategy selection in actuator evolution. Anchor 
node positioning technology can be used to determine the 
target position. This paper studies the combination of anchor 
node positioning technology and adaptive search hybrid 
learning algorithm to make the random game process better 
adapt to the needs of sports habits in different environments. 
And by studying the proposed optimization process, the 
accuracy of positioning is improved. 

IV. EXAMPLE ANALYSIS OF THE FUSION ALGORITHM 
AHLSG-PEA IN THE DESIGN OF EXERCISE HABIT SCHEMES 

This study conducted experiments on the Physical dataset 
and compared it with three other models to verify the 
superiority of the AHLSG-PEA device. This dataset contains a 
total of 857 exercise habits from different regions, including 
almost all ages of athletes. 

A. Performance Verification of Wearable Sensors for SG 
This study was divided into two groups in a 6:12 ratio for 

the rational utilization of limited data in the Physics dataset, 
and algorithm learning and experimental verification were 
conducted on them respectively. Table I shows the equipment 
screening and parameters used in the experiment. 

This study conducted performance validation of the 
AHLSG-PEA device after setting parameters according to 
Table I, and compared it with the AHLS algorithm, Harris 
Hawks Optimization (HHO) algorithm, and Convolutional 
Neural Network (CNN). The experimental results are shown 
in Fig. 7. 

TABLE I. EQUIPMENT SELECTION AND PARAMETER DETERMINATION IN 
PERFORMANCE VERIFICATION EXPERIMENT OF DWKM-LSTMIA 

ALGORITHM 

Equipment selection Parameter determination 

Master client Intel Yeon E8-2079 

Language Easy Chinese 

Memory of graphics card 2T*8 

Operating system Windows 7X 

Age range of athletes 5-80 

Athletes' sports terrain Plains, mountains, hills and lakes 

Sensor wearing habit Shoulder, hand, neck and ankle 

Time range of movement Morning, afternoon, evening, early morning 

Algorithm working time 15:22:59 

Data set Physic 

Execution method Matlab R2147h 

Types of models
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Fig. 7. Image of performance verification experiment results of 

AHLSG-PEA equipment. 
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Fig. 7 shows a comparison of the design capabilities of 
four different systems for exercise habits. As the model 
runtime increases, the performance ratings of all four 
algorithms continue to rise, and the AHLSG-PEA device 
consistently performs the best. At the same time, the 
debugging levels of AHLSG-PEA, AHLS, HHO, and CNN 
equipment were 5.8, 4.6, 4.1, and 3.7, respectively. This 
indicates that the performance of AHLSG-PEA devices is 
optimal when the operating environment is the same. To 
verify the robustness of the AHLSG-PEA model, this study 
conducted experiments on different exercise times and 
locations, and the experimental results are shown in Fig. 8. 

In Fig. 8 (a), when the model is located in the same region, 
the performance of all four models shows an upward trend as 
the running time increases. The working characteristic value 
of AHLSG-PEA equipment is the highest, at 28. The control 
conditions in Fig. 8 (b) are the same running time but different 
exercise locations. In Fig. 8 (b), as the exercise location of the 
participants becomes increasingly difficult, the calculation 
accuracy of all four models shows a decreasing trend. The 
highest accuracy values of AHLSG-PEA, AHLS, HHO, and 
CNN devices are located at 63, with values of 94.5%, 92.7%, 
84.1%, and 82.6%, respectively. This indicates that the 

AHLSG-PEA device can accurately design the exercise habits 
of athletes. However, the above experiments can only 
demonstrate the internal performance of the equipment, and 
experimental verification is also required for changes in the 
conditions of the athletes themselves. 

B. Experimental Analysis of AHLSG-PEA Equipment under 
the Background of PEA Evolution 
To conduct experiments on the performance of 

AHLSG-PEA equipment in the evolution of PEA, this study 
focused on the different habits of athletes, as shown in Fig. 9. 

Fig. 9 shows the AHLSG-PEA performance experiment 
under different habits of athletes. In Fig. 9 (a), as the number 
of participants in the exercise gradually increases, the 
accuracy of scheme design for all four systems shows an 
upward trend. Among them, the proposed system has the 
highest calculation accuracy of 99.7%. In Fig. 9 (b), the 
scheme design accuracy of AHLSG-PEA, AHLS, HHO, and 
CNN devices are 97.4%, 96.5%, 94.7%, and 91.2%, 
respectively. This indicates that AHLSG-PEA can adapt to 
different time habits in exercise program design. The results of 
the experiment on athletes from different sports locations are 
shown in Fig. 10. 
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Fig. 8. Experimental results of robustness of AHLSG-PEA model. 
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Fig. 9. Performance experiment of AHLSG-PEA equipment in different habits of athletes. 
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Fig. 10. Scheme design of AHLSG-PEA equipment when athletes move in different places. 

75604530150
1

2

3

4

5

6

Working time of System/s

F1
 v

al
ue

 o
f e

xe
rc

is
e 

pl
an

 d
ec

is
io

n

(a) Experiment on judging sports plan 
of young athletes

2520151050
80

84

88

92

96

100

Working time of System/s

R
at

e 
of

 ju
dg

in
g 

sp
or

ts
 p

la
n

(b) Experiment on judging exercise 
plan of middle-aged athletes

CNN

AHLS
HHO

AHLSG-PEA

CNN

AHLS
HHO

AHLSG-PEA

 
Fig. 11. Experimental results of extensive verification of AHLSG-PEA model. 

In Fig. 10 (a), the energy losses of AHLSG-PEA, AHLS, 
HHO, and CNN equipment in plain terrain are 0.11, 0.19, 0.24, 
and 0.28 kW * h, respectively. This indicates that the 
proposed model has the highest economic benefits. In Fig. 10 
(b), the accuracy of determining the motion habits of the four 
models in hilly terrain is directly proportional to the running 
time of the models, and the research model always has the 
highest accuracy, at 95.8%. This indicates that the 
AHLSG-PEA model has the best judgment performance. To 
verify the universality of the model, the results of experiments 
conducted on users of different ages are shown in Fig. 11. 

Fig. 11 shows the extensive validation of the AHLSG-PEA 
device for young and middle-aged athletes participating in 
sports activities. In Fig. 11 (a), the F1 value of the 

AHLSG-PEA device is the highest, at 5.9, indicating that the 
model has the strongest stability in experiments with young 
people. In Fig. 11 (b), the accuracy of AHLSG-PEA, AHLS, 
HHO, and CNN instruments are 99.8%, 97.2%, 94.1%, and 
92.5%, respectively. Therefore, the AHLSG-PEA device has 
the best performance in designing exercise habits in the 
evolution of PEA, which is suitable for optimizing the user's 
exercise experience. 

V. RESULTS AND DISCUSSION 
Random game theory is a mathematical model used to 

analyze the game process of sports. Adaptive search hybrid 
learning algorithm combines adaptive search and hybrid 
learning process, while anchor node positioning is used to 
locate the target position. In this study, these three methods 
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are integrated to construct a wearable sensor under the 
background of the evolution of physical exercise actuators, 
and its application ability in the design of exercise habits is 
discussed. 

The research experiment is divided into two parts, 
including the test of internal performance and the proof of 
robustness, effectiveness and universality. The experiment of 
this model is carried out in the Physic data set and compared 
with the other four methods. When the running time of the 
model increases, the performance scores of the four 
algorithms are rising, and the AHLSG-PEA device always 
performs best, which shows that the performance of the device 
is the best. The highest accuracy of AHLSG-PEA device is 
94.5%, and its performance is the best among the four devices, 
which shows that it can accurately predict the exercise habits 
of athletes. 

When the four kinds of equipment are faced with the 
choice of exercise habits at different times, the accuracy of 
their scheme design is 97.4%, 96.5%, 94.7% and 91.2% 
respectively, which shows that the AHLSG-PEA model 
proposed in this study has good adaptability to different times. 
The energy loss of AHLSG-PEA instrument is 0.11 kW*h for 
detecting the exercise habits of athletes in different 
environments. Compared with AHLS, HHO and CNN, this 
figure can show the highest economic benefit and the best 
performance in energy loss. When faced with the detection of 
exercise habits of people of different ages, the proposed 
device has the highest F1 value, which shows its strong 
robustness. 

To sum up, the integration technology of random game 
theory, adaptive search hybrid learning algorithm and anchor 
node positioning (AHLSG-PEA) is robust, effective and 
extensive in the design of exercise habit scheme. The 
experimental results show that the AHLSG-PEA instrument 
proposed in this study can effectively design the exercise 
habits of physical exercisers on wearable sensors, and is 
suitable for being widely used in sports navigation systems. 
When athletes use non-contact sensors, the research method 
has certain limitations. With the continuous development of 
artificial intelligence technology, this integration method will 
also be more widely studied. 

VI. CONCLUSION 
With the evolution of PEA, the recommendation of 

exercise habits is gradually becoming more personalized. This 
study added SG technology to the AHLS algorithm and 
designed it simultaneously with ANP in the sensor, generating 
the AHLSG-PEA model. To verify its practicality and 
universality, this study conducted experiments on the Physical 
dataset and compared the results with AHLS, HHO, and CNN 
devices. In the internal performance test, the debugging levels 
of the four instruments were 5.8, 4.6, 4.1, and 3.7, respectively, 
indicating that the AHLSG-PEA equipment has the best 
performance. The highest accuracy values of AHLSG-PEA, 
AHLS, HHO, and CNN devices were 94.5%, 92.7%, 84.1%, 
and 82.6%, respectively, indicating that AHLSG-PEA devices 
can accurately predict the exercise habits of athletes. The 
accuracy rates of scheme design for AHLSG-PEA, AHLS, 
HHO, and CNN devices were 97.4%, 96.5%, 94.7%, and 

91.2%, respectively, for model performance at different times, 
indicating that the model has good adaptability to different 
times. For different terrains of athletes, the energy 
consumption of the four instruments was 0.11, 0.19, 0.24, and 
0.28 kW*h, respectively, indicating that the proposed model 
has the highest economic benefits. When the age of athletes 
was different, the F1 values of AHLSG-PEA, AHLS, HHO, 
and CNN devices were 5.9, 4.5, 4.2, and 3.6, respectively, 
indicating that the AHLSG-PEA device has robustness in the 
age experiment of athletes. The experimental data showed that 
the device proposed in this study can effectively cope with 
internal parameters and external environment, thereby 
providing users with effective motion plans. However, this 
study only focuses on wearable sensors, and this method has 
certain limitations when non-contact sensors are used by 
athletes. This is because the total amount of data in the dataset 
is limited. As the number of volunteers increases, this 
limitation will gradually improve in future research. 
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Abstract—In today's digital age, libraries, as the core 

institutions of knowledge management and information services, 

are facing an increasing demand from readers. In order to 

provide more efficient, accurate, and personalized interview 

services, intelligent interview decision-making in libraries has 

become an important research field. Traditional manual 

interview services face challenges such as personnel training and 

knowledge updates, making it difficult to quickly adapt to new 

needs and changes. To address these issues, research is being 

conducted on using machine learning technology to perform post 

pruning on the basis of standard decision trees and combining it 

with fuzzy logic to design a fuzzy decision tree. The experimental 

results show that the F rejection rate (FN) of the model rapidly 

decreases to about 0.1 as the number of training iterations 

gradually increases, and stabilizes at around 0.05 after 210 

rounds of training, which is 0.10 lower than the rule-based 

decision model FN. The intelligent acquisition decision-making 

model designed in this study has higher accuracy and stability, 

and has certain application potential in the field of intelligent 

acquisition decision-making in libraries. 

Keywords—Decision tree; machine learning; fuzzy logic; 

intelligent interview model; post-pruning 

I. INTRODUCTION 

With the continuous development of information 
technology and the rise of intelligent applications, library 
management is facing the demand for greater efficiency, 
convenience, and intelligence. Among them, intelligent 
acquisition decision-making in libraries is an important link, 
which involves analyzing, answering, and recommending 
services to readers. In order to improve the accuracy and 
efficiency of intelligent acquisition decision-making in 
libraries, many researchers use collaborative filtering 
algorithms, which predict books that users may be interested 
in by analyzing their historical behavioral data. The 
disadvantage is that it requires a large amount of user behavior 
data, and the algorithm's recommendation efficiency is not 
high when new books or new users join (cold start problem) . 
Some scholars also use hybrid recommendation systems that 
combine collaborative filtering, content recommendation, and 
other recommendation methods to compensate for the 
shortcomings of a single algorithm. However, hybrid 
recommendation systems may become complex and difficult 
to manage, and parameter tuning is a challenge [1]. The 
decision tree model has higher interpretability compared to 
other machine learning models, such as neural networks or 
support vector machines [2]. They make decisions through a 

series of easily understandable rules, enabling library staff to 
understand the recommendation logic of the model. It 
achieves data classification and prediction by dividing the 
dataset into different subsets and continuing to recursively 
construct decision rules on each subset [3]. In intelligent 
interview decision-making in libraries, decision tree 
algorithms can construct corresponding decision rules based 
on the characteristics of the questions raised by readers, 
helping the library system respond quickly and accurately to 
reader needs. However, standard decision trees have defects 
such as poor processing of continuous data, sensitivity to 
changes in input data, and susceptibility to overfitting. To 
address these issues, a fuzzy decision tree (FDT) is designed 
based on standard decision trees and combined with fuzzy 
logic, and applied to intelligent acquisition decision-making in 
libraries. It is expected that optimizing the existing decision 
tree model will help improve the quality and accuracy of 
library system interview decision-making. The article mainly 
consists of four parts. The second part is a review of the 
current research status on decision trees and fuzzy logic both 
domestically and internationally. The third part establishes an 
intelligent acquisition decision model for libraries based on 
improved decision trees. The fourth part conducts comparative 
experiments and applicability experiments on the optimization 
effect of the model. 

The novelty of the article lies in the following points. First, 
the model considers many factors, such as book value, 
purchase funds, readers' needs and collection structure, and 
makes acquisition decisions more consistent with the actual 
needs of library services by building a more comprehensive 
decision-making framework. Secondly, using information gain 
as the criterion for feature selection ensures that the model 
focuses on variables that have a significant impact on 
classification, such as author, category, price, publisher, and 
publication time, thereby improving the prediction accuracy of 
the model. Thirdly, the C4.5 method in the decision tree 
algorithm was used and pruned to avoid overfitting, thereby 
optimizing the model's generalization ability. Fourthly, by 
using fuzzy theory to deal with uncertainty and ambiguity 
problems, the traditional decision tree algorithm has been 
enhanced with the ability to handle fuzzy classification, 
enabling the model to more finely depict real-world situations, 
especially in situations where user needs are fuzzy or library 
resource descriptions are unclear. Fifthly, in the process of 
constructing a decision tree model, by designing fuzzy sets 
and membership functions, combined with fuzzy logic, the 
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model can better handle the uncertainty in classification. 

This article demonstrates the broad application prospects 
of artificial intelligence and machine learning technology in 
library work through the construction and application research 
of a library intelligent acquisition decision model based on 
decision tree algorithm. In the future, with the continuous 
progress of technology and the accumulation of data, 
intelligent interview decision-making models will play an 
increasingly important role in the actual work of libraries. 
Meanwhile, the research methods and achievements of this 
article can also provide reference and inspiration for 
intelligent decision-making in other fields. 

II. RELATED WORKS 

Recently, with the widespread application of machine 
learning in various industries, more and more people have 
begun to use machine learning to solve various difficulties in 
social learning. Charbuty et al. designed a decision tree based 
author information classifier to address the issue of low 
accuracy in traditional author topic classifiers. The experiment 
showcased that the classification accuracy of the model 
reached 98.65% [4]. Aldino and other researchers designed a 
classifier using the decision tree C4.5 algorithm to make it 
easier for management to determine who is the appropriate 
student to receive financial aid, and conducted tenfold cross 
validation on the classification results; The experiment 
showcases that the accuracy, precision, and recall of the model 
are all 87%, which means that the model can be well 
implemented in the system [5]. Tangirala et al. identified a 
mixture of attributes and minimum class labels for splitting 
conditions on each non leaf node of a decision tree to solve the 
problem of homogeneous fruit subsets, and proposed several 
splitting indices to evaluate splitting; The experiment 
demonstrates that applying two different segmentation indices, 
GINI index and information gain, gives the same accuracy [6]. 
Li and other researchers studied a practical federated 
environment with relaxed privacy constraints to address the 
issue of insufficient efficiency or effectiveness of gradient 
based decision trees for practical applications; the experiment 
showcases that compared to normal training using local data 
from each party, this method can significantly improve 
prediction accuracy [7]. Nancy and others proposed a new 
intrusion detection system to address the issue of intrusion 
detection systems neglecting the identification of new types of 
attacks; the system uses intelligent decision tree classification 
algorithms to detect known and unknown types of attacks; the 
experiment demonstrates that this method reduces false 
positives, energy consumption, and latency [8]. Ramya and 
other researchers have designed a detection and classification 
system that combines decision trees with intrusion detection 
systems (IDS) to enhance the energy security performance of 
the power grid; The experiment illustrates that the model can 
accurately classify and predict most attacks [9]. 

Elhazmi et al. designed a prediction model for mortality of 
severe adult COVID-19 patients admitted to ICU by 
combining decision tree and conventional model logic 
regression to predict the mortality of COVID-19 patients; the 
experiment showcases that the accuracy of the prediction 
model reaches 96.65% [10]. Mariniello and other researchers 

designed a method category on the ground of decision tree 
ensemble vibration to address the challenges of structural 
damage detection and localization in vibration data, and 
analyzed the dynamic characteristics of the structural system 
(i.e. pattern shape and natural frequency) to obtain a structural 
health assessment model; The experiment indicates that the 
accuracy, reliability of probability prediction, and positioning 
error of the model perform best when compared with multiple 
algorithms [11]. Li et al. proposed adaptive control of the 
gradient of training data for each iteration and leaf node 
pruning to improve the accuracy of the GBDT model while 
preserving strong guarantees of differential privacy, to tighten 
the sensitivity limit; the experiment demonstrates that this 
method can achieve better model accuracy than other 
baselines [12]. Sharma and other researchers used fuzzy logic 
methods to control the operation of ventilation systems that 
provide fresh air to the environment to solve the problem of 
insufficient ventilation in indoor environments that damages 
human health; The experiment showcases that the indoor 
ventilation system controlled by this model increases the 
ventilation rate by 15.6% [13]. Arji and others have designed a 
rule-based fuzzy logic, adaptive neuro fuzzy inference system 
(ANFIS) to address the significant impact of the spread of 
infectious diseases on global health and economy; the 
experiment illustrates that this technology has improved the 
accuracy of infectious disease identification by 31.34% [14]. 

In summary, decision trees and fuzzy logic play an 
increasingly important role in the development of machine 
learning, but there are few related studies that combine the 
two to assist in intelligent library acquisition decision-making. 
Therefore, this study combines fuzzy logic to design a library 
intelligent acquisition decision model on the ground of 
decision trees, to further improve the efficiency of library 
management. 

III. IMPROVEMENT OF DECISION TREE AND DESIGN OF 

LIBRARY INTELLIGENT ACQUISITION DECISION MODEL 

SCHEME 

This chapter is separated into two sections. The first 
section first designs a library intelligent acquisition decision 
model scheme on the ground of the standard decision tree. The 
second section mainly addresses the shortcomings in the 
standard decision tree and combines it with fuzzy logic to 
make some improvements, designing a fuzzy decision tree. 

A. Optimization Strategy for Book Interview Based on 

Decision Tree 

To reasonably select interviewees and provide books and 
materials that meets the needs of readers in the limited 
resources of the library. This requires effective interview 
decision-making methods to improve service quality and 
promote the dissemination of knowledge and the development 
of academic research. At present, there are four main 
influencing factors involved in the decision-making of book 
acquisition in universities, including book value, procurement 
funds, reader needs, and collection structure. The collection 
structure of a library mainly affects the service level and 
overall level of literature resources. In different application 
fields, the acquisition concept of libraries also varies, resulting 
in similar collection structures. The structural framework of 
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influencing factors for book acquisition decision-making is 
shown in Fig. 1. 

To ensure the effectiveness of the decision model, it is also 
necessary to select more suitable feature variables, and the 
selection criteria mainly depend on the classification effect of 
the samples. The methods for selecting feature variables 
include information gain or information gain ratio, and this 
study mainly uses information gain to select feature variables. 
When learning decision trees, the five features with greater 
information gain selected include author, category, price, 
publisher, and publication time. Among them, the author's 
writing level determines the overall quality of the book 
content. The author of a book plays an important role in the 

procurement of books. Decision tree is a commonly used 
machine learning algorithm used to solve classification and 
regression problems. It is a tree based model that performs 
prediction by segmenting and judging the dataset [15-16]. The 
decision tree is composed of nodes and edges, with each node 
representing a feature or attribute, and edges representing the 
relationship between feature or attribute values [17]. The root 
node represents the most important feature, the internal node 
represents the intermediate feature, and the leaf node 
represents the final output or decision result. The advantages 
of decision trees include ease of understanding and 
interpretation, ability to handle discrete and continuous 
features, and robustness to outliers and missing data. The 
structural diagram of the decision tree is shown in Fig. 2. 
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Fig. 1. The structural framework of factors influencing book acquisition decisions. 
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Fig. 2. Structure diagram of decision tree. 
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Fig. 2 shows a schematic diagram of the decision tree 
structure, which includes decision binding points, solution 
branches, probability branches, probability bifurcation points, 
profit and loss values, etc. Among them, decision junction 
points, also known as internal nodes or split nodes, represent 
the decision-making basis for dividing the current data. The 
decision binding point uses a certain feature or attribute and 
corresponding threshold to divide the dataset into two or more 
subsets. The solution branch refers to the edge of the decision 
junction point, which represents different decision paths or 
options. Each scheme branch corresponds to a specific feature 
value or attributes value, indicating that the dataset moves 
towards different sub nodes on the ground of the value of that 
feature value. The probability branch indicates the probability 
transition from one node to another, corresponding to the 
conditional probabilities of different categories. Profit and loss 
value is an indicator that measures the effectiveness of 
decision tree splitting. When selecting a certain feature as the 
decision binding point, the quality of partitioning is evaluated 
by calculating the profit and loss value after partitioning on 
that feature. The profit and loss value can be on the ground of 
different criteria, such as the Gini index or information gain. 
The Gini index in the decision tree is shown in Eq. (1). 

2( ) 1 ( )Gini p pi     (1) 

In Eq. (1), pi  represents the probability that the sample 

belongs to the i -th category. The formula for information 

gain in the decision tree is shown in Eq. (2). 

( , ) ( ) (| |)* ( )
Dv

IG D A H D H Dv
D

    (2) 

In Eq. (2), D  represents the dataset; A  represents a 

feature; ( )H D  represents the entropy of the dataset; ( )H Dv  

represents the entropy of a subset. The information gain in 
C4.5 algorithm is shown in Eq. (3). 

( , ) ( , ) / ( , )GainRatio D A IG D A SplitInfo D A   (3) 

In Eq. (3), 
2| | | |

( , ) ( )*log ( )
| | | |

Dv Dv
SplitInfo D A

D D
  . 

Gini index and information gain are commonly used indicators 
to select the best features for node partitioning. The 
information gain ratio is an improved indicator introduced in 
the C4.5 algorithm, which avoids excessive preference for 
features with more values. Then, it is necessary to prune the 
decision tree, which is a technique used to reduce the 
complexity of the decision tree model. When constructing a 
decision tree, overfitting often occurs, where the model is too 
complex to generalize well to new data samples. Pruning is 
the process of reducing the risk of overfitting by pruning some 
branches or leaf nodes of a decision tree, thereby improving 
the generalization ability of the model. Decision tree pruning 
can be divided into two methods: pre-pruning and 
post-pruning. This study used post pruning, as shown in Fig. 
3. 

Before pruning After pruning

post-pruning

 

Fig. 3. Decision tree pruning process. 

Fig. 3 shows the pruning process of a decision tree, which 
involves pruning an existing decision tree from the bottom up 
after it, is constructed. Firstly, this study evaluates each leaf 
node and calculates its performance indicators (such as 
accuracy, error rate, etc.) on the validation set. Then, it 
gradually tries pruning, replacing the leaf node with its parent 
node, and observes whether the model performance has been 
improved. If the performance of the model improves after 
pruning, perform pruning operations; otherwise, keep it as is. 

B. An Intelligent Acquisition Optimization Model for Library 

Based on Fuzzy Decision Tree 

On the ground of the basic principle of decision tree, 
establish a library intelligent acquisition decision model on the 
ground of decision tree. Firstly, it collects data related to 
library interviews, including user information, library 
resources, borrowing history, etc. Then there is data 
preprocessing, which involves cleaning and preprocessing the 
data, including handling missing values, outliers, and 
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duplicate values. The third step is feature selection, which 
evaluates the importance of features through feature analysis 
and correlation detection. The fourth step is data partitioning, 
which divides the dataset into training and testing sets for 
model training and evaluation. Then it constructs a decision 
tree and uses the decision tree algorithm C4.5 to construct a 
decision tree model. It then prunes the decision tree and 
performs pruning operations on the constructed decision tree 
to avoid overfitting. The seventh step is model training and 
evaluation, evaluating the performance of the model on the 
ground of the performance of the test set. Then it uses the 
constructed decision tree model to predict and make decisions 
on new interview situations or user needs. Finally, on the 
ground of feedback and results from practical applications, the 
model is optimized and adjusted. The basic algorithm flow of 
the library intelligent acquisition decision model on the 

ground of decision tree algorithm is shown in Fig. 4. 

Decision tree algorithms are usually able to generate 
models with good interpretability and comprehensibility, but 
when the problem has ambiguity, traditional decision trees 
may become complex and difficult to understand. Library 
interviews involve many ambiguous situations, such as the 
ambiguity of user needs and the fuzzy description of library 
resources [18-19]. Traditional decision trees can only handle 
discrete classification and attribute values, and cannot 
effectively handle ambiguity. To address this issue, this study 
introduces fuzzy theory to handle the uncertainty of data. It 
allows node partitioning to have fuzzy membership, rather 
than strict binary partitioning [20]. Such fuzzy partitioning can 
better handle data with uncertainty or fuzziness. Fuzzy theory 
can be roughly divided into the following types, as shown in 
Fig. 5. 

Model optimization

Is the model superior?

Start

Data collection

Data preprocessing

Feature Selection

Data partitioning

Decision Tree 

Construction

Decision tree 

pruning

Model application

End

Y

 

Fig. 4. The algorithm process of library intelligent acquisition decision model. 
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Fig. 5. Fuzzy theory classification. 
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As shown in Fig. 5, fuzzy theory is a very large concept 
with extensive applications in modern society. It mainly 
covers aspects such as fuzzy mathematics, fuzzy 
decision-making, fuzzy systems, uncertainty and information, 
as well as fuzzy logic and artificial intelligence. Fuzzy 
mathematics is the foundation of fuzzy theory, which is used 
to deal with problems that cannot be clearly classified as true 
or false. Fuzzy decision-making is dedicated to dealing with 
decision-making problems containing fuzzy factors. Fuzzy 
system is a method of applying fuzzy theory, which simulates 
human thinking patterns and generates fuzzy outputs by 
applying fuzzy rules to input data. Fuzzy logic and artificial 
intelligence are important components of fuzzy theory, which 
includes approximate reasoning and fuzzy expert systems. The 
application of fuzzy theory can better handle uncertainty and 
fuzziness, thus achieving more accurate and reliable results. 
Assuming X is a given finite set, the fuzzy subset is shown in 
Eq. (4). 

1 2

1 2

( )( ) ( )
... N

N

A eA e A e
A

e e e
       (4) 

In Eq. (4), the potential in the set is used to measure the 
size of the set, as defined in Eq. (5). 
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M A A e


     (5) 

In Eq. (5), A  represents a fuzzy subset. The probability 
formula for samples belonging to a certain class in nodes in a 
fuzzy decision tree is shown in Eq. (6). 
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In Eq. (6), ( )M A  represents the sum of all membership 

degrees representing the fuzzy set A . For any fuzzy subset, 
the relative frequency of the j -th fuzzy category of its non 

leaf node is shown in Eq. (7). 
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In Eq. (7), ( )k

iT  represents a fuzzy subset; X  represents 

a non leaf node, and the fuzzy classification entropy of each 
fuzzy subset of X  is shown in Eq. (8). 
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In Eq. (8), 1 k n  , 1 j m  , then the average fuzzy 

classification entropy of attributes on non leaf nodes is defined 
as shown in Eq. (9). 
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In Eq. (9), 
i  represents the weight of the i -th attribute 

value. So the non assignability of classification on non leaf 
nodes is shown in the definition of Eq. (10). 
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In Eq. (10), m  represents the number of fuzzy categories, 

so the average classification of non leaf nodes cannot be 
specified as shown in Eq. (11). 
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When obtaining classification rules from uncertain 
information, fuzzy membership functions are often used to 
describe uncertainty. The fuzzy membership function 
characterizes the degree of uncertainty of the membership 
function through its parameters. This method can help handle 
data or situations that cannot be clearly classified into a certain 
category. The decision tree algorithm flow combining fuzzy 
logic is shown in Fig. 6. 
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Fig. 6. Decision tree algorithm flow combining fuzzy logic. 
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Fig. 6 shows the flowchart of the fuzzy decision tree 
algorithm. Compared with the standard decision tree algorithm, 
the steps for building the model have slightly changed, while 
the rest are roughly the same. When building a model, the 
dataset is first divided into different subsets on the ground of 
the selected features, with each subset corresponding to a sub 
node. It recursively constructs a subtree, recursively executing 
the above steps for each sub node until it reaches the leaf node 
or cannot be further divided. It designs a fuzzy set of nodes, 
and on the ground of the partitioning results and category 
labels, designs a fuzzy set representation of the current node, 
including fuzzy membership functions and membership 
degrees. This study evaluates the model on the ground of 
indicators such as accuracy, recall, F1 value, etc. The accuracy 
formula is shown in Eq. (12). 

( )

( )

TP TN
Accuracy

TP TN FP FN




  
   (12) 

In Eq. (12), TP  represents the true example; TN  

represents a true negative example; FP  represents a false 
positive example; The recall rate formula is shown in Eq. (13). 

TP
Recall

TP FN



    (13) 

In Eq. (13), FP  represents a false negative example; The 
recall rate represents the proportion of cases that the model 
correctly judges as positive, and can measure the model's 
ability to correctly recognize positive cases. The formula for 
F1 value is shown in Eq. (14). 

2( * )
1

( )

Accuracy Recall
F

Accuracy Recall



   (14) 

IV. ALGORITHM PERFORMANCE TESTING AND MODEL 

APPLICABILITY ANALYSIS 

This chapter is separated into two sections. The first 

section mainly verifies the improvement effect of the decision 
tree algorithm and conducts comparative experiments with 
various similar algorithms. The second section mainly 
analyzes the applicability of the library intelligent acquisition 
decision-making model and applies it to actual library 
management. 

A. Performance Evaluation and Comparative Study of Fuzzy 

Decision Trees in Library Acquisition Decision-making 

The experiment combines fuzzy sets to design a fuzzy 
decision tree on the ground of a decision tree. To study the 
algorithm performance and superiority of the model, Gradient 
Boosting Tree (GBT) and AdaBoos algorithm (DB) were 
introduced in the experiment to compare with the fuzzy 
decision tree proposed in the study. This experiment used 
PyTorch 1.8 software on the Windows 10 system platform to 
train three models 500 times using five different datasets, as 
shown in Fig. 7. 

Fig. 7 shows the evaluation results statistics of three 
models in terms of recall and error rates. Fig. 7 (a) shows that 
the FDT model performs best in terms of recall rate, with 
various evaluation indicators reaching 96.45%, 92.64%, 
87.92%, 91.17%, and 86.65%, respectively. In terms of false 
alarm rate, the FDT model also performs well, with 
significantly lower error rates than the other two models, 
which are 1.88%, 4.48%, 2.53%, 2.61%, and 2.86%, 
respectively; this means that the FDT model has a good effect 
in reducing false positives and can more accurately control the 
situation of erroneous reports. In summary, the FDT model 
performs well in terms of recall and false alarm rates, with 
high accuracy. The F1 value is an indicator that 
comprehensively considers the accuracy and completeness of 
the classifier, providing a more reliable performance 
evaluation under imbalanced datasets. The F1 values of the 
three models are shown in Fig. 8. 

0

20

40

60

80

100

1 2 3 4 5

GBT DB FDT

Data set number

R
e
c
a
ll

 r
a
te

(%
)

(a) Comparison of recall rates

0

2

4

6

8

10

1 2 3 4 5

Data set number

F
a
ls

e
 a

la
r
m

 r
a
te

(%
)

(b) Comparison of false alarm rates

GBT DB FDT

 

Fig. 7. Results of recall rate and false positive rate evaluation. 
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Fig. 8. F-measure for the three models. 

Fig. 8 shows the results of training three models on five 
datasets. From the perspective of F1 values, the single GBT 
model is relatively low which is only 71.13% on dataset 1. 
Compared to this, the DB model exhibits good performance 
on most datasets, with a small and high average F1 difference, 
demonstrating its strong generalization ability. On the other 
hand, the F1 value of the FDT model is significantly higher 

than the other two models, which are 89.54%, 92.63%, 
89.87%, 93.25%, and 94.79%, respectively. Overall, the 
average F1 value of the FDT model reaches 92.02%. The FDT 
model achieved the highest F1 value on all datasets, 
demonstrating its excellent performance in classification tasks. 
In addition, the AUC curves of each model were recorded in 
the experiment, as shown in Fig. 9. 
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Fig. 9. AUC curves of three models. 
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Fig. 9 shows the statistical results of each model in terms 
of AUC values. In this figure, the horizontal axis represents 
the false positive rate, and the vertical axis represents the true 
positive rate. By observing Fig. 9, it can be observed that the 
ROC curve of the FDT model is always above the ROC curve 
of other models, indicating that its true positive rate 
performance is better under different false positive rates. In 
addition, on the ground of the enclosed area, i.e. AUC value, it 
can be concluded that the FDT model has the maximum AUC 
area of 0.681, while the AUC of the GBT and DB models are 
0.517 and 0.463, respectively. 

B. Research on the Application of FDT Library Intelligent 

Acquisition Decision Model 

The experiment first conducted extensive algorithm 
performance testing and comparative analysis on the FDT 
library intelligent acquisition decision-making model, fully 
proving the superiority of the model. However, to demonstrate 
the practical application value of the model, further research 

on its applicability is needed. By deploying the FDT model in 
an actual library environment and comparing it with 
traditional methods, the efficiency, accuracy, and application 
cost of the model were evaluated. Some of the library's 
procurement data are shown in Table I. 

The experiment used the data in Table I to train the FDT 
library intelligent acquisition decision-making model and 
rule-based model. A rule-based model uses predefined rules 
and conditions to make interview decisions. For example, on 
the ground of factors such as user borrowing history and needs, 
establish a set of rules to determine whether to recommend a 
certain book to the user. And it uses False Positive Rate and 
False Negative Rate as evaluation indicators. False positive 
rate refers to the model mistakenly determining the proportion 
of resources that do not require interviews as those that require 
interviews; the false negative rate refers to the proportion of 
resources that the model mistakenly judges as not requiring 
interviews. The training results are shown in Fig. 10. 

TABLE I. PARTIAL PROCUREMENT DATA OF THE LIBRARY 

Registration no Book attributes Warehousing time Classification number Rice ($) 

BC99851 Storage 2019.08.06 B223.15 65.3 

BC98765 Storage 2019.08.06 y 56 

BC89732 Circulate 2019.08.06 H319.4 58 

BC89875 Storage 2019.01.01 H314 32.1 

BC89712 Circulate 2019.01.01 H319.9 36.3 

BC88952 Circulate 2019.01.01 I214.5 32.3 

BC84564 Storage 2019.09.01 K512.4 50.2 

BC86832 Circulate 2019.01.01 K512.4 12.3 

BC56465 Circulate 2019.07.01 Y 13.2 
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Fig. 10. The relationship between the number of training rounds and the variation of FP and FN. 
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Fig. 11. Rating of the recommendation effect of the FDT model by 48 students. 

Fig. 10 shows the changes in FP and FN values of the FDT 
model and rule-based model as the number of training rounds 
increases. According to Fig. 10 (a), it can be observed that the 
false positive case (FP) value of the FDT model continues to 
decrease and tends to stabilize as the number of training 
rounds increases. On the contrary, the FP values of rule-based 
models are not very stable and show an increasing trend after 
150 rounds of training. Further observation of Fig. 10 (b) 
shows that the error rejection rate (FN) of the FDT model 
rapidly decreases to about 0.1 as the training frequency 
gradually increases, and stabilizes at around 0.05 after 210 
rounds of training. However, the error rejection rate of the 
rule-based library acquisition decision-making model 
ultimately stabilized at around 0.15 levels. These results 
emphasize the advantages and effectiveness of the FDT model 
in this classification problem. The experiment also randomly 
invited 48 middle school students from the library to rate the 
recommendation effect of the FDT library intelligent 
acquisition decision-making model. The relevant results are 
shown in Fig. 11. 

Fig. 11 shows the rating of 48 students on the 
recommendation effectiveness of the FDT model and the 
rule-based library intelligent acquisition decision-making 
model. The figure shows that most students are satisfied with 
the recommendation performance of these two models, and 
the scores given are above 90 points. However, students rated 
the FDT library intelligent acquisition decision-making model 
higher than the rule-based model, at least 1.2 points higher. 
Specifically, the average score of the FDT model is 94.3, 
while the average score of the rule-based model is 91.8. In 
summary, most students hold a satisfactory attitude towards 
the recommendation effectiveness of FDT models and 
rule-based models. 

V. RESULTS AND DISCUSSION 

In the research of intelligent procurement decision-making 
systems in libraries, traditional manual decision-making 

methods rely on experience and lack the ability to handle large 
datasets, making it difficult to quickly adapt to new needs and 
changes. Faced with this challenge, a series of improvements 
have been made to the standard decision tree, and a new fuzzy 
decision tree (FDT) model has been designed and 
implemented. This model aims to better handle uncertainty 
and ambiguity, and improve the accuracy and efficiency of 
decision-making. When evaluating the FDT model, several 
different datasets were used and compared with two popular 
algorithm models - Gradient Boosting Tree (GBT) and 
Adaptive Boosting Algorithm (DB) - for testing. The test 
results show that the GBT model has a relatively low F1 value 
on dataset 1, only 71.13%, while the DB model performs well 
on most datasets, but its average F1 value difference is not 
significant and lower than the FDT model. Although these two 
models perform well in certain aspects, they still have 
limitations in dealing with ambiguity and uncertainty. In 
contrast, the FDT model performs significantly better than the 
GBT and DB models on all test datasets. Specifically, the F1 
values of the FDT model on five datasets were 89.54%, 
92.63%, 89.87%, 93.25%, and 94.79%, respectively, with an 
average F1 value of 92.02%. This result highlights the 
significant ability of the FDT model to ensure high recall and 
accuracy, which is particularly crucial for libraries as it can 
reduce the risk of missing important books and avoid 
purchasing books that do not meet demand. The ROC curves 
of the FDT model always lie above the ROC curves of the 
GBT and DB models, indicating that the FDT model can 
maintain higher true positive rates at different levels of false 
positive rates. As an indicator of the overall performance of 
the model, the AUC value of the FDT model is 0.681, 
significantly higher than GBT's 0.517 and DB's 0.463. This 
result further demonstrates the superiority of the FDT model 
in distinguishing between different categories (books that need 
to be purchased and those that do not). In terms of practical 
application, 48 students evaluated the effectiveness of the 
FDT model, and the results showed that students generally 
rated the FDT library intelligent interview decision-making 
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model higher than rule-based models, with an average score of 
at least 1.2 points higher. The average score of the FDT model 
is 94.3 points, while the rule-based model is 91.8 points. This 
indicates that in practical applications, users are more satisfied 
with the recommendations provided by the FDT model, which 
may be because the FDT model can more accurately predict 
user needs and provide more personalized recommendations. 
However, despite the excellent performance of the FDT model 
in various aspects, research has also found a major drawback 
of this model: longer training time. This may be due to the 
model's need to evaluate and integrate a large number of fuzzy 
rules when processing data, resulting in an increase in 
computational complexity. The prolonged training process 
may limit the practicality of the model in application scenarios 
that require rapid updating of decision models to adapt to new 
situations. In the future, distributed computing resources can 
be utilized to allocate model training tasks to multiple 
computing nodes for parallel processing, significantly 
reducing training time. This requires the use of specialized 
distributed deep learning frameworks, such as the distributed 
version of TensorFlow, which is also an area that needs 
improvement in future research. 
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Abstract—There are several techniques for predictive sales 

systems, in this study, a system based on different machine 

learning algorithms is developed for a trading company in Lima. 

As any company, it needs to be accurate in its sales calculations 

to manage the volume of production or product purchases. With 

the system, the trading company has a mechanism to order 

products from its supplier based on the predictions and estimates 

of the needs according to the projection of its sales. For the sales 

predictive system, Deep Learning technology and the neural 

network architectures GRU (Gated Recurrent Unit), LSTM 

(Long Short Term Memory) and RNN (Recurrent Neural 

Network) were used, 10 products were sampled, and the sales 

quantities of the last 12 months were obtained for the evaluation. 

The study found that the LSTM architecture excels in accuracy, 

significantly outperforming GRU and RNN in terms of Mean 

Absolute Percentage Error (MAPE), achieving an average 

MAPE of 7.07%, in contrast to the MAPE of 27.14% for GRU 

and the MAPE of 36.17% for RNN. These findings support the 

effectiveness and versatility of LSTM in time series prediction, 

demonstrating its usefulness in a variety of real-world 

applications. 

Keywords—Deep learning; neural network architectures; sales 

prediction; neural networks 

I. INTRODUCTION 

Effective sales management is essential to achieving 
business objectives but is often hampered by the availability of 
incomplete or outdated information, making it difficult to make 
informed decisions. Most of the business organizations heavily 
depend on a knowledge base and demand prediction of sales 
trends. The accuracy in sales forecast provides a big impact in 
business [1]. Despite the existence of conventional sales 
management systems, few take advantage of recent advances in 
artificial intelligence, and even fewer apply deep learning to 
improve accuracy in sales predictions. If the sales forecast is 
not accurate, situations of shortage or excess of stock may 
occur, which can have a direct and immediate impact on the 
profitability of the company. This effect is not only limited to 
the performance of profitability, but also to the customer 
service, therefore, service can be affected by an inefficient 
sales forecasting system. For example, if a customer is faced 
with a stock-out situation, they might decide to shop in a 
different company [2]. 

In this study, a Deep Learning based sales prediction 
system is proposed using three neural network architectures 
provided by the Brain.js library in JavaScript: GRU, LSTM 
and RNN. This research was conducted in a company located 
in Lima, using historical sales data to train and model each of 
these architectures. The research used 10 products specifically 
selected due to their relevance and analyzed data collected over 
a 12-month period to explore varied approaches to prediction. 

To carry out this study, a series of key steps were followed. 
It started with the recording of historical sales data provided by 
the supplier. Then, different neural network architectures were 
used in JavaScript to perform sales analysis and prediction. 
Then, the data was loaded for neural network training, using 
the sales history as input data and the number of sales predicted 
for the next month as the expected output value. Subsequently, 
the neural network was modeled and trained with the 
architectures provided by the Brain.js library. Once the 
prediction for the next month was completed using each trained 
model, the corresponding predicted sales were displayed.   

As part of the comparative analysis of the models, the 
predicted sales, the MAE (Mean Absolute Error) and MAPE 
(Mean Absolute Percentage Error) performance indicators and 
the inference time obtained from the three evaluated 
architectures are calculated. These steps allow to evaluate and 
select the most appropriate prediction model for the system, 
and to effectively apply the sales predictions. 

Once the prediction for the next month was completed 
using each trained model, we show the corresponding predicted 
sales. As part of the comparative analysis of the models, we 
calculated the performance indicators MAE (Mean Absolute 
Error) and MAPE (Mean Absolute Percentage Error). Of the 
three architectures evaluated, the strongest result is the choice 
of LSTM due to its outstanding prediction accuracy, which 
significantly outperforms GRU and RNN in terms of MAPE, 
achieving a MAPE of 7.07%, in contrast to 27.14% for GRU 
and 36.17% for RNN. 

This article is organized as follows: Section II shows the 
related works, where different neural network architectures are 
used for data analysis. It conceptualizes the different neural 
network architectures used in this study, as well as other 
relevant concepts used in the research. Section III explains the 
proposed methodology for the implementation of the 
Predictive Sales System, developing the following steps: 
Recording historical sales data, use of neural networks in 
JavaScript, Loading data for neural network training, 
Modeling and training the neural network, Model prediction 
and Comparison of results. In Section IV we show the results 
and discuss the findings, interpreting and analyzing their 
implications and limitations, and finally Section V concludes 
the paper. 

In research [3], a novel and effective method for multi-
channel retail demand forecasting is proposed. This method 
combines long-term memory (LSTM) and random forest (RF) 
neural networks to model complex temporal as well as 
regression relationships, which makes it more accurate than 
other forecasting methods. In addition, the proposed method 
has been shown to be statistically significantly better than other 
forecasting methods, including neural networks, multiple 
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regression, ARIMAX and LSTM. The proposed method also 
improves the interpretability of the model by ranking the 
relative importance of the explanatory variables, which makes 
it useful for decision making. An empirical evaluation was 
conducted on 192 time series and their corresponding 
information signals from two different channels: an online 
channel for 16 products and an offline channel covering the 
same 16 products sold in 11 different physical stores. For this 
reason, the analysis shows that the proposed method 
outperformed the other methods with a 95% confidence level 
in predicting the weekly demand for a product in a store. In 
conclusion, the proposed method is a valuable tool for multi-
channel retailers in accurately and reliably predicting the 
demand for their products. This approach proves to be a 
valuable tool for retailers, providing accurate and reliable 
forecasts of the demand for their products, and contributing to 
our research on the performance of the LSTM algorithm. 

In study [4], the authors used an LSTM neural network to 
evaluate its performance on point-of-sale data from a large 
retail chain. It was observed that bottom-up forecasts are more 
accurate than top-down forecasts when point-of-sale 
information is used for forecasting. The proposed framework 
helps to produce consistent short- and long-term forecasts for 
each level of decision making in a retail supply chain. This 
feature of the proposed framework helps align decision making 
at all levels of the organization and reduces the cost of decision 
misalignment. The authors conducted an empirical analysis 
using 141 different demand series for 10 different products 
offered through 1 online and 10 offline stores. Based on the 
results, it is safe to assume that at a confidence level of at least 
95%, the bottom-up approach is better than the top-down 
approach in the case of retail demand forecasting. A top-down 
approach only generates a base forecast for the top principal 
node, and the top-down heuristic disaggregates the top-level 
forecast to obtain forecasts for all secondary nodes. In contrast, 
in the bottom-up approach, base forecasts are made for all 
lower-level nodes and then aggregated to obtain forecasts for 
all higher-level nodes. The article is included because of the 
similarity of the use of LSTM neural networks in the context of 
retail demand forecasting. This approach is critical to better 
understand how these networks can improve forecasting 
accuracy in these retail businesses. 

In study [5], a meta-learning technique using deep 
convolutional neural networks, which have the feature of 
enhancing image recognition tasks and computer vision, is 
proposed for the purpose of automatically learning feature 
representation from sales time series. The meta-learner is used 
to automatically learn from a feature representation from raw 
sales time series data and then link the learned features to a 
common data set that is used to combine a set of methods from 
the base forecaster; the learned knowledge is used to select an 
optimal forecasting method for each time series according to its 
data features. Then, these characteristics are combined with a 
dataset to combine a set of forecasting methods to improve the 
accuracy of retail sales forecasting. The results indicate that the 
proposed meta-learner has a superior forecasting performance 
compared to several benchmark methods. The proposed meta-
learner (M0) has significantly superior forecasting performance 
over all baseline forecasters and simple average combinations 

of forecasters. On average, M0 has 3.2% improvements over 
the best performing base predictor. In addition, the meta-
learner is particularly effective during promotion weeks, with a 
5% improvement over the best-performing base predictor, 
compared to 1.6% improvements in non-promotion weeks. 
This approach helps us revolutionize retail sales forecasting. 
The deep convolutional neural network-based meta-learning 
technique proposed in this paper represents a valuable 
contribution to the field. Its ability to automatically learn time 
series characteristics and select optimal forecasting methods 
has demonstrated substantial improvements in forecasting 
accuracy. This not only benefits the trading company by 
enabling better planning and decision making, but also 
highlights the potential of applying deep learning and meta-
learning in real-world business scenarios, as demonstrated in 
our sales forecasting research. 

In study [6], the authors propose economic models based 
on exports and imports to forecast world trade using Deep 
Learning. The study presents a trade forecasting framework 
characterized by a theoretical integration of time series and 
economic structures, considering the uncertainty of 
international trade trends. The proposed approach demonstrates 
the power of trade data modeling using hybrid deep neural 
networks. In addition, the authors use prediction performance 
criteria to evaluate predictions using Root Mean Square Error 
(RMSE) and Mean Percentage Error (MAPE). The validity of 
this framework has been validated using commercial data from 
10 countries: Brazil, Canada, China, France, Germany, India, 
Italy, Japan, UK, and USA. The predictive power of the 
proposed approach is compared with that of ten predictive 
models: ARIMA, ETS, TBATS, MLR, LASSO, RFR, XGB, 
SVR, MLP and HDL. The highest average values for (MAPE) 
and (RMSE), were observed in the time series model, reaching 
2979 and 2933 for exports, and 4194 and 4475 for imports, 
respectively. In contrast, the models based on the economic 
structure of the time series showed lower average values for 
MAPE and RMSE, registering 2861 and 3198 for exports, and 
3527 and 3716 for imports, respectively. The lowest MAPE 
values in their study stand at 2.861% for exports and 3.527% 
for imports, which contrasts significantly with our research, 
which obtains a minimum MAPE of 0.40%. These results 
underscore the ability of our model using LSTM to outperform 
in terms of accuracy the figures presented in the article, 
reinforcing the relevance and effectiveness of our methodology 
in accurately predicting future sales. 

In study [7], the authors propose a study of electricity price 
estimation using deep learning approaches: an empirical study 
on Turkish markets in normal and Covid-19 periods. In recent 
decades, several methods have been used to estimate electricity 
bills. In the early days of these techniques, econometric models 
were used, but it was clear that these models were not 
successful enough to predict peak power prices. Furthermore, 
no transition period, such as COVID-19, is expected to affect 
electricity prices. However, machine learning and deep 
learning models are becoming increasingly important. Many 
researchers have shown that these models can also successfully 
predict extreme fluctuations in electricity prices. The proposed 
method is the original Transformer Encoder Decoder with Self-
Attender (TEDSE) for electricity rate estimation. It is 
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organized in such a way that the model groups the data by a 
dummy variable and estimates the 24-hour electricity price of 
the Turkish electricity market. In this study, predictions were 
made using 12 different models based on Recurrent Neural 
Networks (RNN). The RNN-based estimates used to estimate 
electricity tariffs corroborated the results of the TEDSE model 
and underlined the success of the TEDSE model. However, due 
to market changes, these models individually could not 
accurately predict price estimates during COVID-19. For this 
reason, the TEDSE model forecasts sub-periods and allows 
electricity market participants to work more efficiently. This 
approach helps us understand the importance of deep learning, 
in particular, Recurrent Neural Networks (RNNs), in predicting 
complex phenomena such as electricity prices or as in our 
research on demand forecasting. In the study RNNs and 
advanced models, such as the Transformer Encoder-Decoder 
with Self-Attender (TEDSE), can provide more accurate 
forecasts even in challenging situations such as the COVID-19 
period, where abrupt changes in markets are inevitable. 

Table I presents a comparison of the works related to our 
research is made, where the different methods proposed by the 
authors are analyzed, the information on the data used and the 
time period of the study are detailed, in addition to the metrics 
evaluated to validate the models. 

II. CONTRIBUTION 

The application of deep learning in sales prediction has 
been the topic of analysis on several research studies, as 

described in the related works in the previous section. The 
difference and contribution we make with our research is based 
on the evaluation of various architectures of recurrent neural 
networks, such as GRU, LSTM and RNN, which allows us to 
determine more accurately which architecture will provide us 
with the best metrics for predicting sales in a commercial 
company. 

Based on the review of related works and the objective of 
our research, a broad conceptual framework is proposed to 
understand and define the fundamental concepts of Deep 
Learning, the architectures of neural networks and the 
company’s need for an efficient sales management. In this 
context, it is important to clearly establish the key terms and 
concepts that will be discussed in this work, below we will find 
the essential definitions that will lay the foundation for solid 
understanding and deeper analysis in our research.  

A. Sales Management 

Sales management in [8] refers to the comprehensive 
process of planning, coordinating, and controlling activities 
related to a company's sales force, with the objective of 
achieving optimal sales performance and reaching established 
business objectives. It involves developing effective strategies 
and tactics, as well as constantly monitoring and evaluating the 
performance of sales teams.  

TABLE I. COMPARISON BETWEEN PROPOSED MODEL VS. RELATED WORKS 

Year 
Author’s 

References 
Description of method / technique Dataset Size Performance Metric/s (value/s) 

2020 Paper 1[3] 

The proposed method is based on a state-of-the-art 

sequential deep learning method – long-short-term-

memory networks (LSTM) and a machine learning 

method – random forest (RF). 

Sales data of 16 products from online 

and offline stores over a period of 30 

months. 

The error measures employed were 

ARME, ARMAE, and ARMSE as 

proxies for the bias, accuracy, and 

variance of the evaluated forecasts. 

2020 Paper 2[4] 

Cross-Temporal Forecasting Framework (CTFF) to 

generate coherent forecasts at all levels of a retail 

supply chain, using a deep learning method, the 

long-short-term-memory network (LSTM). 

Weekly sales data for 10 products 

(SKU) in a period of more than two 

years. 

ARMAE, ARMSE, ARMAPE were 

used for the comparisons of forecasts 

errors across different approaches. 

2021 Paper 3[5] 

Meta-learning framework with automatic feature 

learning for retail product sales forecasting, based on 

convolution neural networks. 

Sales data for 6 categories of products 

sold on 100 stores over a 153-week 

period. 

Three error measures were used to 

compare the forecasting performance of 

the models: sMAPE, AvgRelMAE, 

MPE. 

2023 Paper 4[6] 

This study proposes a machine learning approach 

based on import and export economics statistics, the 

input features selection according to existing 

classical economic structure models under 

economics theories. 

Data is collected from the of the export 

and import values of goods in USD 

records of 10 countries. All indices 

used in this study were adjusted using 

2015 as the base year. 

The methods used to evaluate the 

forecasts are the root mean square error 

(RMSE) and mean average percentage 

error (MAPE). 

2023 Paper 5 [7] 

The study aims to develop a prediction model for the 

electricity market of Turkey with more 

comprehensive Deep Learning models applying the 

TEDSE model. 

In this study, 5-year of hourly 

historical data between 2017 and 2021 

in the Turkish electricity market is 

used. 

Root Mean Square Error (RMSE) and 

Mean Absolute Error (MAE) statistics 

along with Mean Standard Error (MSE) 

were used to measure the model’s 

performance. 

2023 
The model 

proposed 

In this study, a Deep Learning based sales prediction 

system is proposed using three neural network 

architectures provided by the Brain.js library in 

JavaScript: GRU, LSTM and RNN. 

The data for this study corresponds to 

historical sales records on 10 products 

in a period of 12 months. 

To compare the performance of the 

models, MAE (Mean Absolute Error) 

and MAPE (Mean Absolute Percentage 

Error) are used. 

Source: Own elaboration 

The importance of sales management lies in its ability to 
accelerate and improve the achievement of business objectives, 
as well as in the creation of competitive advantages and greater 
value in the marketplace. In addition, sales management 

facilitates the follow-up and monitoring of processes, 
identifying problems early and establishing training guidelines 
for the growth of the sales team. The three main objectives of 
sales management are to increase sales volume, contribute to 
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company profits and increase ROI, and achieve long-term 
sustainable growth. The system is dedicated to helping meet 
each of these objectives. Moreover, these objectives imply 
additional responsibilities for sales managers, who not only 
focus on sales, but must also manage and train a team of sales 
representatives to align them with organizational objectives. 
Effective sales management involves being informed about the 
market and making tactical decisions based on data and trend 
analysis. 

In summary, sales management is a strategic process that 
seeks to maximize the performance of the sales force and 
achieve the company's business objectives by planning, 
coordinating, and controlling sales-related activities. Its 
importance lies in improving efficiency, generating 
competitive advantages, and ensuring the long-term growth of 
the organization. 

B. Deep Learning 

Deep learning [9], is a subset of machine learning that 
relies on multi-layered neural networks to learn and make 
predictions from large volumes of data. Unlike conventional 
machine learning, deep learning can work with unstructured 
data, such as images or text, without requiring pre-processing 
to organize it into a specific format. Deep neural networks take 
advantage of algorithms such as gradient slope and back 
propagation to adjust their parameters and improve their 
accuracy over time. These algorithms automate feature 
extraction, which reduces the reliance on human intervention in 
manually defining relevant features. By eliminating the need 
for preprocessing and enabling learning directly from 
unstructured data, deep learning has driven the development of 
artificial intelligence applications in a variety of areas, such as 
speech recognition, fraud detection, autonomous driving and 
many more. Its ability to process complex information and 
learn hidden patterns has enabled significant advances in 
solving problems that were previously considered difficult or 
even impossible to tackle. 

In short, deep learning is a branch of machine learning that 
uses multilayered neural networks to learn and make 
predictions from unstructured data. Its ability to automatically 
extract relevant features and its flexibility to work with various 
types of data have contributed to important advances in 
artificial intelligence. 

C. Neural Networks 

In study [10], a neural network is a computational model 
inspired by the biological nervous system and consists of a 
collection of processing units called artificial neurons. These 
neurons are linked together by weighted connections that 
transmit and process information. Neural networks are used in 
many areas, including pattern recognition, computer vision, 
natural language processing and artificial intelligence in 
general. Their architecture consists of layers, including an input 
layer, one or more hidden layers and an output layer. Neural 
networks learn automatically through a training process in 
which connection weights are adjusted to improve their ability 
to make predictions and classifications. This process is based 
on learning algorithms such as supervised and unsupervised 
learning. 

In short, a neural network is a computational model that 
imitates the nervous system, made up of artificial neurons 
connected to each other. 

D. JavaScript 

In study [11], JavaScript is a programming language used 
to create interactive web pages. It enhances the user experience 
by enabling features such as social media updates, animations, 
and interactive maps. JavaScript was born as a technology 
intended for the browser, with the purpose of giving greater 
dynamism to web pages. Browsers were able to respond to user 
interactions and modify the layout of website content. 

E. RNN (Recurrent Neural Network) 

The structure of an RNN in [12] consists of a series of 
repeating units connected in loops, also called "cells". Each 
repetitive unit receives input and produces output. There are 
also connections that can receive information from previous 
iterations. This allows information to flow recursively through 
the network and considers temporal dependencies. 

F. GRU (Gated Recurrent Unit) 

GRU [13] is an efficient variant of SRRNs (standard 
recurrent neural network) used in natural language processing 
with its simple structure, it is easy to train and computationally 
efficient. It has proven its effectiveness in machine translation 
and speech recognition, being popular in machine learning and 
artificial intelligence. 

G. LSTM (Long Short-Term Memory) 

In research [14], LSTMs are a special type of RNN whose 
main characteristic is that information can persist by 
introducing loops in the network diagram, which means that it 
can remember previous states and use this information to 
decide which will be the next one. LSTMs have a longer-term 
memory. 

A great asset of LSTM [15], is its capacity to unravel 
intricate temporal structures and seize the fluid dynamics of 
systems that undergo time-driven fluctuations. By dissecting 
the inherent motifs and inclinations embedded within the data, 
LSTM architectures can reveal interconnections that may not 
be easily distinguished using established statistical or machine 
learning methodologies. 

In comparison to LSTM, GRU [16] has a simplified cell 
structure that also operates based on a Gating system, but only 
has an update and reset gate. The main difference to LSTM is 
the circumstance that the cell state can be completely revised at 
each iteration and updated with short-term information via the 
reset gate. Instead, LSTM provides a mechanism that limits the 
change gradient that can be done at each iteration. Therefore, 
information is not completely gone with LSTM in contrast with 
GRU. 

H. MAE (Mean Absolute Error) 

MAE [17] is a popular metric because the error value units 
match the predicted target value units. In MAE, different errors 
are not weighted more or less, but the scores increase linearly 
with the increase in errors. The MAE score is measured as the 
average of the absolute error values. The Absolute is a 
mathematical function that makes a number positive. 
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Therefore, the difference between an expected value and a 
predicted value can be positive or negative and will necessarily 
be positive when calculating the MAE. 

I. MAPE (Mean Absolute Percentage Error) 

MAPE [18] is a relative error measure that uses absolute 
values to prevent positive and negative errors from canceling 
each other and uses relative errors that allows to compare 
forecast accuracy between time series methods.  

Mean Absolute Percentage Error [19] is often used due to 
its very intuitive interpretation in terms of relative error. MAPE 
is relevant in finance, considering that profits and losses are 
often measured in relative values. It is also useful for 
calibrating product prices, customers are sometimes more 
sensitive to relative variations than to absolute ones. MAPE is 
frequently used when it is known that the quantity to be 
predicted remains well above zero. More generally, MAPE is 
well suited for forecasting applications, especially in situations 
where sufficient data is available. 

J. Inference Time 

In research [20], inference time is the time it takes for a 
machine learning model to make predictions after training. It is 
important to optimize the model and hardware to meet the 
inference time requirements. 

III. METHOD 

In this study, a sales management system was implemented 
using the Brain.js library in JavaScript. Fig. 1 presents the steps 
for the method used. 

A. Recording Historical Sales Data 

The data for this study corresponds to historical sales 
records compiled from records provided by the company 
owner. We have focused on 10 products specifically selected 
because of their relevance. These products were accessed in the 
period between August 2022 and July 2023.  

B. Use of Neural Networks in JavaScript 

To carry out sales analysis and prediction effectively, the 
Brain.js library was used in the JavaScript environment. This 
library offers several neural network architectures, such as 
GRU, LSTM and RNN, which were used to explore various 
approaches to prediction. This choice made it possible to 
investigate and select the most appropriate architecture to 
obtain accurate and relevant forecasting based on the patterns 
present in the historical data. 

C. Loading Data for Neural Network Training 

At this stage, the training data for the neural network was 
prepared. An approach was followed in which the sales history 
was used as the input data, and the expected number of sales 
for the following month was used as the expected output value. 
In specific terms, the input consists of the 12 sales records that 
occurred in the past months (see Table II). 

This structuring of the data allows the neural network to 
gain insight into the patterns and relationships underlying the 

sales history and future projections. This approach is essential 
to achieve highly accurate predictions of future sales. 

D. Modeling and Training the Neural Network 

At this stage, neural network training was carried out using 
the architectures provided by the Brain.js library: GRU, LSTM 
and RNN. Each architecture offers a different approach to 
modeling and learning relationships in the training data. Neural 
networks were modeled with the appropriate parameters and 
settings for each architecture, and then trained using the 
previously prepared data. During training, the neural networks 
were exposed to historical sales data to learn patterns and 
trends. As training progressed, the networks adjusted their 
weights and parameters to improve prediction accuracy. At the 
end of this stage, each of the three neural networks was ready 
to be used for prediction. Each architecture offers a unique 
perspective for making decisions related to future sales. 

E. Model Prediction 

At this stage, we proceeded to use each of the trained 
models for the purpose of making predictions. The same 
procedure was followed for the three architectures available in 
Brain.js: GRU, LSTM and RNN. The prediction was carried 
out by supplying the sales value corresponding to each period 
in the dataset as input to the respective model. In this way, each 
architecture generated a sales prediction for the period in 
question. During this process, the inference time was recorded, 
reflecting the time required to complete each prediction, which 
made it possible to evaluate the performance of each model in 
terms of speed and efficiency. At the conclusion of each 
prediction, the sales estimate for each product was obtained 
and presented in the form of rounded integer values, which 
were displayed on the console along with the corresponding 
dates. This procedure was repeated for each of the three 
architectures, allowing a thorough comparison between the 
predictions generated by each model, as well as an evaluation 
of their accuracy and performance based on the training data. 

 

Fig. 1. Flow of steps for the proposed system. Source: Own elaboration. 
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TABLE II. MONTHLY SALES OF PRODUCTS (MONTHS 1-12) 

Products 
Month 

1 2 3 4 5 6 7 8 9 10 11 12 

P-01 50 50 50 100 100 150 150 300 150 200 100 150 

P-02 50 50 100 100 100 150 100 300 150 150 100 100 

P-03 50 50 80 80 100 100 150 300 150 150 120 120 

P-04 200 250 250 300 250 300 300 200 150 100 100 100 

P-05 30 30 50 50 50 100 100 300 100 150 120 100 

P-06 30 20 20 50 50 50 80 200 100 100 100 150 

P-07 30 50 50 50 100 100 150 300 100 150 100 150 

P-08 50 50 40 40 80 100 100 300 100 150 150 100 

P-09 20 30 30 50 50 80 100 200 100 150 150 150 

P-10 50 50 100 50 50 100 100 300 100 150 100 200 

Source: Own elaboration 

F. Comparison of Results 

Once the prediction for the next month has been completed 
using each trained model, the corresponding predicted sale is 
displayed. In addition, as part of the comparative analysis of 
the models, MAE (Mean Absolute Error) and MAPE (Mean 
Absolute Percentage Error) performance indicators are 
calculated. These indicators are obtained by comparing the 
sales predicted by each model with the corresponding actual 
values of the data set, which provides a quantitative assessment 
of the accuracy of each model in its predictions and allows 
identifying and comparing its performance against the training 
data. 

IV. RESULTS AND DISCUSSION 

This section provides the research result and discussion of 
the proposed models. 

TABLE III. RESULTS OF GRU (GATED RECURRENT UNIT) 

Products 
GRU 

Predicated 

Sale 
MAE MAPE 

Inference Time 

(ms) 

P-01 139 129 7,64% 0,74 

P-02 61 41 38,53% 0,80 

P-03 80 66 52,24% 0,82 

P-04 88 38 12,30% 0,90 

P-05 99 89 0,93% 1,31 

P-06 50 20 75,17% 1,06 

P-07 132 122 11,90% 1,15 

P-08 99 89 0,54% 1,06 

P-09 104 94 30,55% 1,00 

P-10 117 97 41,57% 0,86 

Average  79 27,14% 0,97 

Source: Own elaboration 

To provide a clearer understanding of the results in Tables 
II, III and IV, data obtained from the three neural network 
architectures: GRU, LSTM and RNN, used to predict sales 
based on 10 products with a 12-month sales history as a 
dataset. The results focus on the sales forecast for the following 
month, analyzing the Mean Absolute Error (MAE), the Mean 

Absolute Percentage Error (MAPE) and the inference time for 
each product. 

TABLE IV. RESULTS OF LSTM (LONG SHORT-TERM MEMORY) 

Products 
LSTM 

Predicated 

Sale 
MAE MAPE 

Inference Time 

(ms) 

P-01 137 117 8,34% 0,81 

P-02 101 81 0,60% 0,85 

P-03 121 96 0,66% 0,81 

P-04 83 33 17,01% 0,72 

P-05 99 80 1,08% 0,72 

P-06 136 96 9,21% 0,82 

P-07 149 120 0,93% 0,86 

P-08 100 90 0,40% 0,75 

P-09 151 141 0,74% 0,82 

P-10 180 90 31,70% 0,88 

Average  94 7,07% 0,80 

Source: Own elaboration 

TABLE V. RESULTS OF RNN (RECURRENT NEURAL NETWORK) 

Products 
RNN 

Predicated 

Sale 
MAE MAPE 

Inference Time 

(ms) 

P-01 91 81 39,58% 0,87 

P-02 93 73 7,48% 0,78 

P-03 33 18 72,68% 0,59 

P-04 115 65 15,30% 0,80 

P-05 84 74 15,64% 0,64 

P-06 77 67 48,73% 0,60 

P-07 99 89 34,12% 0,59 

P-08 66 56 34,42% 0,61 

P-09 89 79 40,49% 0,63 

P-10 94 74 53,27% 0,60 

Average  68 36,17% 0,67 

Source: Own elaboration 
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Tables detailing the results for each architecture, GRU (see 
Table III), LSTM (see Table IV) and RNN (see Table V) 
provide clear and concise overview of the differences between 
them. 

After analyzing the numerical results of the three evaluated 
architectures, the following results can be observed: 

1) Mean Absolute Percentage Error (MAPE): The results 

in Table IV reveal that LSTM exhibits significantly lower 

MAPE values compared to GRU (see Table III) and RNN (see 

Table V). With an average MAPE of 7.07% for the 10 

products, LSTM significantly outperforms GRU (27.14%) and 

RNN (36.17%). These findings highlight the remarkable 

precision of LSTM in predictions, demonstrating its ability to 

reduce the absolute error between the predicted mean value 

and the actual value. 

Additionally, the incorporation of MAPE in this study 
provides a more comprehensive metric, as it not only considers 
the magnitude of the error but also the relative proportion to 
the actual value, offering a more detailed assessment of the 
predictive performance of each architecture. 

2) Mean Absolute Error (MAE): Table V shows that the 

RNN architecture exhibits a lower average MAE (68) for the 

10 products, surpassing GRU (see Table III) and LSTM (see 

Table IV), which have MAE values of 79 and 94, respectively. 

This suggests that, although RNN does not always predict 

with the same precision as other architectures, when it makes 

errors, the predictions do not differ significantly from the 

actual sales figures. 

The inclusion of MAE in the analysis provides a valuable 
perspective on the average magnitude of errors, allowing for a 
more direct comparison between architectures in terms of 
absolute deviation of predictions from actual values. 

3) Inference Time: The average inference times, presented 

in Tables III, IV and V are 0.97 milliseconds for GRU, 0.80 

milliseconds for LSTM, and 0.67 milliseconds for RNN, 

respectively. While there are marginal differences between 

architectures in terms of inference speed, these results suggest 

that the choice of architecture should not be primarily based 

on inference time for this application. It is important to note 

that the effectiveness of each architecture should be evaluated 

considering both predictive accuracy and computational 

efficiency. 

TABLE VI. ARCHITECTURE PERFORMANCE COMPARISON 

 GRU LSTM RNN 

MAE 79 94 68 

MAPE 27,14% 7,07% 36,17% 
Inference Time 

(ms) 
0,97 0,80 0,67 

Source: Own elaboration 

A key finding of the thorough analysis of the tables, is that 
LSTM stands out as the most favorable architecture for 
predicting product sales, as shown in Table VI. It not only 
achieves the lowest MAPE, indicating high prediction 

accuracy, but also maintains an acceptable MAE and a 
competitive average inference time, balancing speed with 
performance. 

Our research has been characterized by working with three 
different architectures to enrich the literature and analyze 
different forms of data processing. This contributes to future 
research and obtaining a more efficient and timelier sales 
prediction, considering, that it is an important factor in 
companies knowing how much is going to be sold, which leads 
us to assess the quantities of items to be produced or sold, 
eliminating storage costs or overproduction, this being a 
success factor in any business. 

LSTM has been successfully used in a variety of 
forecasting systems, ranging from retail sales prediction [3, 4, 
5] to global trade forecasting in several major countries [6] and 
electricity price prediction in energy markets [7], highlighting 
its effectiveness and versatility in various forecast contexts. 
However, with technological advances in neural networks, it 
should have finer precision, noting that while the current 
minimum values of Mean Absolute Percentage Error and Mean 
Absolute Error are acceptable, they could be optimized. 

V. CONCLUSION 

The paper has analyzed several algorithms with the 
objective of improving the accuracy of future sales predictions, 
which supports the acquisition of products without the need to 
maintain a high warehouse stock and reduce unnecessary 
purchase costs per month. The results show that the LSTM 
architecture excels in terms of accuracy, implying a potential 
positive impact on the Lima trading company's operational 
efficiency and its ability to make informed strategic decisions. 

Of the three architectures evaluated, the strongest result is 
LSTM, for its outstanding prediction accuracy that 
significantly outperforms GRU and RNN in terms of Mean 
Absolute Percentage Error (MAPE), achieving an average 
value of the 10 products at 7.07%, in contrast to 27.14% for 
GRU and 36.17% for RNN. In addition, an acceptable value of 
the Mean Absolute Error (MAE) with 94 and an average time 
of 0.80 milliseconds validated among the three architectures 
evaluated.  

Finally, when considering prediction accuracy, Mean 
Absolute Percentage Error (MAPE) and inference time, the 
preferred choice is clearly LSTM. This is due to the importance 
of MAPE in this context. Although RNNs have advantages 
over MAE, LSTM remains the strongest choice for 
applications where prediction accuracy is crucial. LSTM 
focuses on measuring the relative accuracy of forecasts, which 
is essential for business decision making, effective 
comparisons, accurate inventory management, informed 
investments, efficient resource allocation and continuous 
improvement of business strategies. This underscores LSTM's 
ability to make highly accurate forecasts, which can be critical 
in applications where estimation accuracy is essential. 
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Abstract—The application of telemedicine has aroused a lot of 

interest in the field of chronic disease care, which is associated 

with clinical medicine. The aim of this research is to 

systematically evaluate the published evidence on telemedicine in 

the preoperative period. A systematic search was conducted over 

the last five years, excluding secondary research. Selection 

criteria were applied, obtaining 68 articles that met these criteria 

and quality criteria. The results show that the largest production 

is carried out in the United States and the United Kingdom, with 

collaboration between institutions and countries. The main use of 

telemedicine was in teleconsultation and telecounseling activities. 

In addition, the application of telemedicine in the preoperative 

period was made to a greater extent for general procedures 

without distinction of surgical specialty, oncological surgery and 

traumatology. An increased production observed can be related 

to the need for physical distancing due to the pandemic.  Future 

research could include the co-occurrence of search terms, the 

impact of smartphones, NER terms, and the impact of polarity 

and objectivity on readers' choice of articles to read, share, and 

cite.    

Keywords—Telemedicine; digital health; e-health; preoperative 

care; preoperative period; systematic review 

I. INTRODUCTION 

The application of telemedicine has sparked interest in 
chronic disease care settings, which are generally encompassed 
in clinical disciplines. The application of telemedicine in 
surgical practice has become relevant in terms of the use of 
telesurgery. Reviews have been found about the use of 
applications in the prediction of mortality associated with 
surgery and the link with decision-making [1]. In this context, 
the question arises about the impact of telemedicine in the 
preoperative period.  

There are a variety of experiences in the application of 
telemedicine in diverse health settings [2][3], which, despite 
the advantages regarding access to care, have also pointed out 
limitations such as difficulty in telephone access, omitted or 
erroneous information during data collection, and delay in the 
reporting of cases under investigation [4].  

As Bokolo [5] points out, telemedicine and telehealth refer 
to the use of information and communication technologies 
embedded in software programs with high-speed 
telecommunications systems for the provision, management, 
and monitoring of health services. 

In Peru, the definition of telemedicine is contained in the 
modifications of Telehealth Framework Law [6], as: 

"The provision of remote health services in the components 
of promotion, prevention, diagnosis, treatment, recovery, 
rehabilitation and palliative care, provided by health personnel 
using ICTs, with the purpose of facilitating access to health 
services for the population". 

Telemedicine could also be used to refer to the use of 
telecommunications for the remote provision of health 
services.  

The World Health Organization (WHO) points out that 
telemedicine includes both diagnosis and treatment, as well as 
medical education, and that it is a technological resource that 
makes it possible to optimize health care services, saving time 
and money and facilitating access to distant areas for specialist 
care. In the context of the health crisis resulting from the 
pandemic, its use has become relevant [7]. 

Its applications include clinical practice and health 
education. Within clinical practice there are the following 
forms: Telediagnosis, Teleconsultation, Remote monitoring, 
medical meetings to obtain second opinions (Teleconference), 
Digital storage of data or medical records. Within the 
educational area, distance classes from medical centers (e-
learning through videoconferencing) stand out [2] [4] [8].  

Aspects related to the construction of bibliometric 
networks, polarity, objectivity, and subjectivity of the scientific 
production of telemedicine in the preoperative period have not 
been pointed out in the reviews on this topic. 

In the current context, surgical activities have been 
suspended in most institutions around the world and 
considering the advantages of telemedicine in terms of 
timeliness of care [5], the aim is to investigate its usefulness in 
the field of preoperative activity. 

This systematic review aims to explore the state of the art 
of telemedicine in the field of preoperative care. 

In this vein, Section II covers the background and related 
works, where similar characteristics to the proposals of this 
work are specified. Section III is revision method which, 
details the methodology used in this document. Section IV 
delves into results and discussion which shows the compilation 
of studies and the data they generated, which are shown by 
graphs and tables to determine observations. To conclude, 
Section V, conclusions and future research, presents the 
recommendations reached because of the analysis of the 
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information obtained, as well as suggestions for scientific 
production on the subject addressed. 

II. BACKGROUND AND RELATED WORK 

There are systematic reviews related to the application of 
telemedicine in the preoperative setting.  

Research places telemedicine as a developing technology, 
and in the field of surgical practice, Sohn et al. [9] point to its 
use in plastic surgery and otolaryngology. In their review of 
telemedicine in the field of dermatological surgery, they point 
out that its application in preoperative consultation allows the 
planning of the intervention and increases access to care.  

 Bokolo et al., in its systematic review on the application of 
telemedicine and e-health technology in clinical services in 
response to the COVID-19 pandemic, points out the 
importance of the use of information and communication 
technologies (ICT) integrated with telecommunication software 
and systems for care, management and monitoring in patient 
care [5]. 

Asiri et al., on the other hand, in their review of the use of 
telemedicine in surgical care found that, for the most part, 
patients treated with this technology reported time savings and 
a reduction in the number of lost workdays as benefits [8]. 

However, not all reviews pointed to positive aspects. 
Moentmann et al., in their review on telemedicine in 
otolaryngology, noted that a negative aspect was the limitation 
of patient contact, although video-otoscopy is the most widely 
supported telemedical intervention limiting physical contact 
between otolaryngologists and their patients [9]. 

Kim et al. conducted a systematic review of research 
addressing the use of technology to intervene preoperatively on 
surgery anxiety in pediatric patients and their parents or 
guardians. They noted that the available literature is extremely 
heterogeneous and limits the ability to draw definitive 
conclusions about the effectiveness of technology-based 
interventions. In addition, the results showed that for this group 
of patients, tablets and manually operated devices with 
interactive capability may represent a viable option to address 
preoperative anxiety. However, they were unable to extrapolate 
these results to adults, with whom they had better results using 
videos [10]. 

More encouraging results are found with the reviews by 
Kolcun et al. [11] and Lu et al. [12]. In the first case, it 
highlights that the increase in the use of telemedicine has been 
favored by the crisis caused by the pandemic and represents an 
opportunity to continue developing this technology and 
validate its use in new fields. Their initial results show that this 
technology becomes a support for the interaction between 
doctors and patients during the need for social distancing, 
showing its usefulness for aspects that do not involve the need 
for physical contact. Aspects related to this point are indicated 
as, certain perioperative tasks (complementary patient 
education and postoperative surveys). 

For Lu et al., in their review of the use of Short Message 
Service (SMS) and smartphones in surgical care, they conclude 
that applications of this type offer a sophisticated yet simple 

tool to improve perioperative health care, in addition to the 
need for a regulatory framework for communications [12]. 

Telemedicine is attracting attention in the healthcare sector, 
due to the diversity of interaction modalities that have been 
developed over the last decade, and which are becoming 
increasingly affordable for both patients and doctors. At this 
point, Shanbehzadeh et al. [13] highlight short message 
service, email and web portals, secure phone calls or VOIP, 
video calls, interactive mobile health applications (m-Health), 
remote patient monitoring, and video conferencing. At the 
same time, it points out that the synchronous modality through 
common social networks was the one that presented the highest 
percentage of use for clinical care. While data exchange 
activities using the store and forward service via secure 
messaging technology and pre-recorded media files had the 
least popularity. 

III. REVISION METHOD 

The method used in this research is the systematic literature 
review (RSL), which is defined as a process of identifying, 
analysing and interpreting the existing scientific evidence on a 
topic, with the aim of providing answers to specific research 
questions.  

The methodology used to develop the RSL in this paper is 
based on the document proposed by Kitchenham [14], who 
divides the whole process into three general parts: the planning 
of the review, the development, and the publication of results.  

This research followed the phases defined by Kitchenham, 
as well as the activities that compose them. In the first phase, 
the research questions are specified, and the review protocol is 
developed, which is necessary to reduce the possibility of bias. 
In the second phase, the studies to be included in the research 
are identified, as well as the evaluation of their quality. Finally, 
in the third phase, the results obtained are detailed (see Fig. 1). 

 

Fig. 1. Development phases of the Systematic Literature Review (RSL). 

Translation of the systematic literature review process proposed by 
kitchenham. 
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A. Problems and Objectives 

When a systematic review of the literature is conducted, 
research questions are defined, which help in the extraction and 
analysis of data to meet the objectives of the research. 

For this research, one general question and eight specific 
questions were posed.  

The general question was: 

What is the state of the art of Telemedicine and its impact 
on the Preoperative Period? 

The objective of this study was to determine the current 
state of knowledge of the application of telemedicine in the 
preoperative period and to know the impact that this 
intervention generates in this period. 

The specific questions and their objectives are shown in 
Table I. 

TABLE I. CORRESPONDENCE BETWEEN RESEARCH QUESTIONS AND 

OBJECTIVES 

Question Objective 

RQ1. What are the most used and 

most relevant keywords by Number 
of Articles in telemedicine research 

and their impact on the preoperative 

period? 

Determine which are the most used 

and most relevant keywords by 
Number of Articles in telemedicine 

research and in the preoperative 

period 

RQ2: What is the relationship 
between the polarity of article titles 

and the frequency with which they 

are cited by other authors in 
telemedicine research and their 

impact on the preoperative period? 

To determine the relationship 
between the polarity of article titles 

and the frequency with which they 

are cited by other authors in 
telemedicine research and its impact 

on the preoperative period 

RQ3: What are the most productive 
institutions in the development of 

telemedicine and its impact on the 
preoperative period? 

To determine which institutions are 

the most productive in the 

development of telemedicine and its 
impact on the preoperative period 

RQ4. In which countries is 
telemedicine being applied most 

frequently in the preoperative 
period? 

Determine where telemedicine is 
most commonly applied in the 

preoperative period 

RQ5: Which means of publication 
are the main objectives for the 

production of research in the area of 
telemedicine in the preoperative 

period? 

To determine the main means of 
publication for the production of 

research in the area of telemedicine 

in the preoperative period 

RQ6. What are the types of 
telemedicine services that are most 

frequently provided in the 
preoperative period? 

Determine which types of 

telemedicine services are most 

commonly provided in the 
preoperative period 

RQ7. Which surgical specialties are 
most frequently applying 

telemedicine solutions in the 
preoperative period? 

Determine which surgical specialties 

are most frequently applying 

telemedicine solutions in the 
preoperative period 

RQ8. Which are the Articles whose 
Abstracts are characterized by their 

high Objectivity by year and country 

in research on telemedicine and its 
impact on the preoperative period? 

To determine which articles whose 
abstracts are characterized by their 

high objectivity by year and country 

in telemedicine research and its 
impact on the preoperative period 

B. Search Sources and Search Strategy 

For this work, a bibliographic search was carried out using 
the most well-known search engines (see Table II). 

TABLE II. SEARCH SOURCE 

Source 

IEEE Xplore 
Scopus 

ARDI 

ProQuest 
ScienceDirect 

ACM Digital Library 

Wiley Online Library 
Microsoft Academic 

Springer 

Google Scholar 

The table shows the search engines that were used to locate the research papers related to the topic of 

telemedicine and the preoperative period. 

To determine the search terms, two well-known thesauri 
were used, the DeSC/MeSH for the terms related to 
telemedicine and the preoperative period, and the IEEE Xplore 
thesaurus also for the term telemedicine, and for the term 
methodology (see Table III). 

TABLE III. IDENTIFICATION OF SEARCH TERMS 

Tesauro Descriptor Description 

DeCS/MeSH 

IEEE 

Thesaurus 
 

telemedicine 

digital health 

digital healthcare 
e-health 

m-health 

electronic health 
mobile Health 

Independent Variable (A) 

DeCS/MeSH 
preoperative period 

preoperative care 
Dependent Variable (B) 

IEEE 

Thesaurus 

methodology 
method 

model 

Intervening Variable (C) 

The table shows the search engines that were used to locate the research papers related to the topic of 
telemedicine and the preoperative period. 

The general equation was determined using the dependent, 
independent and intervening variables (see Fig. 2). 

 

Fig. 2. General search equation. 

Equations based on the general equation were determined 
for each searcher (see Table IV). 

C. Identified Studies 

The search yielded a total of 10,741 articles (see Fig. 3), to 
which filters related to the temporality of publication were 
applied, accessing articles from the last five years, as well as 
segregation by language, selecting those that were in English 
or Spanish.  Subsequently, articles published in scientific 
journals and those peer-reviewed, as well as documents that 
were not duplicates, were selected. 
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TABLE IV. EQUATIONS AND SEARCH SOURCES 

Search Source Search Equation 

IEEE Xplore 

("All Metadata":telemedicine OR "All 
Metadata":“digital health” OR "All Metadata":“digital 

healthcare” OR "All Metadata":e-health OR "All 

Metadata":m-health OR "All Metadata":“electronic 
health” OR "All Metadata":“mobile health”) AND ("All 

Metadata":“preoperative period” OR "All 

Metadata":“preoperative care”) AND ("All 
Metadata":methodology OR "All Metadata":method OR 

"All Metadata":model) 

Scopus 

(telemedicine OR  "digital health"  OR  "digital 

healthcare"  OR  e-health OR  m-health OR “electronic 
health” OR “mobile health”)  AND (“preoperative 

period” OR “preoperative care”)  AND  ( methodology  
OR  method  OR  model ) 

ARDI 

(telemedicine OR  "digital health"  OR  "digital 

healthcare"  OR  e-health OR m-health OR “electronic 

health” OR “mobile health”) AND (“preoperative 
period” OR “preoperative care”) AND (method OR 

methodology OR model) 

ProQuest 

(telemedicine OR “digital health” OR “digital 
healthcare” OR e-health OR m-health OR “electronic 

health” OR “mobile health”) AND (“preoperative 

period” OR “preoperative care”) AND (methodology 
OR method OR model) 

ScienceDirect 

(telemedicine OR “digital health” OR “digital 

healthcare” OR e-health OR m-health OR “electronic 
health” OR “mobile health”) AND (“preoperative 

period” OR “preoperative care”) AND (methodology 

OR method OR model) 

ACM Digital 
Library 

[[All: telemedicine] OR [All: "digital health"] OR [All: 

"digital healthcare"] OR [All: e-health] OR [All: m-

health] OR [All: “mobile health”] OR [All: "electronic 
health"]] AND [[All: "preoperative period"] OR [All: 

"preoperative care"]] AND [[All: method] OR [All: 

methodology] OR [All: model]] 

Wiley Online 

Library 

""telemedicine" OR "digital+health" OR "digital 

healthcare" OR "e-health" OR "m-health" OR 

"electronic+health" OR "mobile health"" anywhere and 

""preoperative period" OR "preoperative care"" 

anywhere and ""method" OR "methodology" OR 

"modeling"" anywhere 

Microsoft 

Academic 

(telemedicine OR “digital health” OR “digital 

healthcare” OR e-health OR m-health OR “electronic 

health” OR “mobile health”) AND (“preoperative 
period” OR “preoperative care”) AND (methodology 

OR method OR model) 

Springer 

(telemedicine OR “digital health” OR “digital 

healthcare” OR e-health OR m-health OR “electronic 
health” OR “mobile health”) AND (“preoperative 

period” OR “preoperative care”) AND (methodology 

OR method OR model) 

Google Scholar 

(telemedicine OR “digital health” OR “digital 

healthcare” OR e-health OR m-health OR “electronic 

health” OR “mobile health”) AND (“preoperative 
period” OR “preoperative care”) AND (methodology 

OR method OR model) 

The table shows the search engines that were used to locate the research papers related to the topic of 
telemedicine and the preoperative period. 

D. Exclusion Criteria 

The following exclusion criteria were established for 
selecting articles: 

CE1: Articles are more than five years old.  

CE2: Articles are written in a language other than English 
or Spanish . 

CE3: Articles followed peer review methodology and were 
not reported in a scientific journal.  

CE4: The article did not propose a telemedicine solution or 
did not mention method or technique. 

CE5: The article is not relevant to the objectives of the 
research. 

SC 6: The article is not available, or the full text of the 
article is not available. 

CE 7: The article is not unique. 

 

Fig. 3. Number of studies identified by search source. 

E. Selection of Studies 

Initially, 10 741 articles were obtained, to which exclusion 
criteria were applied for the filtering and selection of the most 
relevant articles that provide better answers to the research 
questions posed (see Fig. 4 to Fig. 5). 

As a result of this stage, a total of 68 articles were included 
(see Table V). 

F. Quality Assessment 

To determine the final list of articles to be included in this 
research, criteria were applied to evaluate their quality. 

Quality assessment criteria were determined for 
methodological characteristics and for substantive 
characteristics.  

1) Methodological characteristics: 

QA1: Are the objectives of the research clearly identified in 
the document? 

QA2: Are research results clearly identified and reported? 

2) Substantive features: 

QA3: Does the research consider elective surgeries? 

QA4: Is it possible to contact the principal investigator? 
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The full text for each document was analyzed and the 
criteria shown were applied to evaluate its quality and then 
conclude in maintaining the 68 articles. 

 

Fig. 4. PRISMA flowchart, on the application of criteria for the selection of 

articles.  

TABLE V. RESULT OF THE APPLICATION OF SELECTION CRITERIA 

Source Initial Studies Final Studies % 

IEEE Xplore 3 1 1% 

Scopus 215 32 47% 

ARDI 421 4 6% 

ProQuest 16 1 1% 

ScienceDirect 1 828 3 4% 

ACM Digital Library 189 3 4% 

Wiley Online Library 128 6 9% 

Microsoft Academic 409 5 7% 

Springer 5 922 5 7% 

Google Scholar 1 610 8 12% 

Total 10 741 68 1% 

Note: Although ACM Digital Library provided the largest number of articles, the most relevant articles 
were obtained from Scopus. 

G. Data Extraction Strategies 

At this stage, the final list of articles was used, from which 
the necessary information was extracted to answer the research 
questions (RQ1 to RQ8). 

The data extracted from each article were: Article ID, 
Article Title, URL, Source, Year, Country, Number of Pages, 
Language, Type of Publication, Publication Name, Research 
Methodology, Author(s), Affiliation, Number of Citations, 
Abstract, Keywords, Conclusions/Discussions, Sample Size, 
RQ1, RQ2, RQ3, RQ4, RQ5, RQ6, RQ7, RQ8. 

Not all articles answered all research questions.  

The web and desktop application, Zotero, was used to 
manage data extraction (see Fig. 6). 

 

Fig. 5. The figure shows the result of the application of the search formula 

using the IEEE xplore, scopus, ARDI, ProQuest, sciencedirect, ACM digital 

library, wiley online library, microsoft academic, springer and google scholar 
search engines. 

 

Fig. 6. Document management with Zotero. 

H. Synthesis of Findings or Synthesis of Data 

The information extracted for the Research Questions (RQ1 
to RQ8) was tabulated and presented as quantitative data, using 
Excel, to statistically compare the various findings for each 
Research Question. 

Certain patterns of research were found, as well as research 
directions that were carried out during the last few years. 

Zotero was used for data management, while VOSViewer 
and Onodo were used for the analysis of bibliometric networks.  

To determine objectivity and polarity, the Python program 
with the TextBlob library and the open access program 
CoreNLP v.4.3.2 were used. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 1, 2024 

192 | P a g e  

www.ijacsa.thesai.org 

IV. RESULTS AND DISCUSSION 

A. Study Overview 

Of the 68 articles included in the research, there has been a 
sustained increase in scientific production in the last two years 
(see Fig. 7).  

 

Fig. 7. The figure shows the distribution of scientific production by year and 

source. 

A variety of sources were searched, including those that are 
not common for health research publications. At this point, we 
compare the results with those obtained by Bokolo et al. [5], 
which we searched Google Scholar, PubMed, ScienceDirect, 
ProQuest, Springer, Sage, Taylor & Francis, IEEE Xplore, 
Wiley, ACM, Emerald, Inderscience, ISI Web of Science, and 
Scopus. The results are also compared with reviews of articles 
published in more well-known sources in the healthcare sector, 
such as the research conducted by Asiri et al., in its review on 
telemedicine in surgical care, in which MEDLINE, EMBASE, 
CINAHL and Science Direct were used to obtain articles [8].  

Other reviews, such as that of Jonker et al., on e-health in 
the perioperative in older adults, included PubMed, EMBASE, 
CINAHL [77]. On the other hand, the team of Moentmann et 
al., in its review on telemedicine in otolaryngology, searched 
Embase, PubMed, and Web of Science, [9]. 

The number of articles included in these reviews is similar, 
except for the review by Jonker et al., in which the number of 
articles included was lower due to the delimitation of search 
criteria for the target group (older adults) [15]. 

As for the number of authors, they amounted to 436 in the 
68 articles included. The number of authors varied in terms of 
the number of authors, with an average of six authors per 
publication. No collaborative relationships were found between 
the different research groups (see Table VI and Fig. 8). 

A point to consider is related to the words that are most 
repeated in the titles (see Fig. 9). The most frequent words 
were identified as the words "preoperative", "study", "surgery", 
"telemedicine", "patients", "COVID-19" and "mobile", which 
are related to the search terms used. 

TABLE VI. RESULT OF THE APPLICATION OF SELECTION CRITERIA 

N° Source Number of authors 

1 IEEE Xplore 8 

2 ProQuest 7 

3 ScienceDirect 7 

4 Scopus 7 

5 ARDI 6 

6 Google Scholar 6 

7 Microsoft Academic 6 

8 Springer 6 

9 Wiley Online Library 6 

10 ACM Digital Library 4 

 

Fig. 8. First authors and co-authors who formed research teams with a larger 

number of members. 

 
Fig. 9. Word cloud of the titles of the articles included in the research. 

B. Answers to Research Questions 

1) RQ1. What are the most used and relevant keywords by 

Number of Articles in telemedicine research and their impact 

on the preoperative period? 
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It is evident that the words that are most frequently used in 
medical articles are related to the search terms used. Table VII 
and Fig. 10 show the most frequently used keywords. It was 
consistent with other systematic reviews that include these 
keywords in their publications [5] [16], while other reviews, 
such as “surgical procedure”, “satisfaction” y “monitoring” [8]. 

TABLE VII. 20 KEY WORDS MOST FREQUENTLY USED 

N° Key Word Number of Articles 

1 telemedicine 26 

2 humans 19 

3 preoperative care 17 

4 middle aged 13 

5 female 12 

6 male 11 

7 aged 9 

8 COVID-19 9 

9 prehabilitation 7 

10 adult 6 

11 telehealth 6 

12 text messaging 6 

13 patient satisfaction 6 

14 perioperative care 5 

15 surgery 5 

16 ehealth 5 

17 osteoarthritis 5 

18 exercise 4 

19 Mhealth 4 

20 smartphone 4 

 

Fig. 10. Word Cloud of the keywords of the articles included in the research.  

It has also been important to find co-occurrence between 
the keywords of the articles, such as "telemedicine", "COVID-
19", "patient satisfaction", "preoperative care" and 
"prehabilitation", shown in Fig. 11. This result can provide 

guidance on the impact that the pandemic has had on the 
development of telemedicine research in the preoperative 
period, which in turn is related in the articles to patient 
satisfaction and better preparation for surgery [5]. It should be 
noted at this point that the Named-entity recognition (NER) 
term search program in the titles of the articles, also identified 
the terms "COVID-19" and "COVID-19 Pandemic". 

 
Fig. 11. Co-occurrance of keywords in the articles included in the study. 

2) RQ2: What is the relationship between the polarity of 

article titles and the frequency with which they are cited by 

other authors in telemedicine research and their impact on the 

preoperative period?  

Although no systematic reviews have been found that 
explore this point in the field of telemedicine, it is considered 
important to analyze the impact of this variable on readers. 

As a result of the analysis of the titles of the articles, it was 
determined that, in general, titles with neutral polarity were the 
most cited, followed by those with positive polarity (see Fig. 
12). 

 

Fig. 12. Title polarity and citations. 

On the other hand, the articles identified through the 
Microsoft and IEEE Xplore search engines showed greater 
neutrality in their writing (see Fig. 13). 

Regarding the number of citations related to polarity and 
the search source in which the article was found, the highest 
frequency of citations is related to neutral titles extracted from 
Scopus (see Fig. 14). 
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Fig. 13. Title Polarity by Search Source 

 

Fig. 14. The highest number of citations related to Scopus' neutral titles is 

observed.  

3) RQ3: Which are the most productive institutions that 

establish collaborative networks in the development of 

telemedicine and its impact on the preoperative period? 

Both public and private healthcare institutions, as well as 
those dedicated to research (universities, research groups) 
collaborated in the scientific production of telemedicine in the 

preoperative period. Six institutions produced two or more 
research articles (see Table VIII). 

Collaboration between institutions is visualized in Fig. 15. 
Here we can see that the Technical University of Munich 
stands out. The articles that contributed the most to answering 
this question came from Scopus (see Table IX). 

Some systematic reviews [1] [15] have pointed out the 
importance of collaboration between institutions and have 
included related experiences (first level and specialized centers, 
research institutions, universities, and hospitals) in their 
reviews. 

4) RQ4. In which countries is telemedicine being applied 

most frequently in the preoperative period? 

It is evident that publications related to telemedicine in the 
preoperative period have been carried out more frequently in 
the United States (49%) (see Table X and Fig. 16). This result 
is consistent with that described by M. Shanbehzadeh et al., in 
which the articles obtained were mostly (76.75%) carried out 
in this country [13]. 

Figures found in other reviews vary. Jonker et al. shows 
28% [15], while Kolcun et al. 41.66% [11], with the United 
States occupying the first place in scientific production. 

TABLE VIII. INSTITUTIONS THAT PUBLISH MOST FREQUENTLY ON 

TELEMEDICINE IN THE PREOPERTIVE PERIOD 

N° Institution 
Number of 

Articles 

1 University of Michigan 3 

2 The University of Melbourne 3 

3 Dalhousie University 2 

4 University of Cincinnati 2 

5 Mayo Clinic College of Medicine 2 

6 Vanderbilt University Medical Center 2 

TABLE IX. COLLABORATION NETWORKS BETWEEN INSTITUTIONS BY 

SEARCH SOURCE 

Source Article Quantity(%) 

IEEE Xplore [25] 1 (2) 

Scopus 

[24] [28] [30] [33] [35] [37] 

[40] [42] [43] [44] [46] [48] 
[50] [60] [67] [72] [75] [78] 

[80] [81] [83] 

21 (51) 

ARDI [51] 1 (2) 

ProQuest [19] 1 (2) 

ScienceDirect [59] [73] 2 (5) 

ACM Digital Library [49] [66] 2 (5) 

Wiley Online Library [18] [71] 2 (5) 

Microsoft Academic [63] [69] [77] 3 (7) 

Springer [31] [53] [61] 3 (7) 

Google Scholar [20] [34] [54] [74] [82] 5 (12) 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 1, 2024 

195 | P a g e  

www.ijacsa.thesai.org 

 

Fig. 15. Collaborative networks between institutions that carry out research 

on telemedicine in the preoperative period. 

TABLE X. SCIENTIFIC PRODUCTION BY YEAR AND COUNTRY 

Country 2017 2018 2019 2020 2021 Total (%) 

Australia   1 2 2 5(6) 

Belgium    3  3(4) 

Canada 2 1  1 2 6(8) 

China  1  1 1 3(4) 

Finland    1  1(1) 

France    1  1 (1) 

Germany   1   1 (1) 

India   1  1 2 (3) 

Italy    1  1 (1) 

Mexico   1   1 (1) 

Netherlands    1 2 3 (4) 

New Zealand  1    1 (1) 

Portugal   1   1 (1) 

Qatar     1 1 (1) 

Scotland    1  1 (1) 

Singapore    1  1 (1) 

Spain   1   1 (1) 

Sweden   1   1 (1) 

Taiwan 1     1 (1) 

United 

Kingdom 
 1 1 1 3 6 (8) 

US 6 5 7 12 9 39 (49) 

Regarding the establishment of collaboration networks with 
other countries, this research shows that the United States also 
leads this characteristic (see Fig. 17). 

 
Fig. 16. Scientific production by country and year. 

 
Fig. 17. Collaboration between countries on publications on telemedicine in 

the preoperative period. 

5) RQ5: Which means of publication are the main 

objectives to produce research in telemedicine in the 

preoperative period? 

Most of the publications correspond to journal-type articles 
(see Fig. 18). 

This is consistent with other publications in the field of 
health [1] [5], in which the main input is publications of this 
type. It should be noted that some studies have only taken 
publications of this type as input, as in the research by Kolcun 
et al., which excludes publications such as "case reports", 
"technical reports" and "conference abstracts" [11]. 

 

Fig. 18. Research by type of publication.  
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6) RQ6. What are the types of telemedicine services that 

are available? Are they given more frequently in the 

preoperative period? 

The main use of telemedicine in this period was in 
teleconsultation and telecounseling activities (see Fig. 19). 

In this regard, the findings are consistent with the results of 
Asiri et al. [8], Kolcun et al. [11] and Shanbehzadeh et al., in 
which the majority use of telemedicine for teleconsultation and 
teleguidance activities was evidenced. Additionally, the use for 
telesurgery, tele-education and telemonitoring was reported 
[13]. 

 

Fig. 19. Types of service that are most frequently provided in the 

preoperative period. 

As for the modality used, it was mainly characterized by 
being asynchronous (43%), however, it does not differ greatly 
from the synchronous modality (38%). 19% of publications use 
both modalities to provide telemedicine services (see Table XI 
and Fig. 20). 

These results do not differ greatly from other reviews, in 
which both modalities were used [5], preferring 
videoconferencing for aspects related to diagnostic assessment 
[11]. 

TABLE XI. TELEMEDICINE MODALITY USED 

Modality Articles Quantity (%) 

Asynchronous 

[20] [21] [25] [27] [28] [29] [30] 

[32] [36] [40] [48] [50] [51] [52] 

[54] [57] [58] [61] [62] [63] [66] 
[67] [69] [72] [73] [75] [77] [81]  

[83] 

29 (43) 

Synchronous 

[17] [18] [19] [22] [24] [26] [31] 
[34] [35] [37] [38] [43] [45] [47] 

[55] [56] [64] [68] [70] [71] [74] 

[76] [78] [79] [80] [82] 

26 (38) 

Both 
[23] [33] [39] [41] [42] [44] [46] 

[49] [53] [59] [60] [65] [84] 
13 (19) 

The communication channels used by the researchers 
varied, according to the activity carried out, but the use of 
videoconferencing and mobile applications stands out (see 
Table XII). These results coincide with studies carried out at 
the first level of care, such as the one conducted by A. C. Shah 
and S. M. Badawy in 2020 [85]. 

 

Fig. 20. Telemedicine modality most frequently used in the preoperative 

period. 

TABLE XII. COMMUNICATION CHANNELS IN TELEMEDICINE MOST 

FREQUENTLY USED IN THE PREOPERATIVE PERIOD 

Communication Channel N° Articles 

e-Form 4 

e-Mail 8 

Instant Messaging 5 

Medical device 2 

Mobile App 16 

Phone Call 15 

SMS 7 

Smart device 4 

Videoconference 25 

Web 9 

No percentages have been placed in this table, since in about half of the publications they refer to the 

use of more than one communication channel at the same time. 

These results could be linked to the emergence of new 
technologies associated with videoconferencing equipment and 
the expansion of smartphones [8]. 

Chen E.A. et al. [1], he clarifies this topic in his review 
"Smartphone applications in orthopedic surgery", mentions that 
the use of this equipment by physicians amounts to 90%, and 
performs a descriptive analysis of the use of mobile phones in 
the field of orthopedics, finding that their use in this field 
varied in capabilities from angular management to preoperative 
and gait quantification.  And it concludes that as more 
advanced applications are developed, smartphones are likely to 
gain an increasing presence in both the operating room and 
clinical settings. 

Something that we should also point out is that the articles 
included in this research point to interventions that used more 
than one communication channel (see Fig. 21). 

7) RQ7. What are the surgical specialties that are most 

frequently applying telemedicine in the preoperative period? 

Telemedicine investigations in the preoperative period were 
carried out to a greater extent without distinction of surgical 
specialty. The concentration of publications related to general 
preoperative management, oncological surgery, traumatology, 
general surgery, and neurosurgery is observed (see Fig. 22). 
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Fig. 21. Number of communication channels used in telemedicine activities 

during the preoperative period. 

These results are in line with those published by 
Gachabayov et al., who addresses the issue of the role of 
telemedicine in surgical specialties during the pandemic and 
points out that most articles in the first six months were 
performed in orthopedic surgery followed by general surgery 
and neurosurgery, while in the second six months, urology and 
neurosurgery were the most productive, followed by 
transplantation and plastic surgery [86]. 

 

Fig. 22. The use of telemedicine in the preoperative period focuses on general 

procedures, oncological surgery, and traumatology. 

8) RQ8. Which are the Articles whose Abstracts are 

characterized by their high Objectivity by year and country in 

telemedicine research and its impact on the preoperative 

period? 

We observed that the production of articles during the first 
years was lower than during the last two years, but in recent 
years there has also been an increase in subjectivity in the 
abstracts of publications (see Fig. 23). 

 

Fig. 23. Objectivity and Subjectivity of Abstracts 

In terms of countries with highly objective summaries, the 
United States continues to lead (see Fig. 24). 

 

Fig. 24. Abstracts with high objectivity by country. 

V. CONCLUSIONS AND FUTURE RESEARCH 

This document has been an input and provided a statistical 
analysis on the application of Telemedicine in the Preoperative 
Period, through the extraction of data from a total of 68 articles 
published between 2017 and 2021. The highest percentage of 
identified studies was obtained from Springer, however, when 
applying the filtering and exclusion criteria, the highest 
percentage of included studies came from Scopus. It should be 
noted that the greatest use of telemedicine in this period is 
concentrated in teleconsultation and telecounseling services, as 
well as a greater scientific production with aspects related to 
general preoperative procedures, followed by those applied to 
oncological surgery and traumatology. There has also been an 
increase in production in recent years, probably due to the need 
for physical distancing due to the pandemic and the demand for 
activities in the surgical field. 

For future research, it would be opportune to consider the 
co-occurrence of search terms, in this case, telemedicine with 
COVID-19 and preoperative care. It would also be a great 
contribution to analyze the impact smartphones have on 
preoperative care. Another relevant aspect would be to point 
out the use of NQER terms and the impact of polarity and 
objectivity on readers' choice of articles to read, share and cite. 
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Abstract—Given the regular occurrence of non-stationarity, 
non-linearity, and high levels of noise in time series data, 
predicting the value of stocks is a considerable difficulty. 
Traditional methods have the potential to enhance the precision 
of forecasting, although they concurrently introduce 
computational complexity, hence augmenting the probability of 
prediction inaccuracies. To effectively tackle a range of concerns, 
the existing body of research proposes a novel approach that 
combines a light gradient boosting machine, a machine learning 
methodology, with artificial bee colony optimization. In the 
context of the examined dynamic stock market, the proposed 
model demonstrated better efficiency and performance 
compared to alternative models. The recommended model 
exhibited optimal performance, characterized by a low error rate 
and high efficacy. The analysis utilized data about the stock of 
Alphabet over the period spanning from January 2, 2015, to June 
29, 2023. The outcomes of the study provide evidence of the 
predictive accuracy of the proposed model in determining stock 
prices. The study's findings demonstrate how well the suggested 
model performs when it comes to correctly predicting stock 
prices. The proposed model presents a pragmatic methodology 
for evaluating and forecasting time series data about stock prices. 
The research's findings show that, in terms of forecast accuracy, 
the suggested model performs better than the methods currently 
in use. 

Keywords—Alphabet stock; machine learning; light gradient 
boosting machine; optimization; artificial bee colony algorithm 

I. INTRODUCTION 
Retail and institutional investors can buy and sell shares of 

publicly listed companies on stock exchanges to make money. 
It acts as a vital measure of a country's financial condition in 
general since it reflects firm performance and the business 
environment. The marketplaces where stocks are traded are the 
physical and online markets where both buyers and sellers 
come along. [1][2]. Investors, as well as traders, utilize a range 
of techniques to evaluate stocks and identify profitable 
opportunities. The investigation of stock price behavior has 
long piqued the curiosity of both academics and investors. 

Consequently, several models have been created and tested 
to comprehend the underlying variables that affect the behavior 
of stock prices. Fama carried out one such study in 1965 [3]. 
This subject has been essential to developing the current 
knowledge of stock price behavior and is still an important area 
of study in the field of finance. The stock market is a complex 
system that fluctuates and is unpredictable. Given that pricing 

changes tend to be chaotic, noisy, nonparametric, nonlinear, 
nonstationary, and nonlinear, it is challenging for analysts to 
analyze and anticipate price changes accurately [4]. These 
characteristics imply that traditional statistical methods may 
not be sufficient for effective market analysis. 

Therefore, a range of artificial intelligence and machine 
learning methods have been developed by researchers to 
circumvent these problems and improve the accuracy of stock 
market predictions. In contrast to traditional time series 
methods, reports based on machine learning can handle the 
stock market's complex, noisy, nonlinear, and unstable data to 
provide forecasts that tend to be more accurate [5]. 
Consequently, it has become the preferred technique for time 
series analysis in several areas [6][7]. Ensemble learning 
combines a variety of algorithms for machine learning to 
improve effectiveness, minimize mistakes, and increase 
accuracy [8]. This approach generates results that are more 
accurate and reliable than any one model could provide by 
integrating the results of several models that use various 
approaches and sets of features. The "boosting" machine 
learning method involves training many models in succession. 
Every new design aims to make the shortcomings of the prior 
one worse. Boosting is especially beneficial for classification 
and prediction issues since it may improve the precision of 
mediocre models. Due to their effectiveness, ensemble learning 
techniques like light gradient boosting machines (LGBM) and 
extreme gradient boosting (XGBoost) are often utilized. 
LGBM separates trees by the leaf and is quicker than 
XGBoost, which separates trees by depth [9][10]. Microsoft 
introduced LGBM, a machine-learning technique based on 
decision trees, by the end of 2017 [11]. In the machine learning 
field, especially in data science, LGBM has become quite well-
liked because of its benefits of quick convergence time and less 
memory usage. It is commonly employed and discovered to be 
the successful answer in data mining contests [12]. Dhungana 
et al. [13] used LGBM to conduct an empirical investigation of 
S&P 500 price forecasting. 

The utilization of artificial intelligence techniques in the 
stock market has gained significant traction due to its capacity 
to analyze vast quantities of data and discern patterns that are 
hard for humans to perceive. It is crucial to remember that 
these strategies' performance largely depends on how their 
initial parameter settings are created. Incorrect initialization 
will likely lead to forecasts and results that are untrustworthy 
[14][15]. Therefore, it is essential to thoroughly examine the 
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initial configuration of the parameters when implementing 
artificial intelligence in stock trading. Consequently, a variety 
of optimization strategies have been developed to circumvent 
these restrictions, Like Aquila optimizer (AO) [16], 
Biogeography-based optimization (BBO) [17], Grey wolf 
optimization (GWO) [18], and Artificial bee colony (ABC) 
[19] and more can be used. The ABC optimizer is an 
optimization technique that exhibits excellent effectiveness, 
drawing inspiration from the behavioral patterns observed in 
honeybee colonies. The technique in question is classified 
under the swarm intelligence family and is extensively 
employed across diverse domains such as engineering, 
machine learning, and operations research. The aforementioned 
metaheuristic algorithm, which draws inspiration from nature, 
has a wide range of applications and possesses robust 
optimization capabilities [19]. 

This study tackles the formidable challenge of forecasting 
stock prices in time series data containing high levels of noise, 
non-stationary, and non-linearity. Driven by this undertaking, 
this research develops fundamental inquiries: In what ways can 
conventional forecasting techniques be refined to achieve 
higher levels of accuracy while preserving computational 
efficiency? Could the integration of an artificial bee colony 
optimization system with a light gradient enhancing machine 
present an innovative resolution to these obstacles? The 
primary aims of this research are to improve the accuracy of 
stock price predictions, reduce the complexity of 
computational tasks involved, and exhibit exceptional 
performance in this domain by utilizing the proposed fusion of 
methodologies. This work is significant due to the efficiency 
and efficacy of this model that has been demonstrated in 
dynamic stock markets. By employing Alphabet's stock data, 
the model's ideal performance, minimal error rate, and 
significant effectiveness, underscoring its superiority over 
current approaches have been demonstrated and its feasibility 
in practical scenarios. 

The study contributed to forecasting a multivariate time 
series by outlining a brand-new training method based on 
metaheuristics for artificial bee colonies. This essay explores 
the field of ABC-LGBM hybrid stock price forecasting. The 
model was contrasted with several other models, including 
LGBM, GWO-LGBM, BBO-LGBM, and ABC-LGBM, to 
ascertain its correctness. The evaluation's findings offer 
insightful information on the effectiveness of the ABC-LGBM 
hybrid model and its potential as a stock price prediction tool. 
One of the analytical processes used in the inquiry was a 
thorough assessment of the data source and all of its pertinent 
features in the second part. The data was analyzed using 
several procedures, such as optimizer methods, evaluation 
metrics, and the LGBM model. The analysis results are 
provided and compared with results from other methodologies 
in the third part. The discussion part is provided in the fourth 
part. The investigation's results and recommendations are 
briefly described in the epilogue. 

II. MATERIALS AND METHODS 

A. Artificial Bee Colony Algorithm 
The development of the Artificial Bee Colony (ABC) 

technique arose from an examination and emulation of the 

foraging habits of wild bees to address optimization problems 
through a mathematical model. The hired bees, observers, and 
scouts are the three different categories of honey bee ABC 
agents in the colony. Two groups of bees with an equal number 
of members each comprise the ABC algorithm's bee 
population. Onlooker bees are the other half, whereas 
employed bees comprise the first half. Within the context of 
the ABC algorithm, the determination of the bee's food supply 
location is considered an optimization problem, including 
several variables that require optimization. The assessment of 
the solution's fitness can be employed to characterize the 
excellence of the food supply about the objective function of 
this issue. In other words, finding the best answer is similar to 
the process that bees go through while searching for a suitable 
food source and the process of the ABC method shown in Fig. 
1. 

These are the specifics of the ABC algorithm: The initial 
solutions are produced at random and used as the locations of 
the bee agents' food sources. The bee agents are put through 
three primary cycles of repetition after startup. The process of 
selecting the most optimal and viable alternatives while 
actively avoiding subpar choices and continually revising and 
enhancing the workable solutions. The worker bees 
collectively select a novel potential food source location to 
enhance the efficacy of their solutions. They make their 
decision depending on the area surrounding the previously 
chosen food source. Utilizing Eq. (1), the location of the new 
food supply is determined. 

𝑣𝑖𝑗 = 𝑥𝑖𝑗 + 𝜙𝑖𝑗�𝑥𝑖𝑗 − 𝑥𝑘𝑗�,  (1) 

where, 𝑘 ∈ {1,2,3, . . , 𝑆𝑁}  and 𝑘  ≠ 𝑖, 𝑗 ∈ {1,2,3, . . ,𝐷}  are 
chosen at random indexes, 𝑣𝑖𝑗  is a new feasible solution that is 
modified from its previous solution value �𝑥𝑖𝑗�  based on a 
comparison with a randomly selected position from its 
neighboring solution �𝑥𝑘𝑗� , and 𝜙𝑖𝑗  is a random number 
between [-1,1] that is used to randomly adjust the previous 
solution to become an alternate solution in the next iteration. 
There is a positional difference between 𝑥𝑖𝑗  and 𝑥𝑘𝑗  in one 
specific dimension. 

If a bee that is now employed encounters a new food source 
location with a higher fitness value, it will replace the previous 
food source position in its memory with the new one. 
Employed bees will share the nutritional advantages of their 
new food sources with the other bees when they return to their 
hive. The next step is for each observation bee to select one of 
the recommended food sources based on the fitness value 
calculated by the bees in use. The probability that a 
recommended food source will be picked is given in Eq. (2). 

𝑃𝑖 = 𝑓𝑖𝑡𝑖
∑  𝑆𝑁
𝑖=1  𝑓𝑖𝑡𝑖

   (2) 

In which Fit 𝑖 represents the fitness value of the food source 
𝑖. 𝑆𝑁 stands for the number of practical food sources. 

The likelihood of an observer bee choosing a given food 
source is positively correlated with the fitness value of that 
food item. Once a food source has been chosen, the observer 
bees will proceed to the chosen food source and identify 
another potential food source location within the vicinity of the 
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earlier picked food source. The calculation and expression of 
the novel candidate food source can be determined using Eq. 
(1). 

During the third stage, food-supplying positions lacking an 
enhanced fitness value will be discarded and substituted with a 
newly determined standing, assigned at random by a scout bee. 
This strategy aids in the prevention of suboptimal solutions. 

The calculation for determining the initial random place 
selected by the scout bee is expressed by Eq. (3): 

𝑥𝑖𝑗 = 𝑥𝑗𝑚𝑖𝑛 + rand [0,1]�𝑥𝑗𝑚𝑎𝑥 − 𝑥𝑗𝑚𝑖𝑛�,  (3) 

The lower limit and higher limit of the food supply location 
in dimension j are represented by the 𝑥𝑗𝑚𝑖𝑛 and 𝑥𝑗𝑚𝑎𝑥 , 
respectively.

 
Fig. 1. The diagram of the ABC optimizer. 

The termination criteria, in this case, are based on the count 
of functional evaluation. The three major processes outlined 
above will be conducted iteratively until the predetermined 
number of function evaluations is reached. The cycle of bees 
can be shown in Fig. 2. 

B. Grey Wolf Optimization (GWO) 
GWO method was initially created by Mirjalili et al. [20], 

which mimics the hunting habits and leadership hierarchy of 
the Grey Wolf (Canis lupus) in the wild. The magnificent grey 
wolves, who are members of the Canidae family, are extremely 
accomplished apex predators. They are powerful in their native 
environments due to their amazing hunting prowess and clever 
group strategies. These animals prefer to live in groups and 

adhere to a strict social hierarchy. Depending on their 
characteristics, wolves may be divided into four different 
groups: alpha (𝜶), beta (𝜷), delta (𝜹), and omega (𝝎). There is 
a common belief that within a pack of wolves, the alpha wolf is 
the member who possesses the most successful and efficient 
solution to any given problem or challenge that the pack may 
face. There is a common belief among some individuals that 
the alpha wolf, or the highest-ranking member in a wolf pack, 
possesses the most optimal solution to a given situation or 
problem and has authority over the whole pack of grey wolves. 
The beta and delta wolves come in second and third, 
respectively. The other wolves are from the omega group, 
which has a low rank. The alpha, beta, and delta wolves, who 
are the strongest, considerably help in hunting. The 
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responsibility of tracking, chasing, encircling, and attacking the 
target falls on the three wolves. Following are the three main 
steps of the grey wolf hunting process: 

• The target is pursued and tracked down 

• The prey is pursued, surrounded, and harassed until it 
stops moving 

• The prey is aimed and attacked 

 
Fig. 2. The illustration of the cycle of bees. 

C. Light Gradient Boosting Machine Algorithm 
The construction of the model can be represented as 

follows since the LGBM approach is developed from decision 
trees. Given the data of training set 𝑆 = {(𝑥𝑖 ,𝑦}; 𝑓 =
1,2,⋯ ,𝑛; 𝑥𝑖 ∈ 𝜅∗,𝑦 ∈ 𝑅}  where 𝑛  is the number of samples 
containing features of 𝑚 . To get an estimate, the forecasts 
generated by the decision trees are aggregated in the following 
manner: 

𝑦𝑖2𝑎 = ∑  𝑝
𝑝=1 𝑓𝑝(𝑥0)  (4) 

With 𝑓𝑝  trees included as the trees, and there are 𝑝  total 
trees. To get 𝑓𝑝 , the objective function below must be 
minimized. 

𝑓𝑝 = arg min
𝑓
 ∑  𝑛
𝑖=1 𝐿(𝑦𝑖𝑦mop) + Ω�𝑓𝑝�  (5) 

The reduction function is marked as 𝐿, and the Ω parameter 
is for regularization. The specified value is provided by. 

Ω̂�𝑓𝑝� = 𝑎 T + 1
2
𝑖 ∑  𝑇

𝑗=1 w𝑗
2  (6) 

where, the penalty parameters for T leaves and the weight 
of the leaves, w, are 𝛼 and 𝜆, respectively. Assuming that, L 
represents the loss function and that it is a squared error. Then 

𝐿 �𝑦𝑖 , �̂�𝑖
𝐿𝐺(𝑝−1) + 𝑓𝑝(𝑥)� 

= �𝑦𝑖 − �̂�𝑖
𝐿𝐺(𝑝−1) − 𝑓𝑝(𝑥)�  = �𝑟 − 𝑓𝑝(𝑥)�2

2
 (7) 

The residual, denoted as 𝑟, is utilized in the fitting process 
to generate the function 𝑓𝑝. Using a quadratic approximation 
function, the goal function at iteration 𝑝 is minimized. 

𝑓𝑃 ≃ arg min
𝑓𝑝

 ∑  𝑛
𝑙=1  �𝑔𝑓𝑃(𝑥𝑖) + 1

2
ℎ𝑖𝑓𝑃2(𝑥𝑖)� + Ω(𝑓𝑃),

𝑔I = ∂𝑗𝜔(𝑝−1)𝐿�𝑦𝑙 , �̂�𝑙
𝐿𝐶(𝑝−1)�, 

ℎI = ∂𝑦2 (𝑝−1)
2 𝐿�𝑦𝑙 , �̂�𝑙

𝐿𝐶(𝑝−1)�.
(8) 

A new tree by minimizing the goal function, denoted as 𝑓𝑝, 
is produced. 
The decision tree partitions each node based on the criterion of 
the greatest data gain.  

The variance gains for a node at position 𝑠  that divides 
feature 𝑗 are provided by: 

𝑍𝑗∣𝑂(𝑠) = 1
𝑛𝑂
�
�∑  �𝑥𝑖∈𝑂:𝑥𝑖𝑗≤𝑠�

 𝑔𝑖�
2

𝑛𝑙∣𝑂
𝑗 (𝑠)

+
�∑  �𝑥𝑖∈𝑂:𝑥𝑖𝑗>𝑠�

 𝑔𝑖�
2

𝑛𝑟∣𝑂
𝑗 (𝑠)

�, (9) 

D. Data Preparation and Collection 
To perform a comprehensive analysis, it is essential to 

include the trade volume as well as the Open, High, Low, and 
Close (OHLC) prices within a designated time frame. The 
dataset utilized in this research aims to enable the prediction of 
Alphabet stock market prices throughout an extensive temporal 
span, spanning from January 1, 2015, to the middle of 2023. 
Precise forecasting of stock prices has paramount importance 
for shareholders, financial professionals, and managers 
operating within the finance industry. This dataset contains the 
necessary historical stock price information and its related 
characteristics for conducting prediction analyses. The key 
sources of financial market information for the dataset are the 
stock exchanges and financial news outlets. Historical daily 
market share prices for Alphabet were collected for the chosen 
period. Between January 1, 2015, and mid-2023, this paper's 
dataset includes various variables about Alphabet stock shares 
for each trading day. The essential components encompassed 
within the context of stock market data are the specific date, 
the initial price at the commencement of the session of trading, 
the final price after the trading session, the maximum price 
attained by the shares throughout the day, the minimum price 
reached by the shares during the day, and the trading volume 
denoting the aggregate number of shares exchanged within the 
day. To ensure the quality and consistency of the data, rigorous 
data preparation procedures were implemented before 
conducting any predictive analysis. Data standardization was 
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performed to facilitate precise modeling and prediction. 
Normalizing data is the transformation of numerical parameters 
to a standardized range, often ranging from 0 to 1 or with a 
mean of 0 and a standard deviation of 1. When working on 
analytical or modeling projects, it's important to treat variables 
with different units or magnitudes equally. The use of diverse 
techniques, including scaling and normalization, is vital in the 

process of data cleaning. These approaches play a crucial role 
in mitigating gradient mistakes and ensuring consistent training 
outcomes. Based on the information shown in Fig. 3, the 
dataset was divided into two parts: 80% of the data was 
allocated for training, while the remaining 20% was reserved 
for testing. 

 
Fig. 3. Dividing data for both training and testing. 

E. Assessment Criteria 
The purpose is to evaluate the ability of combined models 

to make accurate predictions. This category comprises the root 
mean square error (RMSE), mean absolute percentage error 
(MAPE), mean squared error (MSE), and coefficient of 
determination (𝑅2). 

𝑅2 = 1 − ∑ (𝑦𝑖−𝑦�𝑖)2
𝑛
𝑖=1  
∑ (𝑦𝑖−𝑦�)2𝑛
𝑖=1

  (10) 

𝑀𝐴𝑃𝐸 = �1
𝑛
∑ �𝑦𝑖−𝑦�𝑖

𝑦𝑖
�𝑛

𝑖=1 � × 100  (11) 

MSE = 1
𝑁
∑  n
k=0 �

n
k� (Fi − Yi)b2  (12) 

𝑅𝑀𝑆𝐸 = �∑ (𝑦𝑖−𝑦�𝑖)2
𝑛
𝑖=1

𝑛
   (13) 

III. RESULTS 

A. Statistical Results 
Table I presents an extensive compilation of statistical 

information about the dataset under consideration. The OHLC 
price and volume figures shown in this table provide a more 
clear depiction of the factual information. To conduct a more 
comprehensive and precise evaluation of the data, it is 
advisable to use statistical metrics such as the mean, amount, 
mean, std., min, median, max, and variance numbers. 

B. Results of the Models 
Finding and evaluating the best hybrid algorithm for 

predicting stock prices is the main goal of this study. 

Forecasting models have been developed, and complex 
variables that affect stock market trends have been 
investigated. The primary objective was to provide investors 
and analysts with valuable information to facilitate informed 
investment decision-making. Table II, Fig. 4 and Fig. 5 present 
a comprehensive assessment of the performance of each model, 
accompanied by an in-depth examination of its effectiveness. 

A comprehensive data analysis assessment was conducted 
using four commonly employed metrics: RMSE, MSE, MAPE, 
𝑅2 . These metrics are widely recognized for their ability to 
offer a precise assessment of the dependability, precision, and 
overall usefulness of the analysis. The efficacy evaluation of 
the LGBM model was conducted using the RMSE, MSE, 
MAPE, and 𝑅2  metrics, comparing the model's performance 
with and without an optimizer. Enhanced understanding of the 
model's performance facilitates the ability to make well-
supported judgments based on the obtained outcomes. 

C. Comparison with Other Works 
In order to assess the accuracy of the ABC-LGBM model, 

the primary objective of this research was to examine its 
performance. To accomplish this, we conducted a comparative 
analysis of the 𝑅2  values of our framework and other recent 
works. Upon meticulous examination, we determined that the 
ABC-LGBM exhibited superior performance to the other 
works, thereby substantiating the effectiveness of this 
framework. The specifics of this comparison are provided in 
Table III. 

2015 20232016 2017 2018 2019 2020 2021 2022
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TABLE I. DATASETS STATISTICAL SUMMARIES 

 Open High Low Volume Close 

amount 2137 2137 2137 2137 2137 

mean 70.05219 70.81457 69.3428 32.59751 70.09629 

Std. 34.54605 34.97686 34.14654 15.6062 34.55914 

min 24.66478 24.7309 24.31125 6.936 24.56007 

median 58.4235 58.9 57.871 28.734 58.4095 

max 151.8635 152.1 149.8875 223.298 150.709 

variance 1193.43 1223.381 1165.986 243.5536 1194.334 

 
Fig. 4. The values to evaluate each model during training. 

R MAPE
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MSE
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Fig. 5. The values to evaluate each model during testing. 

TABLE II. THE RESULTS OF FORECASTING EVALUATION FOR THE BENCHMARKING METHODS 

MODEL / Metrics 
TRAIN SET TEST SET 

𝑹𝟐 RMSE MAPE MSE 𝑹𝟐 RMSE MAPE MSE 

LGBM 0.984 3.446 4.054 11.878 0.976 2.821 1.955 7.958 

GWO-LGBM 0.988 2.940 3.286 8.646 0.982 2.449 1.709 5.997 

ABC-LGBM 0.994 2.022 3.118 4.089 0.993 1.479 1.029 2.188 

TABLE III. COMPARISON OF THE MODEL IN COMPARISON TO THE OTHER 
RECENT WORKS 

References Model 𝑹𝟐 

[21] LSTM 0.977 

[22] DNN 
LSTM 0.972 

Present study 0.993 

IV. DISCUSSION 
This study aims to find and evaluate the best hybrid stock 

price prediction system. Complex stock market variables have 
been studied and forecasting algorithms constructed. 
Information for investors and analysts to make informed 
investment decisions was the main goal. Table II, Fig. 4 and 
Fig. 5 evaluate each model's performance and efficacy. A 
thorough data analysis was performed utilizing four popular 

R MAPE

RMSE

TEST 

2

MSE
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metrics: RMSE, MSE, MAPE, 𝑅2 . These criteria are 
extensively used to evaluate the analysis's dependability, 
precision, and usefulness. The LGBM model was evaluated for 
efficacy using RMSE, MSE, MAPE, and 𝑅2  metrics, 
comparing performance with and without an optimizer. 

Upon meticulous analysis of the training and test datasets, 
it was ascertained that the LGBM model, when implemented 
without the optimizer, yielded 𝑅2  coefficients of 0.984 and 
0.976 for the respective training and testing datasets. 
Furthermore, MAPE and MSE values obtained for the test 
dataset were notably lower at 1.955 and 7.958, respectively, in 
comparison to the corresponding values obtained during the 
training phase. Furthermore, RMSE values for the training and 
testing sets were 3.446 and 2.821, respectively. The integration 
of optimization techniques has significantly enhanced the 
efficacy of the LGBM model's performance. The usage of the 
GWO has yielded significant improvements, resulting in a rise 
in the 𝑅2 value to 0.988 during the training phase and 0.982 
during the testing phase. Furthermore, the MAPE and MSE 
values displayed a decrease in both the testing and training 
datasets.   

Specifically, the MAPE values for the training and testing 
sets were 3.286 and 1.709, while the MSE values were 8.646 
and 5.997, respectively. The RMSE values have decreased to 
2.449 for the testing set and 2.940 for the training set. The 

findings of this research demonstrate the efficacy of the 
optimization techniques employed in enhancing the efficacy of 
the LGBM model. The ABC-LGBM model demonstrated 
superior performance in comparison to the GWO-LGBM 
model. The values of 𝑅2  obtained for the training phase and 
testing phases of the ABC-LGBM model were 0.994 and 
0.993, respectively. Significantly, the training MAPE and MSE 
values exhibited a decrease to 3.118 and 4.089, respectively. 
Similarly, the testing MAPE and MSE values experienced a 
decrease to 1.029 and 2.188, respectively, thereby suggesting a 
significant enhancement in precision. Moreover, it can be 
observed that the RMSE values showed a decrease to 2.022 
and 1.479 for the test and training datasets, accordingly. This 
reduction in error further substantiates the superior 
performance of the ABC-LGBM model in comparison to the 
GWO-LGBM model, as it demonstrates the ABC-LGBM's 
ability to provide accurate forecasts. The investigation 
demonstrates that the ABC-LGBM model exhibits superior 
effectiveness and efficiency compared to the GWO-LGBM 
model. The ABC-LGBM model exhibits a high level of 
efficacy, as seen in its outstanding 𝑅2  scores of 0.994 for 
training and 0.993 for testing. The model had outstanding 
efficiency, as evidenced by its lowest MAPE and MSE testing 
values of 1.029 and 2.188, respectively. Findings suggest that 
the ABC-LGBM model exhibits a high level of precision and 
reliability. 

 
Fig. 6. Forecasting curve training created with ABC-LGBM. 
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Fig. 7. Forecasting curve testing created with ABC-LGBM. 

The ABC-LGBM model is widely regarded as a reliable 
and robust technique for generating highly precise market price 
forecasts. The stock share curves of Alphabet are presented in 
Table II, along with the corresponding figures, namely Fig. 6 
and Fig. 7, which serve as evidence of the effectiveness of the 
model. In terms of precise prediction of stock prices, the ABC-
LGBM model has superior performance compared to 
alternative models such as LGBM and GWO-LGBM. The 
ABC method is a highly effective technique that has been 
found to reduce price fluctuations significantly. By doing so, it 
has the added benefit of making trend prediction much easier 
and increasing overall model accuracy. This can be highly 
advantageous in a variety of industries where accurate 
forecasting is critical to success. 

Additionally, the method is particularly useful in 
minimizing the impact of unforeseen events that might 
otherwise lead to significant market fluctuations. One of the 
distinctive features that sets the ABC-LGBM model apart from 
alternatives is its ability to learn from previous data effectively. 
In conclusion, the ABC-LGBM model has notable efficacy as a 
tool for predicting stock prices due to its high level of 
precision, accuracy, and capacity to assimilate information 
from previous datasets. 

V. CONCLUSION AND RECOMMENDATIONS 
Forecasting stock prices is a complex endeavor 

characterized by a multitude of variables. The stock market is a 
complex and fluid process that is influenced by various factors, 
such as political events, societal dynamics, and economic 
conditions. To accurately assess the upcoming value of stocks, 

it is imperative to consider a diverse array of financial 
statements, market trends, as well as other pivotal factors. 
Furthermore, the behavior of stocks can be significantly 
influenced by economic factors such as interest rates, inflation, 
and worldwide market conditions. Developing trustworthy 
models for forecasting is a challenging task due to the intricate 
nature and extensive array of components involved. The ability 
to generate precise forecasts necessitates a comprehensive 
comprehension of the capricious and nonlinear characteristics 
inherent in the marketplace. Fortunately, the ABC-LGBM 
model is a viable solution to these issues and has been proven 
to be dependable and precise. There are numerous 
ramifications of this research for the community. The proposed 
model begins by tackling a significant obstacle in the 
prediction of stock prices, a matter that holds considerable 
importance for financial analysts, investors, and individuals 
engaged in stock market operations. Through adeptly 
managing the intricacies of non-linearity, non-stationarity, and 
elevated noise levels present in time series data, the model 
furnishes a more dependable and precise instrument for 
predicting stock prices. Furthermore, the integration of 
artificial bee colony optimization with light gradient boosting 
machine integration represents a novel strategy that not only 
improves accuracy but also addresses the issue of 
computational intricacy. This has ramifications that extend 
beyond the realm of academia, as it provides pragmatic 
resolutions to the practical obstacles encountered by 
practitioners in the financial industry. The utilization of 
Alphabet's stock data for analysis enhances the study's 
practicality, given that Alphabet is a significant participant in 
the stock market. The research findings, which illustrate the 
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model's exceptional performance in comparison to alternative 
approaches, possess the capacity to impact the decision-making 
procedures of financial institutions and investors. In brief, this 
study not only enhances the theoretical comprehension of time 
series data analysis but also offers a practical and influential 
instrument for the field, enabling financial stakeholders to 
anticipate and navigate stock market trends more efficiently. 
The study examined the LGBM and GWO-LGBM models as 
part of its investigation into forecasting stock prices. However, 
the ABC optimizer technique, in combination with LGBM, 
produced the best outcomes. The study's dataset comprises 
Alphabet stock OHLC prices and volume from January 2, 
2015, to June 29, 2023. Based on the findings of the inquiry, it 
has been determined that the ABC-LGBM model exhibits a 
high level of reliability and accuracy in predicting stock prices. 

• Throughout the investigation, a comparative analysis 
was conducted to assess the accuracy and forecasting 
capacity of the ABC-LGBM model about other models. 
Based on the obtained data, it was consistently observed 
that the ABC-LGBM model exhibited superior 
performance compared to each of the other models. The 
𝑅2 value of 0.993 obtained after testing indicates a high 
level of accuracy, hence proving the precision of the 
predictions. The ABC-LGBM model consistently 
generated precise forecasts, as indicated by its minimal 
MAPE value of 1.029 and a low MSE value of 2.188. 
Overall, in terms of accuracy and efficacy, the ABC-
LGBM model demonstrated outstanding results 
compared to the other approaches that were evaluated. 

Recommendations: 

Promotion of Hybrid Approach Adoption: Advocate for the 
implementation of the proposed hybrid approach, which 
integrates LGBM and ABC, on the grounds that it exhibits 
enhanced efficiency and performance in comparison to 
alternative models. Highlight the potential advantages that this 
model may offer in mitigating the difficulties presented by time 
series data's non-stationarity, non-linearity, and substantial 
levels of noise. 

Application in Dynamic Stock Markets: It is recommended 
that the suggested model be implemented in dynamic stock 
markets as a means to improve the accuracy of predictions, 
particularly in situations where conventional approaches may 
introduce computational intricacy and possible errors. It is 
recommended to conduct additional validation and testing of 
the proposed model using a variety of stock datasets in order to 
evaluate its adaptability and efficacy across distinct market 
conditions. Investigate its functionality across a range of 
financial scenarios in order to ascertain its resilience. 

Thorough Evaluation of Variables: Emphasize the 
significance of taking into account a wide range of financial 
statements, market trends, and critical factors in order to 
generate precise predictions regarding stock prices. Advocate 
for researchers and practitioners to adopt a comprehensive 
approach by incorporating a range of factors, such as economic 
conditions, political events, and societal dynamics. 

Practical Significance: Elucidate the ways in which the 
ABC-LGBM model is effectively employed to tackle obstacles 

arising from the presence of noise, non-linearity, and non-
stationarity within time series data. It is recommended to apply 
the model in practical financial contexts in order to assess its 
efficacy and influence on decision-making procedures. 

Extension to Other Sectors: Advocate for an investigation 
into the feasibility of implementing the ABC-LGBM model in 
sectors other than finance, taking into account its capacity to 
offer practical solutions to computational complexities and 
forecasting obstacles. Promote collaborations across industries 
in order to capitalize on the capabilities of the model in various 
domains. 

Sustained Comparative Analysis: Support the 
implementation of ongoing comparative analyses to evaluate 
the ABC-LGBM model's accuracy and predictive capability in 
comparison to emergent models and evolving methodologies. 
Motivate scholars to investigate its efficacy across diverse 
market environments and utilize an assortment of datasets. 
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Abstract—The complex interaction among economic 

variables, market forces, and investor psychology presents a 

formidable obstacle to making accurate forecasts in the realm of 

finance. Moreover, the nonstationary, non-linear, and highly 

volatile nature of stock price time series data further compounds 

the difficulty of accurately predicting stock prices within the 

securities market. Traditional methods have the potential to 

enhance the precision of forecasting, although they concurrently 

introduce computational complexities that may lead to an 

increase in prediction mistakes. This paper presents a unique 

model that effectively handles several challenges by integrating 

the Moth Flame optimization technique with the random forest 

method. The hybrid model demonstrated superior efficacy and 

performance compared to other models in the present 

investigation. The model that was suggested exhibited a high level 

of efficacy, with little error and optimal performance. The study 

evaluated the efficacy of a suggested predictive model for 

forecasting stock prices by analyzing data from the Nasdaq index 

for the period spanning from January 1, 2015, to June 29, 2023. 

The results indicate that the proposed model is a reliable and 

effective approach for analyzing and forecasting the time series 

of stock prices. The experimental findings indicate that the 

proposed model exhibits superior performance in terms of 

predicting accuracy compared to other contemporary 

methodologies. 

Keywords—Stock market prediction; Nasdaq index; random 

forest; moth-flame optimization; MFO-RF  

I. INTRODUCTION 

Retail and institutional investors can purchase and 
profitably sell shares of publicly traded corporations on the 
stock market. The stock market is a vital gauge of a nation's 
overall economic health since it represents company success 
and the business climate. Exchanges, both physical and virtual, 
are places where buyers and sellers come together to exchange 
assets [1, 2]. Traders and investors use a variety of strategies to 
evaluate equities and identify profitable opportunities. Many 
models have been created and put to the test to comprehend the 
underlying elements that influence stock prices. Both investors 
and scholars have long been interested in the study of stock 
price behavior. Fama conducted a study on this topic in 1965, 
which is now a major area of study in finance and has had a big 
impact on the way how currently understand stock price 
behavior [3], analyzing the stock market is challenging due to 
its volatile and ever-changing character. Analysts find it 
difficult to effectively analyze and anticipate price changes due 
to the market's noisy, chaotic, dynamic, non-linear, non-

stationary, and nonparametric characteristics [3]. These 
qualities raise the possibility that conventional statistical 
techniques won't be enough for efficient stock market analysis. 

To get around the challenges of making accurate stock 
market forecasts, academics have created several machine 
learning and artificial intelligence algorithms. These novel 
techniques aim to handle complex, noisy, chaotic, and non-
linear stock market data more effectively than traditional time 
series methods, which often ignore the dynamic nature of the 
financial markets. Machine learning approaches employ 
sophisticated algorithms to analyze vast quantities of financial 
data and identify intricate patterns that may elude human 
observation. These methodologies have the capacity to provide 
more precise predictions through the analysis of an extensive 
array of data sources, including news articles, social media 
postings, and financial information. Furthermore, machine 
learning algorithms have the capability to consistently acquire 
knowledge and adapt to novel data, hence improving their 
predictive abilities as time progresses. In general, the 
utilization of artificial intelligence and machine learning has 
the potential to significantly enhance the precision of stock 
market prediction, providing investors with valuable 
information on market fluctuations and facilitating prudent 
investment choices [4]. 

Decision trees (DT) are a widely utilized machine learning 
approach that finds frequent application in both classification 
and regression tasks. This basic and comprehensible method is 
employed to construct a tree-like model that represents various 
choices and their corresponding probable outcomes [5]. The 
method partitions the data into subsets based on the values of 
the input features iteratively until a specified stopping 
condition is satisfied. Every partition is a node in the tree, and 
every node contains a decision rule that determines which 
feature will be separated first. DTs provide several benefits in 
comparison to other machine learning approaches. First of all, 
because they can handle both continuous and categorical data, 
they are suitable for a wide range of applications. Secondly, 
they are easy to use and need little feature engineering or data 
preparation. 

Moreover, they are easily interpreted, which simplifies the 
process of understanding how the model arrived at a certain 
prediction. Despite its advantages, DTs have some 
disadvantages. For example, the tree may be susceptible to 
overfitting if it is deep and complex. Additionally, owing to 
their sensitivity to even minute changes in data, they could 
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generate different trees for different training sets. To get 
around these problems, many DT variants have been 
developed; one of the best is random forest (RF). 

RF employs an ensemble learning methodology to combine 
many decision trees, resulting in a robust and accurate model 
[6]. RF is a versatile machine-learning algorithm that can be 
applied to both classification and regression tasks. It has 
exceptional performance in handling large-scale datasets with 
high-dimensional features. The technique operates by 
constructing a collection of decision trees, whereby each tree is 
trained on a randomly selected portion of the characteristics 
and data. During the training process, every tree within the 
forest generates a forecast, and the collective projections of all 
the trees culminate in the ultimate prediction. This 
methodology enhances the model's robustness against noise 
and outliers, hence mitigating the risk of overfitting. When 
juxtaposed with alternative machine learning methodologies, 
RF offers several advantages. The versatility of this method is 
shown in its ability to effectively handle both continuous and 
categorical data, rendering it highly suitable for a wide range of 
applications. 

Furthermore, this approach does not need an extensive 
feature engineering or data preprocessing, making it very 
straightforward to implement. In conclusion, the system 
exhibits a high degree of scalability and possesses the ability to 
effectively process extensive datasets comprising millions of 
samples and numerous attributes [6]. In their study, Park et al. 
[7] developed a comprehensive framework for predicting stock 
market trends by combining long short-term memory and 
random forest techniques. To evaluate the effectiveness of their 
proposed approach, the researchers utilized three prominent 
global stock indexes and incorporated 43 financial, technical 
indicators. In their study, Basher et al. [8] employed the RF 
algorithm to predict Bitcoin prices. Their findings indicate that 
the RF algorithm outperforms logit models in accurately 
anticipating trends in both Bitcoin and gold prices Basher et al. 
[8]. Illa et al. [9] proposed a methodology for estimating 
pattern-matching expectations by employing artificial 
intelligence techniques such as RF and support vector 
machines. 

Artificial intelligence techniques are being more widely 
used in the stock market due to their capacity to process large 
amounts of data and identify intricate patterns that humans 
sometimes find difficult. It is important to keep in mind that 
these strategies' initial parameter configuration has a significant 
impact on how effective they are. Inaccurate estimates and 
outcomes might arise from improperly configured beginning 
settings. As such, it's important to pay close attention to the 
parameter settings while using artificial intelligence in stock 
trading. Consequently, there are numerous optimization 
algorithms that can be used to overcome these restrictions, 
such as the whale optimization algorithm (WOA) [10], particle 
swarm optimization (PSO) [11], Aquila optimizer (AO) [12], 
battel royal optimization (BRO) [13], biogeography-based 
optimization (BBO) [14], genetic algorithm (GA) [15], grey 
wolf optimization (GWO) [16], moth–flame optimization 
(MFO) [17], and others, can be used to get around these 
limitations. In 2015, S. Mirjalili proposed the MFO algorithm 
[17]. The MFO algorithm is a stochastic optimization 

technique inspired by the natural navigational mechanism of 
moths. Moths may navigate by keeping their angle concerning 
a far-off light source, like the moon or a flame, constant. The 
MFO method leverages this idea to optimize complex 
problems by varying the position and brightness of synthetic 
moths, which act as potential solutions. The algorithm explores 
the issue space to find the optimal answer as fast as possible. 
Justifications for Selecting the Proposed Model: 

Addressing Complex Interactions: The model under 
consideration adeptly manages the complex interplay between 
investor psychology, market forces, economic variables, and 
market dynamics, which poses a significant challenge in the 
realm of financial forecasting. The comprehensive 
methodology, which merges the Moth Flame optimization and 
random forest processes, has been purposefully developed to 
address the intricacies that are intrinsic to the stock market. 

Capability to Adapt to Non-Linear and Non-Stationary 
Conditions: Predicting stock price time series data presents a 
significant challenge due to their non-stationary, non-linear, 
and hypervolatile characteristics. The model being proposed is 
customized to effectively navigate these intricacies, rendering 
it well-suited for depicting the ever-changing dynamics of the 
stock market. 

Addressing Computational Complexities: While 
conventional approaches may improve the accuracy of 
forecasts, they impose significant computational burdens. The 
complexities are effectively addressed by the proposed hybrid 
model, which guarantees precise predictions while maintaining 
computational efficiency. 

Outstanding Efficacy and Performance: In comparison to 
the alternative models examined in the study, the hybrid model 
that integrated Moth Flame optimization and the random forest 
method consistently exhibited superior efficacy and 
performance. This demonstrates its resilience in addressing the 
unique difficulties associated with forecasting stock prices. 

Optimal Performance and Minimal Error: The proposed 
model demonstrated an exceptional degree of effectiveness, 
characterized by minimal error. Preciseness is of the utmost 
importance when it comes to financial forecasting, as it enables 
one to make well-informed decisions. 

The method proposed is thoroughly elucidated, effectively 
tackling the complex obstacles inherent in financial 
forecasting. The complex interaction among economic 
variables, market forces, and investor psychology poses a 
substantial obstacle to the ability to make precise forecasts in 
funding. The intricacy of this matter is compounded by the 
pronounced volatility, nonstationarity, and non-linearity of 
stock price time series data within the securities market. 
Acknowledging the constraints of conventional approaches, the 
article presents an innovative framework that adeptly 
surmounts these obstacles through the integration of the Moth 
Flame optimization methodology and the random forest 
method. Not only does this hybrid model demonstrate 
exceptional effectiveness, but it also surpasses other modern 
models examined in the study. The proposed model exhibits 
exceptional performance, minimal error, and high efficacy, 
providing a potentially viable resolution to the computational 
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intricacies that are intrinsic to conventional forecasting 
approaches. The research assesses the predictive model that has 
been proposed by employing Nasdaq index data that covers the 
period from January 1, 2015, to June 29, 2023. The conclusive 
findings validate the efficacy and dependability of the 
suggested model in the domains of stock price analysis and 
prediction. The experimental results demonstrate that this 
methodology exhibits a higher level of predictive accuracy in 
comparison to other approaches. In brief, the methodology that 
has been proposed effectively tackles the complex issues 
associated with financial forecasting. It presents an innovative 
and successful approach that outperforms current models in 
terms of effectiveness and performance. The reliability of the 
model is further reinforced through its exhaustive evaluation 
and validation using real-world data, thereby establishing it as 
a significant contribution to the domain of stock price 
prediction. The research investigated many models, including 
RF, GA-RF, and PSO-RF, to assess their respective levels of 
reliability. The inquiry encompassed a comprehensive analysis 
of the data source and all relevant components in the 
subsequent section. A variety of analytical tools, including 
optimizer methods, evaluation metrics, and the RF model, were 
employed to examine the data. The findings of the study are 
given and compared with those obtained by alternative 
methodologies in the third part. The fourth part gives 
information about discussion of the results. The findings of the 
investigation are succinctly examined in the concluding 
section. 

II. METHODS AND MATERIALS 

A. Random Forest 

A well-liked machine learning technique for situations 
involving both regression and classification is the Random 
Forest algorithm, as seen in Fig. 1. It is a subset of the 
supervised learning algorithms of the support vector machines 
family. Two other popular tree-based techniques are naive 

Bayes and Adaboost. Breiman et al. [6] developed and 
presented the method, which is well known for being simple 
and efficient. The RF algorithm creates a variety of intricate 
decision trees, which improves forecast accuracy. The model is 
constructed decision trees by selecting the optimal feature from 
a given collection of characteristics in a non-deterministic 
manner, resulting in a lower level of predictability compared to 
alternative tree-based techniques. The methodology operates 
by iteratively training several decision trees through the 
utilization of bootstrapping, normalization, and bagging 
techniques. The grouping strategy involves the simultaneous 
construction of several decision trees, each using different 
subsets of characteristics and training data chunks. By 
employing bootstrapping to ensure the distinctiveness of each 
decision tree, the variance of the RF is reduced. The RF 
technique exhibits a high level of promise for generalizability 
due to the use of many tree-based models for evaluation. By 
employing this approach, the RF classifier can successfully 
mitigate challenges associated with unbalanced datasets and 
overfitting, hence surpassing the performance of current 
methodologies in accurately recognizing data. 

Moreover, the methodology was specifically developed to 
address the analysis of datasets characterized by a large 
number of dimensions and strong interdependencies among 
variables. The reliability of the results increases proportionally 
with the number of trees included in the ensemble. The high 
level of precision exhibited by the RF approach can be 
attributed to the amalgamation of outputs derived from several 
decision trees. The utilization of ensemble methods mitigates 
the issue of overfitting and improves the predictive capabilities 
of the algorithm. Machine learning practitioners highly favor 
the RF method due to its ability to handle missing data and 
noisy inputs effectively. The above equation may be utilized to 
calculate the mean square error for an RF: 
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Fig. 1. The structure of Random forest. 
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B. Particle Swarm Optimization  

PSO is an approach that, in order to get optimal results, 
imitates the cooperative habits of a flock of birds or a school of 
fish. Even if the exact location of the food supply is unclear at 
the outset, the swarm will nevertheless follow a set of rules to 
get there. By working together, the swarm is able to locate the 
source of nourishment. Swarms of fish or birds will eventually 
arrive at the near-optimal solution at the same moment. By 
following these three rules—separation, alignment, and 
cohesiveness—a bird swarm may efficiently navigate the 
search space and arrive at the correct solution [18]. Particles 
undergo separation by moving apart from each other to avoid 
overcrowding. The particles tend to align with their 
neighboring particles, resulting in a positional update 
influenced by the cohesion with said neighbors. Kennedy and 
Eberhart devised the PSO approach as a means to address 
optimization challenges. This method draws inspiration from 
the collective behavior observed in a swarm of particles [11]. 
PSO technique tends to converge rapidly and necessitates a 
limited number of parameters, hence reducing computational 
overhead. 

Moreover, the likelihood of encountering a suboptimal 
local solution is reduced because of the extensive exploration 
conducted by several particles in quest for an optimal solution. 
In addition, the algorithm possesses an efficient global search 
mechanism and does not rely on derivatives. In the PSO, each 
particle searches a large search space to get the best possible 
answer. The search process begins with the random generation 
of candidate solutions, also known as particles, in the search 
space. Particle velocities and fitness scores are typically 
computed using a weighted mean of classification accuracy 
and the number of features in the feature subset. This 
computation aids in updating the velocity and heading of their 
trajectories after the initial iteration, and the method is 
continued until the stopping criterion is reached. The PSO 
algorithm's particles accelerate and decelerate per the following 
formula: 
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The velocity of the ith particle at a given time iteration is 

denoted as    
  in a search space with d dimensions. The 

variables        
  and        

  represent the optimal particle 
and position for each individual and iteration of the ith 
function. The parameters    and    are utilized to modify the 

velocity of particles, whereas   
  and   

  represent random 
values within the range of 0 to 1. Furthermore, the particles in 
the PSO algorithm have the ability to alter their locations by 
utilizing the equation shown below: 

   
       

     
     (3) 

The variable    
  represents the spatial coordinates of the ith 

particle at iteration   inside a search space characterized by   
dimensions. 

C. Genetic Algorithm 

The Genetic algorithm is a computational approach that 
emulates the mechanism of natural selection in order to address 
optimization and search problems [15]. Using this approach, a 

set of potential solutions referred to as individuals is generated. 
In order to generate novel individuals, these individuals are 
subsequently exposed to genetic mechanisms such as mutation, 
recombination, and selection. The assessment process 
employed in this study is iterative in nature and is repeated 
through several generations until a viable solution is identified. 
Consequently, the utilization of GA is prevalent throughout 
several areas, including but not limited to engineering, finance, 
and science [19]. GA is comprised of three fundamental 
components [20]. A chromosome refers to a sequence of 
numerical or textual symbols that are assigned to each 
individual by the encoding entity. The selection of an 
appropriate encoding technique is contingent upon the specific 
issue that has to be addressed. 

Furthermore, the fitness function is utilized to evaluate the 
degree to which each individual's representation of the answer 
is accurate. The fitness function has been particularly tailored 
to address the current problem. To generate novel individuals 
from existing ones, the evolutionary operators employ the 
mechanisms of selection, crossover, and mutation. A crossover 
is a genetic process that combines the chromosomes of two 
individuals to generate a novel offspring. Mutation, on the 
other hand, introduces random alterations to an individual's 
chromosomes. Selection is employed to identify the most 
reproductively successful individuals. 

D. Mouth Flame Optimization 

The Moth Flame Optimizer is a computational model that 
draws inspiration from natural phenomena and is specifically 
influenced by the nighttime behavior of butterflies, which is 
displayed in Fig. 3. [17]. Butterflies have a consistent behavior 
of fluttering towards the moon when they are attracted by a 
light source. The Moth Flame Optimizer utilizes and 
formalizes this approach into an optimization algorithm, which 
is illustrated in Fig. 2. The optimizer exhibits versatility in its 
applicability to many optimization issues across several 
domains, including power and energy systems, economic 
dispatch, engineering design, image processing, and medical 
applications. Additionally, the optimizer derives inspiration 
from the behavior of butterflies as they navigate light sources. 
Researchers utilize the transverse orientation as a method to 
investigate the phenomenon of moths maintaining a straight 
flight trajectory toward the moon [21]. This examination 
explores the possible use of moths as solutions, which possess 
the ability to navigate in several dimensions, 
including         , and hyperdimensional space, by 
manipulating their position vectors. The focus of this study is 
on examining the spatial distributions of these moths, as they 
represent the aspects under consideration. The provided 
methodology guarantees convergence, and the Multi-Objective 
Firefly Algorithm (MFO) is both reliable and computationally 
efficient. MFO is commonly utilized as: 
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In this context, h represents the number of dimensions, 
whereas a represents the number of moths. 
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  (5) 

The process of global optimization is conducted by the 
implementation of the three-step MFO approach. 

              (6) 

Function   denotes a specific mathematical function, 
while   symbolizes the flight pattern of a moth as it navigates 
its environment in search of suitable space. Additionally, the 
symbol   is used to indicate the criteria that determine when 
the moth's flight comes to a halt. 

    (     )   (7) 

The formula employed in this context involves the twisting 
function denoted as  , the number of the i-th moths represented 

by   , and the number of the  -th flames denoted as   : 

 (     )      
                (8) 

The variable    represents the spatial separation between 
the moth and the flame. The constant   is a parameter in the 
context of this study. Additionally, the variable t is a random 
number selected from the interval [-1, 1]. 

   |     |   (9) 

E. Data Collection and Preparing 

To conduct a comprehensive analysis, it is important to 
include the trade volume as well as the open, high, low, and 
closing (OHLC) prices within a certain temporal interval. The 
data collection period was from January 2, 2015, to June 29, 
2023, during which data was obtained from the Nasdaq index 
on the Yahoo Finance website. The precise details are 
encompassed inside the dataset that was employed for the 
investigation. A thorough data-cleaning procedure was 
conducted to ensure the accuracy and consistency of the 
forecasting models following the collection of the dataset. The 
implementation of a multi-step method was devised to 
safeguard the integrity of the dataset and prevent the inclusion 
of erroneous or incomplete data that might potentially lead to 
complications. The data were subjected to a thorough analysis 
in order to discover any anomalies, extreme numbers, or 
contradictions that could potentially compromise the validity of 
the results. This was one of the key aims. Several processes 
were utilized in order to clean and prepare the data in order to 
guarantee that it could be utilized. Several procedures, 
including scaling and normalization, were performed on the 
data in order to reduce the likelihood of gradient mistakes and 
unpredictable training results. Before beginning training, the 
data were normalized by employing the MinMaxScaler 
method. This was done in order to construct a stable model and 
reduce the likelihood of extremely high weight values 
occurring. This normalization process was achieved by 
employing the equation [22]. 

Xscaled  
        

           
  (10) 

 

Fig. 2. The framework of MFO. 
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Fig. 3. Movement of the propeller towards the light source. 

The training data provided to the model consisted of prices 
and volume for OHLC. The model was evaluated by including 
all features except for the close price data. The data were 

divided into two sets: 80% for training and 20% for testing, as 
seen in Fig. 4. 

 

Fig. 4. Dividing the data into training and test. 

F. Evaluation Metrics 

The accuracy of the projected future was evaluated using a 
range of performance measures. Carefully selected, these 
measures provide a comprehensive assessment of the forecasts' 
validity and accuracy. The assessment method took into 
account a number of criteria. The Root Mean Square Error 
(RMSE) determines the root mean square of the errors between 
the predicted and actual values, the Mean Absolute Percentage 
Error (MAPE) computes the average absolute difference 

between the predicted and actual values, and the Coefficient of 

Determination (  ) quantifies the percentage of the dependent 
variable's variance that can be predicted based on the 
independent variable. These techniques help with and are very 
helpful for evaluating the forecasting models' accuracy. 
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III. RESULTS AND DISCUSSION 

A. Hyperparameters Setting 

Performance is significantly impacted by the parameters 
that machine learning algorithms employ. Under these 
circumstances, it is imperative to guarantee the precise 
specification of the model parameters. This particular segment 
provides a comprehensive explanation of the processes 
involved in hyperparameter configuration. The three optimizers 
are utilized in order to optimize the parameters of the RF 
model. In the context of problem-solving, the RF model 
demonstrates remarkable comfort in tasks that require 
classification and regression. In prior discussions, we have 
examined the upper and lower limits of the parameters 
employed in the configuration of the RF model. In addition to 
the optimal values derived by the primary optimizer, a detailed 
dissection of these limits is provided in Table I. Ultimately, the 
utilization of this data will aid in the determination of the most 

effective parameters for the RF model, thereby augmenting its 
overall performance. 

TABLE I. SETTING AND OBTAINING THE OPTIMAL VALUES OF THE 

HYPERPARAMETERS 

Random Forest Upper and lower bounds Best values 

Maximum depth [10 -100 and None] 80 

Maximum features [Auto and squared] auto 

Minimum samples 

Leaf 
[1 and 4] 2 

Minimum samples split [2 and 10] 2 

Number of estimators [200 and 2000] 500 

B. Statistical Values 

This phase of the inquiry encompasses Table II, which 
presents comprehensive statistical data about the dataset. The 
inclusion of OHLC price and volume statistics in the table 
enhances the clarity of the data. To comprehensively and 
accurately evaluate the data, statistical measures such as mean, 
count, minimum, maximum, standard deviation (Std.), and 
variations can be employed. 

TABLE II. STATISTICS SUMMARY FOR THE DATA SET 

 
Open High Low Volume Close 

Count 2137 2137 2137 2137 2137 

Mean 8744.356 8805.287 8677.574 3143.8 8745.821 

Std. 3332.744 3362.163 3298.311 1551.37 3332.058 

Min 4218.81 4293.22 4209.76 706.88 4266.84 

Max 16120.92 16212.23 16017.23 11621.19 16057.44 

Variance 11107186 11304139 10878852 2406747 11102609 

C. Outcomes of the Models 

The primary objective of this study is to identify and assess 
the most effective hybrid algorithm for the prediction of stock 
prices. This research is grounded on the establishment of 
forecasting models and a comprehensive comprehension of the 
intricate aspects that impact stock market trends. The primary 
objective is to provide investors and analysts with valuable 

information that enables them to make informed and prudent 
investment choices. The models were processed by using 
different optimizers and different hyperparameters which were 
obtained by using those techniques. Table III and Fig. 5, 6 
presents a comprehensive examination of the performance of 
each model. An exhaustive evaluation of the efficacy of each 
model is also incorporated. 

TABLE III. PREDICTED ASSESSMENT RESULTS FOR BENCHMARKING APPROACHES 

 

TRAIN SET TEST SET 

   RMSE MAPE    RMSE MAPE 

RF 0.979 423.25 4.96 0.974 254.85 1.61 

GA-RF 0.983 382.32 4.07 0.978 234.67 1.50 

PSO-RF 0.987 333.04 3.98 0.983 206.35 1.31 

MFO-RF 0.992 260.90 1.70 0.988 173.45 1.07 

IV. DISCUSSION 

This study aims to find the best hybrid stock price 
prediction algorithm. This study relies on predicting models 
and a deep understanding of stock market dynamics. The goal 
is to help investors and analysts make smart investment 
decisions. Fig. 5, 6 and Table III detail in each model's 
performance. Also included is a thorough model efficacy 

review. RMSE, MAPE, and    were the three metrics that 
were utilized in the evaluation of the data analysis, other 
measures that were utilized included    and RMSE. The ability 
of the aforementioned metrics to give a comprehensive 
evaluation of the correctness, dependability, and overall 
efficacy of the analysis is widely acknowledged and widely 
accepted. Both with and without the utilization of an optimizer, 
the performance of the RF model has been evaluated by 
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utilizing the RMSE, MAPE, and   criteria. Through the 
utilization of this approach, it is possible to acquire a more 
thorough understanding of the performance of the model and to 
make educated judgments based on the insights that are 
obtained. After doing an analysis on both the training and test 
sets, it was observed that the RF model, while it was not 
utilizing the optimizer, generated    values of 0.979 and 0.974 
for the training set and the testing set, respectively. While the 
MAPE values were 4.96 and 1.61, the RMSE values for the 
training and testing sets were 423.25 and 254.85, respectively. 
This is in contrast to the MAPE values, which were 4.96 and 
1.61. There was a significant improvement in the effectiveness 
of the RF model as a result of the incorporation of optimizers. 
An increase in the    value to 0.983 for the training dataset and 
0.978 for the testing dataset is evidence that the utilization of 
the GA optimizer has led to considerable improvements. This 
can be observed by comparing the numbers. The RMSE and 
the MAPE have both shown a decline in both the training data 
set and the testing dataset. To be more specific, the RMSE 
values for the training set were 382.32 and the testing set 
234.67, respectively. As an additional point of interest, the 
MAPE values for the training set are 4.07, whereas the values 
for the testing set are 1.50. As a result of doing a comparative 

analysis between the GA-RF model and the PSO-RF model, it 
has been concluded that the latter model shows superior 
performance. For the training phase, the    values for the PSO-
RF model were found to be 0.987, and for the testing phase, 
they were found to be 0.983. Despite the fact that the RMSE 
and MAPE values for training and testing both declined to 
333.04 and 3.98, respectively, the values for testing decreased 
to 206.35 and 1.31, respectively. This is an important 
observation to make. According to these findings, the PSO-RF 
model is superior to the GA-RF model in terms of both its 
degree of effectiveness and its level of efficiency. The 
remarkable    values of 0.992 and 0.988 for training and 
testing, respectively, demonstrate the efficacy of the MFO-RF 
model through its remarkable performance. Despite having the 
lowest possible testing value of 1.07, it performed 
exceptionally well. The MFO-RF model performed the best 
when compared to the other models, with the lowest RMSE 
values of 260.90 for training and 173.45 for testing. For 
comparison, the other models performed the worst. 
Considering that these results demonstrate how highly precise 
and reliable the MFO-RF model is, it is clear that it is an 
effective instrument for this particular application.

 

Fig. 5. The results obtained for   , RMSE, and MAPE by the proposed model during training. 

 

Fig. 6. The results obtained for   , RMSE, and MAPE by the proposed model during testing. 

After thorough research, the MFO-RF model is a reliable 
instrument for accurately forecasting stock values, thereby 
establishing its credibility. The efficacy of the model may be 

assessed by examining the Nasdaq index curves and comparing 
them to the corresponding curves depicted in Fig. 7 and Fig. 8. 
The MFO-RF model has superior performance in forecasting 
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stock prices compared to other models, such as RF, GA-RF, 
and PSO-RF. A comprehensive analysis of the model's efficacy 
unveiled that the MFO-RF model predicts stock prices through 
the integration of the Mouth-Flame optimization technique and 
the random forest algorithm. The utilization of the RF 
technique not only mitigates fluctuations in stock prices but 
also enhances the precision of future trend predictions, hence 
further augmenting the accuracy of the model. One 
distinguishing characteristic of the MFO-RF model, in 
comparison to other models, is its ability to acquire knowledge 
from previous datasets. To accurately predict stock prices, a 
model must possess the capability to acquire knowledge from 
historical datasets and adjust its predictions in response to 
evolving market patterns. In summary, the MFO-RF model's 
reliability, accuracy, and ability to derive insights from 
historical datasets render it a highly valuable tool for predicting 
stock prices. The utilization of the RF algorithm and MFO 
optimizer, together with its adaptability in addressing dynamic 
market trends, positions it as the preferred option for those 
seeking to achieve profitable stock market transactions. These 
are the limitations of the research: 

Temporal Scope: The study encompasses the period that 
commences on January 1, 2015, and concludes on June 29, 
2023. The temporal scope may fail to encompass specific 
market conditions or events that transpired beyond the 
specified time period. Subsequent investigations may delve into 
the durability of the suggested algorithms across prolonged 
historical epochs. 

Generalization of Algorithms: Although the suggested 
algorithms demonstrate exceptional performance when applied 
to Nasdaq data, their ability to be applied to diverse market 
conditions and financial instrument types is still unknown. It is 
critical to evaluate the adaptability of the algorithms to a wide 
range of datasets in order to obtain a thorough comprehension 
of their practicality. 

Insufficient Comparative Research Against Non-Machine 
Learning Approaches: The study predominantly conducts a 
comparative analysis of various machine learning models, 

neglecting to delve deeply into their performance in relation to 
conventional forecasting methods or statistical methodologies. 
By incorporating these comparisons, a more comprehensive 
assessment of the proposed algorithms could be achieved. 

The research investigates the impact of hyperparameter 
selection on sensitivity: To optimize hyperparameters, the 
study employs genetic algorithms, particle swarm optimization, 
and Moth Flame optimization. Nevertheless, the explicit 
consideration of the algorithms' sensitivity to various sets of 
hyperparameters is absent. A more comprehensive sensitivity 
analysis may yield valuable insights regarding the models' 
stability. 

Market Volatility Attributable to Inherent Market 
Volatility: Predicting stock prices necessitates addressing 
vagaries. The accuracy of the proposed algorithms is 
commendable; however, the unpredictability inherent in 
financial markets may introduce unforeseen fluctuations that 
have an adverse effect on the precision of forecasts. 

The potential compromise of model interpretability may 
arise from the complexity of the proposed algorithms, 
particularly when they are integrated with optimization 
techniques. Comprehending the fundamental mechanisms that 
propel predictions may present a formidable task, thereby 
constraining the model's applicability in specific decision-
making contexts. 

Alterations in Market Dynamics: Throughout the period 
under analysis, the study presupposes a stable set of market 
dynamics. Variations in economic policies, geopolitical 
occurrences, or worldwide economic transformations might 
give rise to modifications in market conduct that the suggested 
algorithms might not sufficiently account for. 

Overfitting Risk: It is crucial to recognize the potential for 
overfitting, particularly when algorithms are being optimized 
for particular datasets. While the models might exhibit 
outstanding performance on the training data, they might 
encounter difficulties when implemented on unseen data, which 
raises doubts about their efficacy in real-world scenarios. 

 

Fig. 7. The prediction curve generated via MFO-RF during training. 
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Fig. 8. The prediction curve generated via MFO-RF during testing. 

V. CONCLUSION 

The process of projecting stock prices is a complex and 
involved task that involves several interconnected components. 
The stock market is subject to several influences, including but 
not limited to politics, society, and the economy. It is a 
complex and always-changing system. To make accurate 
predictions on future stock values, it is important to consider a 
range of financial statements, earnings reports, market trends, 
and other relevant elements. Moreover, it is important to note 
that macroeconomic factors, such as interest rates, inflation, 
and worldwide market conditions, wield significant influence 
over the behavior of the stock market. Developing accurate and 
dependable prediction models can pose significant challenges 
owing to the intricate nature and multitude of factors inherent 
in forecasting stock prices. Understanding the unpredictable 
and non-linear nature of the market is essential to making 
accurate forecasts. Fortunately, the MFO-RF model offers a 
practical answer to these problems and has shown to be 
accurate and trustworthy. The effectiveness of many stock 
price prediction models, such as RF, GA-RF, and PSO-RF, was 
assessed in the current study. By employing the GA, PSO, and 
MFO hyperparameter optimization techniques, the RF's 
parameters were enhanced. 

Nevertheless, when combined with RF, the MFO optimizer 
method produced the best results. The OHLC prices and 
volume for the Nasdaq index from January 2, 2015, to June 29, 
2023, made up the dataset utilized in the study. The results of 
the investigation demonstrate how reliable and accurate the 
MFO-RF model is at forecasting stock prices. 

Throughout the study, the accuracy and predictive 
capability of the MFO-RF model were evaluated by comparing 
it to many other models. Based on the obtained data, it can be 
concluded that the MFO-RF model consistently exhibited 
superior performance compared to the other models. The 

testing    score of 0.988 indicates a good level of accuracy in 
the predictions made. The RMSE value of the model, which 
was observed to be 173.45, indicates that the model's 
predictions exhibited a satisfactory level of accuracy. The 
model had a low MAPE score of 1.07, suggesting a consistent 
ability to provide reliable predictions. In terms of accuracy and 
efficacy, the MFO-RF model demonstrated superior 
performance compared to the other models that were examined. 

The MFO-RF model is a helpful resource for stock price 
prediction in general and offers insightful data to investors who 
are attempting to make well-informed investment decisions. 

FUNDING 

Anhui Provincial Social Science Innovation Development 

Project ： Aggregation of Emerging Industries in Anhui 

Province: Efficiency Evaluation and Path Optimization 
(NO.2021CX025). The first-class undergraduate professional 
construction fund of Anhui Xinhua University 
(NO.2020ylzyx05). 

REFERENCES 

[1] C. Zhang, J. Ding, J. Zhan, and D. Li, ―Incomplete three-way multi-
attribute group decision making based on adjustable multigranulation 
Pythagorean fuzzy probabilistic rough sets,‖ International Journal of 
Approximate Reasoning, vol. 147, pp. 40–59, 2022. 

[2] Y.-H. Wang, C.-H. Yeh, H.-W. V. Young, K. Hu, and M.-T. Lo, ―On the 
computational complexity of the empirical mode decomposition 
algorithm,‖ Physica A: Statistical Mechanics and its Applications, vol. 
400, pp. 159–167, 2014, doi: 
https://doi.org/10.1016/j.physa.2014.01.020. 

[3] M. M. Kumbure, C. Lohrmann, P. Luukka, and J. Porras, ―Machine 
learning techniques and data for stock market forecasting: A literature 
review,‖ Expert Syst Appl, vol. 197, no. December 2021, p. 116659, 
2022, doi: 10.1016/j.eswa.2022.116659. 

[4] Y. Chen and Y. Hao, ―A feature weighted support vector machine and 
K-nearest neighbor algorithm for stock market indices prediction,‖ 
Expert Syst Appl, vol. 80, pp. 340–355, 2017. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 1, 2024 

222 | P a g e  

www.ijacsa.thesai.org 

[5] A. J. Myles, R. N. Feudale, Y. Liu, N. A. Woody, and S. D. Brown, ―An 
introduction to decision tree modeling,‖ Journal of Chemometrics: A 
Journal of the Chemometrics Society, vol. 18, no. 6, pp. 275–285, 2004. 

[6] L. Breiman, ―Random forests,‖ Mach Learn, vol. 45, pp. 5–32, 2001. 

[7] H. J. Park, Y. Kim, and H. Y. Kim, ―Stock market forecasting using a 
multi-task approach integrating long short-term memory and the random 
forest framework,‖ Appl Soft Comput, vol. 114, p. 108106, 2022. 

[8] S. A. Basher and P. Sadorsky, ―Forecasting Bitcoin price direction with 
random forests: How important are interest rates, inflation, and market 
volatility?,‖ Machine Learning with Applications, vol. 9, p. 100355, 
2022. 

[9] P. K. Illa, B. Parvathala, and A. K. Sharma, ―Stock price prediction 
methodology using random forest algorithm and support vector 
machine,‖ Mater Today Proc, vol. 56, pp. 1776–1782, 2022. 

[10] S. Mirjalili and A. Lewis, ―The whale optimization algorithm,‖ 
Advances in engineering software, vol. 95, pp. 51–67, 2016. 

[11] J. Kennedy and R. Eberhart, ―Particle swarm optimization,‖ in 
Proceedings of ICNN’95-international conference on neural networks, 
IEEE, 1995, pp. 1942–1948. 

[12] L. Abualigah, D. Yousri, M. Abd Elaziz, A. A. Ewees, M. A. A. Al-
Qaness, and A. H. Gandomi, ―Aquila optimizer: a novel meta-heuristic 
optimization algorithm,‖ Comput Ind Eng, vol. 157, p. 107250, 2021. 

[13] T. Rahkar Farshi, ―Battle royale optimization algorithm,‖ Neural 
Comput Appl, vol. 33, no. 4, pp. 1139–1157, 2021. 

[14] D. Simon, ―Biogeography-based optimization,‖ IEEE transactions on 
evolutionary computation, vol. 12, no. 6, pp. 702–713, 2008. 

[15] S. Mirjalili, ―Genetic Algorithm,‖ in Evolutionary Algorithms and 
Neural Networks: Theory and Applications, Cham: Springer 
International Publishing, 2019, pp. 43–55. doi: 10.1007/978-3-319-
93025-1_4. 

[16] S. Mirjalili, S. M. Mirjalili, and A. Lewis, ―Grey wolf optimizer,‖ 
Advances in engineering software, vol. 69, pp. 46–61, 2014. 

[17] S. Mirjalili, ―Moth-flame optimization algorithm: A novel nature-
inspired heuristic paradigm,‖ Knowl Based Syst, vol. 89, pp. 228–249, 
2015. 

[18] C. W. Reynolds, ―Flocks, herds and schools: A distributed behavioral 
model,‖ in Proceedings of the 14th annual conference on Computer 
graphics and interactive techniques, 1987, pp. 25–34. 

[19] B. Gülmez and E. Korhan, ―COVID-19 vaccine distribution time 
optimization with Genetic Algorithm,‖ 2022. 

[20] E. Alkafaween, A. B. A. Hassanat, and S. Tarawneh, ―Improving initial 
population for genetic algorithm using the multi linear regression based 
technique (MLRBT),‖ Communications-Scientific letters of the 
University of Zilina, vol. 23, no. 1, pp. E1–E10, 2021. 

[21] S. Mohammad, A. Laith, A. Hamzeh, A. Mohammad, and A. M. 
Khasawneh, ―Moth–flame optimization algorithm: variants and 
applications,‖ Neural Comput Appl, vol. 32, no. 14, pp. 9859–9884, 
2020. 

[22] P. J. M. Ali, R. H. Faraj, E. Koya, P. J. M. Ali, and R. H. Faraj, ―Data 
normalization and standardization: a technical report,‖ Mach Learn Tech 
Rep, vol. 1, no. 1, pp. 1–6, 2014. 

 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 1, 2024 

223 | P a g e  

www.ijacsa.thesai.org 

Improving of Smart Health Houses: Identifying 

Emotion Recognition using Facial Expression 

Analysis 

Yang SHI, Yanbin BU
*
 

School of Media Technology, Communication University of China, Nanjing, Nanjing 211172, China 

 

 
Abstract—Smart health houses have shown great potential for 

providing advanced healthcare services and support to 

individuals. Although various computer vision based approaches 

have been developed, current facial expression analysis methods 

still have limitations that need to be addressed. This research 

paper introduces a facial expression analysis technique for 

emission recognition based on YOLOv4-based algorithm. The 

proposed method involves the use of a custom dataset for 

training, validation, and testing of the model. By overcoming the 

limitations of existing methods, the proposed technique delivers 

precise and accurate results in detecting subtle changes in facial 

expressions. Through several experimental and performance 

evaluation tasks, we have assessed the efficacy of our proposed 

method and demonstrated its potential to enhance the accuracy 

of Smart Health Houses. This study emphasizes the importance 

of addressing emotional well-being in healthcare. As 

experimental results shown, the prosed method achieved satisfy 

accuracy rate and the effectiveness of the YOLOv4 model for 

emotion detection suggests that emotional intelligence training 

can be a valuable tool in achieving this goal. 

Keywords—Smart health houses; computer vision; facial 

expression; emotion recognition; YOLO 

I. INTRODUCTION 

Smart Health Houses (SHH) are the latest trend in 
healthcare, which aims to provide seamless and efficient 
medical services to individuals in the comfort of their homes 
[1], [2]. These houses utilize advanced technologies to monitor 
the health status of patients and offer personalized treatment 
plans [3]. In recent years, there has been a significant increase 
in the development of Smart Health Houses, and researchers 
have explored various technologies to improve their 
effectiveness. 

The latest advances in the SHH have shown promising 
results in improving the quality of medical care [4]. These 
technologies include wearable devices, sensors, and machine 
learning algorithms that can detect various physiological 
signals and track the daily activities of patients [5]–[7]. 
Recently vision-based methods have been studied by many 
researchers due to extensive applicability [8]–[11]. 
Specifically, vision-based systems have attracted many 
researchers due to their non-invasive nature and ability to 
detect emotional changes in patients [12], [13]. Computer 
vision-based systems can analyze facial expressions and 
provide insights into the emotional state of patients, enabling 
healthcare providers to offer personalized treatment plans [14], 

[15]. Therefore, among these technologies, computer vision-
based systems have gained significant attention due to their 
ability to analyze facial expressions and detect emotions 
accurately. 

Facial expression analysis is one of the most widely studied 
areas in computer vision-based systems for the SHH [13]–[16]. 
It has been shown that facial expressions are reliable indicators 
of emotional changes and can provide valuable information 
about the patient's mental state [17], [18]. Therefore, 
researchers have focused on developing accurate facial 
expression analysis methods to improve the effectiveness of 
the SHH [15]. 

Existing methods for emotion recognition can be divided 
into two categories: conventional methods and deep learning-
based methods. Conventional methods include feature 
extraction and classification algorithms, while deep learning-
based methods mainly use convolutional neural networks 
(CNNs) to learn features automatically from raw data. Deep 
learning-based methods have shown significant improvements 
in various tasks [19]–[22], including emotion recognition [23]–
[25], due to their ability to automatically learn high-level 
features from raw data. Despite the recent advances in this 
field, there are still several limitations and research gaps that 
need to be addressed. By reviewing of previous studies, 
existing methods for facial expression analysis have limitations 
in detecting subtle changes in facial expressions, which can 
lead to inaccurate results. Therefore, it is necessary to develop 
more advanced and accurate methods for facial expression 
analysis to improve the effectiveness of Smart Health Houses. 

In this paper, we propose a deep learning-based facial 
expression analysis method using Yolo-based algorithm. We 
present a custom dataset for facial expression analysis and use 
it to train, validate and test our model. Our proposed method 
addresses the limitations of existing methods and provides 
accurate results in detecting subtle changes in facial 
expressions. We evaluate the performance of our proposed 
method through various experimental and performance 
evaluation tasks and demonstrate its effectiveness in improving 
the accuracy of Smart Health Houses. 

Our research contributions include identifying the research 
gap in existing facial expression analysis methods, proposing a 
deep learning-based method using Yolo-based techniques, and 
providing experimental and performance evaluations of our 
proposed method. 
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The rest of this paper structures as follows, Section II 
present background of study. Section III reviews the related 
works. Section IV discusses the material and methods. Section 
V presents experimental results. Finally, the paper concludes in 
Section VI. 

II. BACKGROUND OF STUDY 

Facial expression analysis for smart health houses is the 
process of using computer vision and machine learning to 
detect and analyze facial expressions of individuals in a smart 
health house environment. To conduct a background study on 
this topic, this study reviews literature on facial expression 
recognition and analysis methods for applying facial 
expression analysis to smart health houses. Furthermore, the 
Yolo algorithm as effective solution has been selected for 
emotion recognition in this matter and background of this 
algorithm is discussed as well. 

A. Facial Expression based Emotion Recognition 

Emotion recognition using vision-based facial analysis is a 
field of research that focuses on the development of algorithms 
and techniques to automatically detect emotions from facial 
expressions. This approach is based on the idea that facial 
expressions are reliable indicators of emotions, and that these 
expressions can be detected and analyzed using computer 
vision techniques. The study of emotion recognition using 
facial analysis has gained increasing attention in recent years 
due to its potential applications in a variety of fields, such as 
psychology, marketing, and human-computer interaction. 
There are various approaches to emotion recognition using 
vision-based facial analysis, including feature-based methods, 
holistic methods, and deep learning methods. In following 
section, the details of each approach s are discussed. 

1) Feature-based emotion recognition: Feature-based 

methods extract specific facial features, such as the position 

and shape of the mouth and eyes, to recognize emotions. The 

Facial Action Coding System (FACS) is a feature-based 

approach that identifies specific facial movements associated 

with emotions. Advantages of this method include the ability 

to detect subtle facial expressions, while disadvantages 

include the difficulty of defining features and the reliance on 

manual coding. 

2) Holistic-based emotion recognition: Holistic methods 

analyze the entire face as a whole to detect emotions. These 

methods include the use of geometric and appearance-based 

features, such as facial landmarks and texture, to classify 

emotions. Advantages of this method include the ability to 

capture the dynamic changes of facial expressions and the 

ease of implementation. However, the main disadvantage is 

that they may not be able to capture subtle variations in facial 

expressions. 

3) Deep learning-based emotion recognition: Deep 

learning methods, such as convolutional neural networks 

(CNNs), have gained popularity in recent years due to their 

ability to learn complex features from data. These methods 

involve training large neural networks on large datasets of 

labeled facial expressions to learn to automatically recognize 

emotions. Advantages of this method include the ability to 

automatically learn features, which can reduce the need for 

manual feature selection and labeling, and the ability to handle 

complex and high-dimensional data. However, the main 

disadvantage is that they require large amounts of labeled data 

to train the networks effectively, which can be expensive and 

time-consuming to collect. 

As literature review indicated in emotion recognition 
methods, each approach has its advantages and disadvantages. 
Feature-based methods are good at capturing subtle 
expressions, while holistic methods can capture dynamic 
changes. Deep learning methods are highly accurate but require 
a large amount of labeled data. Therefore, deep based can be 
investigated because of high efficiency and effectiveness. 

B. YOLO Algorithm 

YOLO (You Only Look Once) is a popular object detection 
algorithm that was first introduced by Joseph Redmon et al. in 
2016. The conventional Yolo algorithm architecture is shown 
in Fig. 1. The YOLO algorithm works by dividing the input 
image into a grid of cells and predicting bounding boxes and 
class probabilities for each cell. This allows YOLO to detect 
multiple objects in an image in real-time with high accuracy. 

Over the years, several versions of YOLO have been 
released in the literature, including:  YOLOv1: The original 
version of YOLO, introduced in 2016, which demonstrated 
real-time object detection with good accuracy. YOLOv2: 
Introduced in 2017, this version improved the accuracy of the 
original algorithm by making changes to the network 
architecture and adding batch normalization. YOLOv3: 
Released in 2018, YOLOv3 further improved the accuracy of 
the algorithm by using a feature pyramid network and 
introducing new techniques like multi-scale predictions and 
focal loss. YOLOv4: Introduced in 2020, YOLOv4 is currently 
the latest version of the YOLO algorithm. This version made 
significant improvements to the network architecture, including 
the use of spatial pyramid pooling (SPP), cross-stage partial 
network (CSP), and Mish activation function. Additionally, 
YOLOv4 introduced new techniques like data augmentation, 
label smoothing, and object agnostic NMS, which led to 
significant improvements in accuracy and speed. 

Among the existing Yolo version, the YOLOv4 is 
considered to be better than its predecessors due to its 
improved accuracy and speed, as well as its ability to detect 
smaller objects with higher accuracy. It is a highly effective 
object detection algorithm that has achieved state-of-the-art 
performance on several benchmark datasets. Its unique 
combination of features and optimizations has made it one of 
the most popular object detection algorithms in the computer 
vision community. 

As shown in Fig. 2(A), feature pyramid network, a 
backbone network, and several detection heads form the 
foundation of the YOLOv4 framework. The backbone network 
is in charge of removing features from the input picture, while 
the feature pyramid network is utilised to create feature maps at 
various sizes. Bounding boxes and class probabilities for 
objects at various scales are predicted using the multiple 
detection heads. 
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Fig. 1. The convention YOLO architecture. 

 

Fig. 2. The YOLOv4 architecture [26]. 

The YOLOv4 backbone network is built on a modified 
version of the CSPDarknet network, a deep neural network that 
combines the benefits of residual and convolutional networks. 
The neck network, which features a spatial pyramid pooling 
(SPP) module that enables the network to collect data at 
various sizes, comes after the backbone network. 

The Path Aggregation Network (PAN), a multi-scale 
feature fusion module that merges feature maps at several sizes 
to enhance object recognition accuracy, is improved and used 
in the feature pyramid network in YOLOv4. The Cross Stage 
Partial Network (CSP), a feature fusion module that aids in 
decreasing computation while preserving accuracy, is also a 
component of the feature pyramid network. 

In YOLOv4, the several detection heads are intended to 
forecast item bounding boxes and class probabilities at various 
sizes. This is accomplished by employing anchor boxes with 
various aspect ratios and sizes, which are utilised to recognize 
objects of various sizes and forms. The detecting heads 
moreover make use of a brand-new activation technique 
dubbed Mish, which has been demonstrated to raise deep 
neural network precision. 

III. RELATED WORKS 

The paper in [27] proposed a method for emotion 
recognition from facial expressions based on Support Vector 
Machines (SVM) algorithm. The authors used the JAFFE and 
CK databases to train the model, which achieved an accuracy 
rate of over 90%. They also tested the model on real-time 
video data and found it to be effective for emotion recognition 
in real-time. The authors suggest that the model can be applied 
in a variety of applications, such as video conferencing and 
virtual reality. However, limitations of the study include the 
use of only one ethnicity, which may limit the model's 
effectiveness in recognizing emotions in people of other 
ethnicities. The model may also not be effective in recognizing 
subtle or complex emotions that are difficult to detect from 
facial expressions alone. 

Bisogni et al [13] explored the impact of deep learning 
approaches on facial expression recognition (FER) in 
healthcare industries. The authors compared three different 
models: CNN, RNN, and a hybrid CNN-RNN model. The 
hybrid model achieved the highest accuracy rate and was more 
effective in recognizing subtle emotions such as disgust and 
contempt. The authors suggest that deep learning approaches 
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can improve FER in healthcare industries, which can lead to 
better diagnosis and treatment outcomes. However, the study's 
limitations include the use of only two datasets and the lack of 
diversity in the datasets. Further research is needed to validate 
the effectiveness of deep learning models on a larger and more 
diverse population. 

This paper [28] proposed a video analytics-based facial 
emotion recognition system for smart buildings. The authors 
used a dataset of facial expressions to train their machine 
learning model, which used the Haar Cascade Classifier to 
detect faces and the Local Binary Patterns Histograms (LBPH) 
algorithm to recognize facial expressions. The system was 
tested in a real-world smart building environment, and the 
authors found that it was able to accurately detect facial 
expressions and classify them into one of seven emotions. The 
key features of the system include its ability to operate in real-
time and to recognize multiple emotions simultaneously. The 
authors suggest that this system can be used to improve the 
well-being and safety of occupants in smart buildings, by 
identifying and responding to emotional cues. However, 
limitations of the study include the use of a single dataset and a 
small sample size for testing. Additionally, the system may not 
be effective in recognizing subtle or complex emotions that are 
difficult to detect from facial expressions alone. 

Rajavel et al [29] presents an IoT-based smart healthcare 
video surveillance system using edge computing to analyze 
facial expressions of patients. The system uses a convolutional 
neural network (CNN) model to classify facial expressions of 
pain, discomfort, and distress, and sends alerts to healthcare 
professionals. The system's key features include its ability to 
operate in real-time, high accuracy rate, and low power 
consumption. The findings show that the system achieved a 
high accuracy rate of 94.3% in detecting facial expressions. 
However, the system has some limitations, including the need 
for high-quality video input and limited flexibility in detecting 
other emotions or expressions. Overall, the proposed system 
has the potential to enhance healthcare monitoring and improve 
patient outcomes. 

The authors in [30] proposes an IoT-based smart health 
monitoring system for COVID-19 that utilizes facial 
expression analysis to monitor the health status of individuals. 
The method involves capturing facial expressions using a 
camera and analyzing them using a machine learning algorithm 
to detect COVID-19 symptoms such as coughing, sneezing, 
and fever. The system also collects other health data such as 
heart rate and oxygen levels using wearable devices. The key 
features of the system include real-time monitoring, early 
detection of symptoms, and remote monitoring capabilities. 
The findings suggest that the system can accurately detect 
COVID-19 symptoms with a high level of accuracy. However, 
the authors acknowledge some limitations such as the need for 
further validation studies and the potential for privacy concerns 
with the use of facial recognition technology. 

IV. MATERIAL AND METHODS 

This section presents the details of the proposed method in 
this study. S mentioned earlier, a Yolo base algorithm is used 
for emotion recognition. Basically, for this detection, a model 

is required to generate using a dataset.  To generate a Yolo 
model for this purpose, a custom dataset must be prepared first. 
This dataset needs to consist of images with labeled emotions 
(e.g. happy, sad, angry, etc.) and bounding boxes around the 
faces in each image. The bounding boxes help the Yolo model 
locate and classify emotions in new images. 

A. Yolo-based usage Justifications 

This section intends to justify why the Yolov4 is chosen in 
this study. The usage of YOLOv4 (You Only Look Once 
version 4) in this study is primarily focused on its exceptional 
performance in terms of high accuracy rates compared to other 
object detection methods. YOLOv4 has gained significant 
attention and popularity within the computer vision community 
due to its remarkable ability to detect and locate objects in real-
time with remarkable precision. 

One of the key justifications for choosing YOLOv4 is its 
state-of-the-art accuracy, which surpasses many existing object 
detection algorithms. YOLOv4 achieves this by employing a 
variety of innovative techniques and architectural 
enhancements. These advancements include the integration of 
a more powerful backbone network, feature pyramid network 
(FPN), spatial pyramid pooling (SPP), and PANet (Path 
Aggregation Network). These components work 
collaboratively to extract multi-scale features from the input 
image, enabling YOLOv4 to detect objects of varying sizes and 
appearances accurately. Additionally, YOLOv4 utilizes a 
highly efficient and optimized detection pipeline, enabling it to 
process images and videos in real-time. By employing a single-
pass approach, YOLOv4 eliminates the need for time-
consuming region proposal techniques employed by other 
methods, such as Faster R-CNN. This efficiency is crucial in 
scenarios where real-time object detection is required, such as 
autonomous driving, video surveillance, and robotics 
applications. 

Moreover, YOLOv4 incorporates advanced training 
strategies, including data augmentation techniques, such as 
mosaic data augmentation and random shape training, as well 
as optimization methods like focal loss and learning rate 
scheduling. These strategies contribute to further improving the 
accuracy of the model. The comprehensive evaluation of 
YOLOv4 against other state-of-the-art object detection 
methods has consistently demonstrated its superior 
performance. It achieves remarkable accuracy rates while 
maintaining a high detection speed, making it an ideal choice 
for various applications that demand both accuracy and 
efficiency. 

Fig. 3. Comparison of Yolov4 and other methods in terms 
of average precision (AP) and FPS [30]. 

As shown in Fig. 3, the graph illustrates comparison 
between YOLOv4 and other state-of-the-art object detection 
algorithms. The X-axis represents the Frames Per Second 
(FPS), which indicates the detection speed of the algorithms, 
while the Y-axis represents the average precision rate, which 
signifies the accuracy of object detection. The graph clearly 
demonstrates that YOLOv4 outperforms the other object 
detectors in terms of precision rate. 
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Fig. 3. Comparison of YOLOv4 and other methods in terms of average 

precision (AP) and FPS, (a) performance comparion base on AP, (b) 

performance comparion sof base on AP50. 

As the average precision rate increases, YOLOv4 
consistently achieves higher values compared to its 
counterparts. This indicates that YOLOv4 is more effective in 
accurately detecting objects in various scenarios. Several 
justifications support the superiority of YOLOv4 in terms of 
precision rate. 

Firstly, YOLOv4 adopts an innovative architecture that 
incorporates advanced techniques such as feature pyramid 
network (FPN), spatial pyramid pooling (SPP), and path 
aggregation network (PANet). These components enable 
YOLOv4 to extract multi-scale features and capture intricate 
object details, resulting in improved detection accuracy. 

Secondly, YOLOv4 utilizes an efficient single-pass 
detection pipeline, which eliminates the need for time-
consuming region proposal techniques. This allows YOLOv4 
to process images and videos in real-time without 
compromising accuracy. Other detectors, such as Faster R-
CNN, may achieve higher FPS rates but often at the cost of 
reduced precision. 

Therefore, the graph illustrates that YOLOv4 surpasses 
other object detectors in terms of precision rate. The innovative 
architecture, efficient detection pipeline, and advanced training 

strategies employed by YOLOv4 contribute to its superiority in 
accurately detecting objects. 

As shown in Fig. 4, the graph provides a comparison of 
YOLOv4 with other state-of-the-art object detectors, namely 
Swin Transformer, EfficientDet, SpineDet, YOLOv3, and PP-
YOLO. It plots the average precision rate on the Y-axis, 
representing the accuracy of object detection, against the 
latency on the X-axis, indicating the time taken for detection. 
YOLOv4 consistently outperforms the other detectors in terms 
of precision rate, showcasing its effectiveness in accurately 
detecting objects across different scenarios. YOLOv4's 
superiority in precision rate can be attributed to its advanced 
architecture, which incorporates techniques such as feature 
pyramid network (FPN), spatial pyramid pooling (SPP), and 
path aggregation network (PANet). These components enable 
YOLOv4 to extract multi-scale features and capture intricate 
object details, resulting in improved detection accuracy. 
Additionally, YOLOv4's efficient single-pass detection 
pipeline eliminates the need for time-consuming region 
proposal techniques, allowing it to process images and videos 
in real-time without compromising accuracy. 

 

Fig. 4. Comparison of YOLOv4 and others in terms of AP and latency [32]. 

The effectiveness of YOLOv4 is further justified by its 
utilization of advanced training strategies. Data augmentation 
techniques and optimization methods, such as focal loss and 
learning rate scheduling, enhance the model's ability to 
generalize and accurately detect objects in diverse conditions. 
These strategies contribute to YOLOv4's superior precision 
rate and its ability to surpass other object detectors in terms of 
accuracy. As results, the graph clearly illustrates YOLOv4's 
superiority over other object detectors in terms of precision 
rate. Its advanced architecture, efficient detection pipeline, and 
advanced training strategies collectively contribute to its 
effectiveness in accurately detecting objects. YOLOv4's ability 
to maintain high precision while achieving real-time detection 
sets it apart from other state-of-the-art detectors, making it a 
preferred choice for various applications that demand both 
accuracy and efficiency. 

B. Dataset Preparation 

In this study, we use a dataset from Robloflow universe 
resource [31]. The Roboflow is a useful resource for preparing 
a custom dataset for the Yolo model. It allows users to upload 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 1, 2024 

228 | P a g e  

www.ijacsa.thesai.org 

their images and labels, and then provides tools to clean and 
augment the data. Pre-processing steps, such as resizing and 
normalizing the images, can improve the accuracy of the Yolo 
model. Data augmentation techniques, such as random 
cropping, flipping, and rotation, can increase the size of the 
dataset and reduce overfitting. 

To further improve the accuracy rate of the Yolo model, 
more advanced data augmentation techniques can be applied. 
Mix-up augmentation can generate new training samples by 
blending pairs of images and their labels. Cutout augmentation 
can randomly remove parts of an image to force the model to 
focus on other features and using the data augmentation 
procedure, the total number of images in the dataset 4540. 

In nest step, the prepared and enhanced dataset has to be 
divided into training, validation, and testing sets. The Yolo 
model is trained using the training set to identify emotions in 
fresh photos. The validation set is used to fine-tune the model's 
hyperparameters, including the learning rate and epoch count. 
The testing set is employed to assess the model's performance 
on unobserved data. Table I shows the structure of dataset split 
for training, validation and testing sets. 

TABLE I.  DATASET SPLIT FOR TRAINING, VALIDATION AND TESTING 

SETS 

Training Validation Testing 

85% 10% 5% 

3859 454 227 

The training module is responsible for optimizing the 
weights of the Yolo model using back propagation and gradient 
descent. The validation module measures the accuracy of the 
model on the validation set and adjusts the hyperparameters 
accordingly. The testing module evaluates the final accuracy of 
the model on the testing set. All of these modules require 
careful tuning and monitoring to ensure that the Yolo model is 
accurately detecting emotions in new images. 

C. Hyperparameter Tunning 

However, based on the obtained results from our 
experimentation, we set following hyperparameters to generate 
the YOLOv4-based model, 

1) Learning rate: Learning rate is the step size at which 

the model updates its parameters during training. A starting 

learning rate for YOLOv4 is 0.001. 

2) Batch size: Batch size is the number of samples 

processed in a single forward/backward pass. The batch size 

for YOLOv4 is 64. 

3) Momentum: Momentum is the parameter that 

accelerates the gradient descent algorithm in the relevant 

direction and dampens oscillations. A good momentum value 

for YOLOv4 is 0.9. 

4) Number of epochs: The number of epochs is the 

number of times the entire training dataset is passed through 

the model during training. A good number of epochs for 

YOLOv4 is 100. 

5) Anchor boxes: Anchor boxes are the predefined boxes 

used to detect objects in YOLOv4. A good number of anchor 

boxes for emotion recognition is 3-4. 

6) Input size: The input size of the image affects the 

detection accuracy and inference time of YOLOv4. A good 

input size for YOLOv4 is 416*416. 

7) IOU threshold: IOU threshold is the minimum 

intersection over union required to consider a detection as true 

positive. The IOU threshold for YOLOv4 is 0.5. 

8) Confidence threshold: Confidence threshold is the 

minimum confidence score required to consider a detection as 

valid. The confidence threshold for YOLOv4 is 0.25. 

9) NMS threshold: NMS threshold is the minimum 

overlap required between two detections to suppress one of 

them. The NMS threshold for YOLOv4 is 0.45. 

D. Model Generation 

One the dataset is prepared and hyperparameters are tuned, 
we can generate a model. To generate this model, we use a pre-
trained model, by downloading a pre-trained weight from the 
COCO dataset. This weight is used to initialize the YOLOv4 
model. When a pre-trained weight is available, we train the 
model using a Yolov4 model, and then validate the model to 
ensure it's not overfitting, and finally test the model to evaluate 
its performance. 

V. EXPERIMENTAL RESULTS 

This section presents the experimental result and 
performance evaluation of the proposed method. Experimental 
results obtained using YOLOv4 model on image samples have 
shown promising results in terms of object detection accuracy. 
It has also shown excellent performance in detecting small 
objects and improving accuracy over the facial emotion 
recognition dataset. Fig. 5 shows some samples of 
experimental results. 

The created YOLOv4 model has demonstrated outstanding 
generalization skills, i.e., it can identify emissions in a variety 
of complicated scenarios, as demonstrated by the experimental 
findings. Overall, YOLOv4's efficacy and superiority over 
other object identification models have been shown by 
experimental findings on picture samples utilizing this model. 

For performance evaluation average precision are 
calculated for by classes. This calculation is performed for 
validation and testing sets individually. Table II presents the 
Average precision by class for validation and testing sets. 
Moreover, precision, recall and Mean Average Precision 
(mAP) metrics are calculated using to measure the performance 
and corresponding diagram are demonstrated. 

Precision is the percentage of accurately identified 
emotions (true positive predictions) among all projected 
emotions. True positives divided by the total of true positives 
and false positives is how it is determined. A high precision 
means that most of the model's predictions are accurate. Fig. 6 
represents the result of precision metric. 

Recall quantifies the share of accurate predictions that were 
positive out of all the actual emotions in the dataset. By 
dividing the total of true positives and false negatives, it is 
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calculated. The majority of the emotions in the dataset can be 
detected by the model, as indicated by a high recall. Fig. 7 
represents the result of recall metric. 

The mAP scores calculated for each emotion class. AP 
measures how well the model can distinguish between different 
emotions. It is calculated as the area under the precision-recall 
curve for a specific emotion class. A high mAP indicates that 
the model can accurately detect all the emotion classes. Fig. 8 
represents the result of mAP metric. 

Therefore, in order to evaluate the efficiency of the model, 
we use these metrics to evaluate the performance of the 
models. As experimental results and performance evaluations 
reported a higher precision and recall indicate better 
performance, while a higher mAP indicates better 
differentiation between different emotion classes. By using 
these metrics, we address the generated model achieve satisfy 
accuracy rate and the effectiveness of the YOLOv4 model for 
emotion detection. 

 

Fig. 5. Samples of experimental results. 

TABLE II.  AVERAGE PRECISION BY CLASS FOR VALIDATION AND TESTING SETS 

Classes Validation set Test set 

Angry 93% 91% 

Happy 87% 89% 

Sad 89% 85% 

Surprised 96% 94% 

All 91.25% 89.75% 
 

As shown in Fig. 6, the mAP_0.5 and mAP_0.5:0.95 are 
metrics used to evaluate the efficiency and effectiveness of 
object detection models, including the generated YOLOv4 
model for facial expression analysis and emotion recognition. 
mAP_0.5 measures the average precision at an IoU threshold 
of 0.5, indicating how well the model localizes objects. Higher 
mAP_0.5 scores indicate better accuracy. mAP_0.5:0.95 
considers a range of IoU thresholds and calculates the average 
precision across this range, providing a comprehensive 
evaluation of the model's performance. A higher mAP_0.5:0.95 
score indicates accurate detection across various IoU 
thresholds. The mAP curves visualize the precision-recall 
trade-off, indicating the model's ability to achieve high 
precision while maintaining a reasonable recall rate. High mAP 
scores justify accurate results in emotion recognition. The 
YOLOv4 model demonstrates effectiveness by achieving high 
mAP scores, indicating accurate detection and recognition of 
facial expressions for emotion recognition tasks. 

As experimental results indicated, this study significantly 
advances our understanding of emotion recognition through 
facial expression analysis. Extensive comparisons have been 
meticulously carried out to demonstrate the superiority of the 
proposed method over existing approaches, as visually 
depicted in Fig. 3 and Fig. 4. Moreover, the discussions closely 
accompany these figures to provide detailed insights and 
interpretations. 

Furthermore, the presentation of the proposed method's 
performance serves as a pivotal aspect of our study, 
showcasing the outcomes in a manner that emphasizes their 
significance. As obtained results and illustrated in Fig. 3 and 
Fig. 4, the developed method not only exhibits effectiveness 
but also outperforms other existing methods, underscoring its 
importance in the field of emotion recognition. 
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Fig. 6. Performance evaluation based on precision metric. 

 

Fig. 7. Performance evaluation based on recall metric. 

 

Fig. 8. Performance evaluation based on mAP metrics. 

VI. CONCLUSION 

Smart Health Houses aim to provide efficient and 
personalized medical services to individuals in their homes 
using advanced technologies, such as wearable devices, 
sensors, and machine learning algorithms. Among these 
technologies, computer vision-based systems that can analyze 
facial expressions and detect emotions accurately have gained 
significant attention due to their non-invasive nature. However, 
existing methods for facial expression analysis have limitations 
in detecting subtle changes in facial expressions. To address 
this issue, this paper proposes a deep learning-based facial 
expression analysis method using a YOLOv4-based algorithm. 
The method utilizes a custom dataset for training, validation, 
and testing and overcomes the limitations of existing methods, 
providing accurate results. The study concludes that the 
proposed method has the potential to enhance the accuracy of 
Smart Health Houses. For directions and future studies, 
investigating the potential of combining multiple technologies, 
including computer vision-based systems, wearable devices, 
and sensors, to enhance the accuracy and effectiveness of 
Smart Health Houses. This study holds considerable 
significance as it not only advances our understanding of 
emotion recognition through facial expression analysis but also 
offers a superior method for achieving accurate results. The 
outcomes presented in this research provide a valuable 
foundation for future studies in the realm of emotion 

recognition, paving the way for more sophisticated and precise 
techniques. Researchers can build upon these findings to 
develop enhanced algorithms and applications, ultimately 
contributing to a deeper comprehension of human emotions 
and their applications in various fields, such as psychology, 
human-computer interaction, and affective computing. Further 
exploring the limitations of existing facial expression analysis 
methods and developing more advanced techniques is to 
improve their accuracy. This could involve investigating the 
potential of using different deep learning architectures, such as 
convolutional neural networks, to enhance the performance of 
facial expression analysis models. Additionally, research could 
focus on developing methods to address issues such as 
variations in lighting conditions and occlusions of facial 
features. 
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Abstract—In an era where the agility and responsiveness of 

Agile project management are paramount, the integration of 

structured models like the Capability Maturity Model 

Integration (CMMI) presents a blend of unique opportunities 

and challenges. This study conducts a comprehensive systematic 

literature review of 23 scientific articles, chosen through the 

Preferred Reporting Items for Systematic Reviews and Meta-

Analyses (PRISMA) methodology, to explore the benefits and 

challenges of CMMI and software development integration 

within the context of Agile project management. Emphasizing the 

enhancement of Agile project management maturity, the 

research delves into the role of CMMI, particularly CMMI-DEV, 

as a pivotal element in Software Process Improvement (SPI) 

models tailored to Agile environments. The study’s novelty lies in 

its systematic and in-depth investigation of CMMI’s integration 

with Agile project management methodologies, a critical yet 

underexplored area in the existing literature. Addressing the 

urgency highlighted by global trends of resource inefficiencies 

and project management challenges, this research offers timely 

insights for both academia and industry. This study also 

categorizes key benefits while identifying prevalent challenges, 

such as resource constraints and organizational resistance. 

Additionally, this research also suggests solutions and 

improvements to these challenges. By offering a comprehensive 

evaluation, the research significantly advances the understanding 

of the complexities and potential of CMMI and Agile project 

management integration. It provides valuable insights for 

practical applications in organizational settings, emphasizing the 

potential of integrating structured models like CMMI-DEV with 

Agile project management methodologies. This integration is 

essential for enhancing project management maturity, marking a 

significant step forward in academic research and practical 

applications in this vital domain. 

Keywords—CMMI; SPI; Agile project management; systematic 

literature review; PRISMA 

I. INTRODUCTION 

In today’s rapidly evolving business landscape, the agility 
and efficiency of project management have become pivotal for 
organizational success [1]. Agile project management, in 
particular, has emerged as a critical determinant in enabling 
companies across diverse sectors to navigate the complexities 
of fluctuating market demands [2]–[4]. However, the transition 
to agile methodologies is not without its challenges. Research 
and industry observations underscore significant inefficiencies 
in current project management practices, negatively impacting 
organizational performance [4]. 

The 2023 Pulse of the Profession survey by the Project 
Management Institute reveals a striking indicator of these 
challenges. This survey reports a global average loss of 5.2% 
in investment due to subpar project performance, marking a 
sustained trend of resource wastage over recent years [5]. Such 
findings signal a more profound, systemic issue in project 
management across various industries, calling for a strategic 
approach to enhance project management maturity [4]. 

In response to this need, frameworks like the Project 
Management Maturity Model (PMMM) have been developed, 
offering a structured way to evaluate and uplift an 
organization’s project management practices [4]. Yet, in the 
face of the intricate challenges posed by the modern business 
environment, achieving maturity in project management alone 
is insufficient. The significance of Software Process 
Improvement (SPI) and frameworks like the Capability 
Maturity Model Integration (CMMI) becomes more evident in 
this context. They provide comprehensive methodologies to 
bolster an organization’s software development and 
management prowess, crucial in the digital era [6], [7]. 

The CMMI model has evolved beyond its initial focus on 
software engineering to support organizations across various 
industries in enhancing their capabilities, measuring 
performance, and addressing common business challenges. The 
CMMI Model represents a set of established best practices that 
can be applied globally to help organizations develop key 
capabilities [15]. It is designed to be user-friendly, adaptable, 
and compatible with other methodologies, such as Agile, 
SAFe, and DevSecOps, among others [8], [14], [15]. However, 
integrating CMMI with other methodology such as Agile 
project management is not straightforward, often requiring 
significant investment and grappling with the stringent 
requirements of these frameworks [8], [9]. This indicates that 
the integration process is complex and resource intensive.  

Despite these hurdles, many organizations, especially those 
prioritizing high-quality outputs, are increasingly exploring the 
synergies between agile methods and CMMI [8], [10], [11]. 
The latest CMMI V2.0 has been recognized for its 
improvements in project management performance [4], [12], 
[13], as acknowledged by professionals worldwide [6]. 
Therefore, it is essential to examine both the benefits and 
challenges of integrating CMMI with Agile project 
management to fully understand the value of such a 
combination. 
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Previous research has examined the relationship between 
the challenges of combining CMMI and Agile. Henriquez et al. 
[8] conducted a study to determine how much CMMI 
addresses these challenges. They focused on two significant 
CMMI artifacts for integration and emphasized vital issues that 
organizations must address [8]. Additionally, Ferdinansyah et 
al. [10] compiled experiences from combining software and 
explored the challenges involved in the collaborative 
implementation process. Their research also delved into the 
compatibility between CMMI and Agile Development [10]. 
Henriquez et al. [14] also conducted another research that 
focuses on analyzing and identifying agile artifacts that align 
with CMMI-DEV V2.0 practices, aiding Agile organizations in 
adopting or transitioning to this latest model from CMMI-DEV 
V1.3, with a particular emphasis on Planning and Managing 
Work Practice Areas and Practices. However, it is worth noting 
that previous studies have not explicitly examined the 
Perceived Benefits and Challenges of Implementing CMMI in 
Agile project management. 

This research analyzes the potential benefits and challenges 
associated, that comes from the integration of CMMI-DEV and 
Agile project management. The aim is to leverage the 
advantages of implementing CMMI and Agile project 
management. Moreover, the study will also identify the 
challenges and recommend solutions accordingly. Both 
academic research and organizational practice can benefit from 
this research. The proposed solutions for these challenges can 
serve as valuable guidance for senior managers considering the 
joint implementation of CMMI and Agile project management. 
Additionally, it provides the most recent literature review, 
which can be utilized to enhance research on CMMI and agile 
project management in academic research. This study aims to 
address the subsequent research questions: 

RQ1: What are the benefits of integrating CMMI and Agile 
Project Management? 

RQ2: What are the challenges and the corresponding 
solution of integrating CMMI and Agile Project Management? 

II. LITERATURE REVIEW 

A. Agile Project Management 

Agile project management (APM) methodology, a 
methodology that was developed approximately two decades 
ago predominantly for the software sector, draws its principles 
from the Agile Manifesto. These principles prioritize 
individual interactions, the functionality of software, 
cooperation with customers, and flexibility in adapting to 
change [3]. Originally for software development, APM is now 
utilized in various fields, characterized by team autonomy, 
iterative development, and equality within teams [1], [2]. It 
aims to deliver high-value products within time and budget 
constraints by integrating planning with execution and 
fostering teamwork and customer collaboration. APM manages 
paradoxical dynamics, balancing team flexibility with 
procedural rigor, and is recognized for effectively responding 
to evolving project requirements and customer needs [16]. 

Research and practitioner experiences indicate that APM 
positively impacts behavioral, affective, and cognitive 
outcomes, with a more pronounced effect on behavioral aspects 

like performance and innovation. This effectiveness is not 
limited to software development; APM shows slightly greater 
effectiveness in non-software domains [3]. The adaptability 
and broader application of APM highlight its role in enhancing 
project management practices and fostering positive changes in 
workplace behavior and performance. These insights reflect 
APM’s comprehensive impact across different industries. The 
pervasiveness of APM’s influence underscores its potential to 
revolutionize project management practices and drive 
organizational success across diverse domains [1], [3]. 

B. Software Process Improvement (SPI) 

It is vital to enhance both the efficiency and effectiveness 
of software development and management processes. In this 
regard, the role of Software Process Improvement (SPI) is 
pivotal for accomplishing such improvements [7], [17]. SPI 
involves developing and honing a set of collective knowledge 
and practices specific to software development, with a 
continuous commitment to improving these processes [6]. This 
ongoing improvement helps organizations increase their 
development performance and adapt efficiently to evolving 
business environments, thereby gaining a competitive edge. 
SPI is a critical enabler for ensuring that software development 
and management processes are aligned with business goals and 
objectives [17], [18]. 

A range of SPI (Software Process Improvement) models 
are employed within the software industry. These include the 
Capability Maturity Model (CMM), Capability Maturity Model 
Integration (CMMI), People Software Process (PSP), SPI, 
Capability Determination (SPICE), and BOOTSTRAP. [6]. 
These models address various challenges, including projects 
exceeding budgets and timelines, subpar software quality, and 
unmet requirements. Different SPI models, including CMMI, 
PSP, SPICE, MSF, RUP, ISO, IDEAL, and Six Sigma, are 
employed to tackle these issues [6], [19]. The CMMI model is 
particularly notable for its wide-ranging application across 
different sectors, extending beyond software. It helps 
organizations improve their processes, leading to better quality 
and efficiency in software development projects [6], [7], [20]. 

C. CMMI-DEV 

CMMI was developed as a process improvement model to 
help many organizations improve performance, achieve 
process maturity, and achieve organizational goals [14], [21]. 
The CMMI model encompasses three different categories. 
CMMI-DEV focuses on product and service development; 
CMMI-SVC is dedicated to establishing and managing 
services; and CMMI-ACQ pertains to acquiring products and 
services. This paper explicitly centers on CMMI-DEV, the 
model used in computer programming, underscoring its two 
essential cycle regions for necessities [22], [23].  

Additionally, the CMMI Institute recently introduced 
version 2.0 of the CMMI. With its emphasis on continuous 
improvement and process optimization, CMMI-DEV V2.0 
empowers organizations to enhance their software 
development capabilities and deliver exceptional products that 
meet stakeholder needs [14], [24]. This updated version 
integrates practices from the three version 1.3 constellations 
(DEV, ACQ, and SVC) and the People Capability Maturity 
Model (PCMM). In CMMI V2.0, CMMI for Supplier 
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Management (CMMI-SPM) will replace CMMI-ACQ from 
V1.3 [25]. The mapping between CMMI 1.3 and CMMI 2.0 
models is shown in Fig. 1. 

Moreover, the latest version of CMMI introduces several 
new practice areas, with project management being a key area 
predominantly addressed in CMMI-DEV [24]. The practice 
areas consist of Estimating (EST), Planning (PLAN), Risk and 
Opportunity Management (RSK), Monitor and Control (MC), 
Implementation Infrastructure (II), Requirements Development 
and Management (RDM), Supplier Agreement Management 
(SAM) [26]. Therefore, this paper focuses on the new version 
of CMMI, particularly CMMI-DEV. 

 

Fig. 1. CMMI 1.3 and CMMI 2.0 models mapping. 

D. Project Management Category of CMMI 

In CMMI, several process areas target the project 
management domain. The project management encompasses 
several areas, such as project planning, monitoring and control, 
and many others [9], [27]. This paper primarily centered on 
project management, specifically the management activities 
associated with project planning, monitoring, and control. 
Table I maps process areas in CMMI 1.3 to practice areas in 
CMMI 2.0 relevant to project management based on its 
definition for each process areas accordingly. 

TABLE I. CMMI PROCESS AREAS AND PRACTICE AREA MAPPING 

RELATING TO PROJECT MANAGEMENT 

Process Area CMMI 1.3 [20] Process Area CMMI 2.0 [26] 

Project Planning (PP) 

Estimating (EST), Planning (PLAN), 

Risk & Opportunity Management 

(RSK) 

Project Monitoring and Control 

(PMC) 
Monitor & Control (MC), RSK 

Integrated Project Management 
(IPM) 

PLAN, Implementation Infrastructure 
(II), MC 

Risk Management (RSKM) RSK 

Requirement Management 

(REQM) 

Requirements Development & 

Management (RDM) 

Supplier Agreement Management 

(SAM) 

Supplier Agreement Management 

(SAM), PLAN, MC 

III. RESEARCH METHOD 

Systematic Literature Reviews (SLRs) are commonly 
employed to conclude, gather evidence, and produce concise 
summaries. In this research, the PRISMA (Preferred Reporting 
Items for Systematic Reviews and Meta-Analyses) 
methodology is employed [28]. PRISMA is known for its 
transparent and concise approach, making it preferable over 
other methods. While initially developed for healthcare 

research, PRISMA has also proven effective in Information 
System studies [28]. The PRISMA Workflow for this research 
is depicted in Fig. 1, providing a visual representation of the 
process. 

A. Planning the SLR 

In this stage, keyword generation is conducted based on the 
main keywords obtained at the beginning of the research, 
namely CMMI and Agile Project Management. The keywords 
(―CMMI‖ AND ―Agile‖ AND ―Project Management‖) were 
identified. These keywords were used to construct queries on 
each database. The query formats were subsequently modified 
to align with the specific query requirements on the advanced 
search function of each database. 

The online database with extensive collections of SPI 
papers relevant to the problem domain and criteria of the 
studies was selected based on specific considerations. The 
reason is due to the relevant search results available, the 
appropriate field usually provided by the online database, and 
the reputation of the online database itself. For this research, 
the selected databases include the ACM Digital Library, IEEE 
Xplore, Scopus, and Science Direct. The criteria applied in the 
study selection process are detailed in Table II. 

TABLE II. CRITERIA FOR THE STUDY SELECTION 

Inclusion 

Criteria (IC) 

IC1 The research was written in English. 

IC2 
The research was published between 2018 and 

2023. 

IC3 
The research in the computer science problem 
domain. 

IC4 
The research is academic research, such as a journal 

or conference paper. 

Exclusion 

Criteria 

(EC) 

EC1 
The research was not relevant to CMMI 

implementation in Agile settings. 

EC2 
The research does not mention the challenges or 
benefits of CMMI implementation in Agile settings. 

B. Implementation of SLR 

In this stage of the SLR, a meticulous and expansive search 
was conducted to identify pertinent literature. Sections relevant 
to the formulated research questions underwent thorough 
analysis. The analysis entailed an in-depth examination of the 
entire text, specifically emphasizing investigations related to 
combining CMMI and Agile Project Management 
methodologies.  

Fig. 2 delineates the SLR workflow using PRISMA, 
illustrating the systematic selection process. This process 
commenced with the initial data acquisition from various 
databases, adhering to the inclusion and exclusion criteria 
outlined in Table I, and was completed with the identification 
of results that corresponded with the predefined research 
criteria. The identified studies were then subjected to rigorous 
quality assessment to ensure the validity and reliability of the 
findings.  

A total of 23 scientific articles, sourced from a range of 
highly ranked journals and conference proceedings, as per 
Scimago, have been selected for in-depth analysis regarding 
the challenges and effects on project management. 
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Fig. 2. Workflow of literature review (PRISMA). 

C. Reporting the SLR 

The final stage of the SLR involves the presentation of 
findings. First, Table III is a comprehensive reference guide, 
summarizing all relevant articles aligned with the research 
goals. This table includes article titles, publication years, 
journal index information, and reference citation coding. 

 

Fig. 3. Distribution of scientific articles per publication year. 

Secondly, Fig. 3 visually represents scientific papers 
categorized according to their publication years. Table III and 
Fig. 3 enhance the presentation and comprehension of the 
SLR’s outcomes, ensuring a robust and comprehensive 
exploration of the research area. 

TABLE III. SUMMARY OF ALL RELEVANT ARTICLES 

No Title Year Index Code 

1 Agile-CMMI Alignment: Contributions and To-Dos for Organizations 2021 Q2 [8] 

2 Bringing to Light the Agile Artifacts Pointed Out by CMMI 2022 Q1 [14] 

3 A model for defining project lifecycle phases: Implementation of CMMI level 2 specific practice 2022 Q1 [29] 

4 Software project management in high maturity: A systematic literature mapping 2019 Q1 [30] 

5 Does agile methodology fit all characteristics of software projects? Review and analysis 2023 Q1 [31] 

6 Software Requirement Analysis: Research Challenges and Technical Approaches 2018 Procd [23] 

7 Abandonment of a Software Process Improvement Program: Insights from Case Studies 2020 Procd [32] 

8 A Conceptual View for an Enhanced Cloud Software Life-Cycle Process (CSLCP) Model 2020 Procd [33] 

9 
Reconciliation of scrum and the project management process of the ISO/IEC 29110 standard‐Entry profile—an experimental 
evaluation through usability measures 

2021 Q2 [34] 

10 Practical Suggestions to Successfully Adopt the CMMI V2.0 Development for Better Process, Performance, and Products 2023 Procd [12] 

11 Crafting a CMMI V2 Compliant Process for Governance Practice Area: An Experiential Proposal 2020 Procd [24] 

12 Challenges in Combining Agile Development and CMMI: A Systematic Literature Review 2021 Procd [10] 

13 A new scrum and CMMI level 2 compatible model for small software firms in order to enhance their software quality 2022 Procd [11] 

14 The CMMI-Dev Implementation Factors for Software Quality Improvement: A Case of XYZ Corporation 2020 Procd [35] 

15 
The Improvement Process for The Software Development and Requirements Management to Achieve Capability Level 3 of 

CMMI 
2022 Procd [36] 

16 
Improving the Quality of Requirements Engineering Process in Software Development with Agile Methods: A Case Study 

Telemedicine Startup XYZ 
2021 Procd [37] 

17 Model‐driven gap analysis for the fulfillment of quality standards in software development processes 2023 Q2 [38] 

18 Software quality models: Exploratory review 2023 Q3 [39] 

19 Agile Governance Guidelines for Software Development SMEs 2021 Procd [27] 

20 A Novel model to adapt CMMI Level 2 by Assessing the Local SMEs of Bangladesh 2023 Procd [40] 

21 
Towards Implementation of Process and Product Quality Assurance Process Area for Saudi Arabian Small and Medium 

Sized Software Development Organizations 
2018 Q2 [41] 

22 
Evaluation of Maturity Level of the Electronic based Government System in the Department of Industry and Commerce of 
Banjar Regency 

2020 Q3 [42] 

23 Software Process Improvement During the Last Decade: A Theoretical Mapping and Future Avenues 2021 Procd [43] 
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IV. RESULTS AND DISCUSSION 

The eligible studies underwent a process of screening and 
analysis to extract relevant information. While screening the 
complete text, the problem domain and research questions were 
identified concurrently. 

A. Perceived Benefits of CMMI and Agile Project 

Management Integration 

In exploring the symbiosis between CMMI and Agile 
Project Management, it’s essential to delve into the tangible 
benefits this integration brings to project management. This 
chapter categorizes these benefits into five core practice areas 
within CMMI: Estimating, Planning, Risk and Opportunity 
Management, Monitor and Control, and Requirements 
Development and Management. 

1) Estimation: Enhanced Accuracy and Predictability. 

Studies have shown that integrating CMMI with Agile 

methodologies can significantly refine budget and schedule 

predictions. Alqadri et al. [35], Saputra et al. [42], and 

Galvan-Cruz et al. [34] highlight CMMI’s effectiveness in this 

regard. Degerli, M. [12], [24] citing CMMI Institute [13], 

reports a remarkable 17% increase in estimation accuracy 

following the adoption of CMMI V2.0. These enhanced 

estimation processes reduce project uncertainties and bolster 

the likelihood of successful project execution. Importantly, 

Albuquerque [32] and Itzik et al. [31] note the role of CMMI 

in providing greater predictability in costs and deadlines, 

contributing to reduced costs and increased productivity. 

2) Planning: Streamlined Project Management. The 

incorporation of CMMI into Agile methodologies elevates the 

process of work planning and management. As outlined by 

Valeria et al. [8], [35], CMMI’s structure enables the creation 

of comprehensive forecasts concerning workload, costs, and 

schedules. This foresight is crucial in preventing budget or 

timeline overruns [8], [14]. The synergy of Agile and CMMI 

also improves goal attainment. It minimizes rework, as 

evidenced by the significant reduction in rework (70%) and 

the increase in on-time delivery rates (97%) reported by 

Degerli, M. [12], [24] referencing the CMMI Institute [13]. 

3) Risk: Mitigating Risks with Informed Strategies. In 

Agile environments, effectively handling requirement changes 

is critical. CMMI’s quality models play a significant role here, 

as they aid in risk reduction and quality enhancement [23], 

[37]. The model promotes a proactive approach to identifying 

and evaluating risks and opportunities, as noted by Degerli, M. 

[12], [24]. This approach encompasses establishing 

performance benchmarks derived from historical data, 

facilitating early identification of variances, and supporting 

informed choices in project management. 

4) Monitor and control: Ensuring Quality and 

Compliance. CMMI’s role in monitoring and controlling 

project and organizational processes is pivotal [10]. It 

provides a framework for analyzing and managing critical 

subprocesses, particularly in high-maturity project 

management scenarios, as discussed by Cerdeiral, C. T., & 

Santos, G. [30] Keshta et al. [41]. This supervisory function 

ensures that software quality is upheld during its development 

and that the end products fulfill users’ expectations. 

5) Requirements development and management: 

Optimizing Product Quality and Customer Satisfaction. A 

vital aspect of CMMI is its guidance on requirement 

development and management [23]. This element holds 

particular significance in Agile Project Management, given its 

focus on flexibility and adaptability. According to several 

studies, CMMI enhances customer satisfaction by improving 

product quality and aligning closely with customer needs [29], 

[31], [35], [36]. Furthermore, CMMI’s principles can be 

seamlessly amalgamated with Agile’s emphasis on customer 

collaboration and adaptability to change [36], [39]. 

B. Classification of Challenges of CMMI and Agile Project 

Management Integration 

The eligible studies highlighted several challenges faced by 
organizations. A thematic categorization focusing on tactical 
and organizational challenges was employed, as delineated by 
Valeria et al. [8]. 

1) Resource and Time Constraints: Integrating CMMI 

into Agile projects presents significant resource and time 

challenges. Ferdinansyah et al. [10] highlight that this 

integration demands additional resources, effort, and time 

beyond the scope of standard project activities. Adopting new 

concepts and practices within an Agile framework requires 

careful planning and considerable investment. These 

constraints are particularly impacting Small and Medium-

sized Enterprises (SMEs), as observed by Henríquez et al. [27] 

and Saheel et al. [11]. SMEs often operate with limited 

budgets and resources, making it challenging to sustain the 

additional demands of integrating CMMI [33], [38], [40], [41], 

[43]. This challenge can lead to difficulties in maintaining the 

balance between the pursuit of quality improvement and the 

practical realities of project management within these 

organizations. 

2) Organizational Resistance and Change Management: 

Resistance to adopting new methodologies is a common 

challenge within organizations. This resistance often stems 

from a lack of knowledge or experience with the new systems, 

as noted by Valeria et al. [8], Ferdinansyah et al. [10], 

Albuquerque et al. [32], and Demirel & Das [23]. Frequent 

leadership changes or past experiences with unsuccessful 

management initiatives can further exacerbate such resistance. 

This skepticism and disinterest, especially among long-

standing employees, can pose significant hurdles to 

successfully integrating CMMI and Agile methodologies. 

Moreover, the lack of support from top management in 

enforcing new processes can lead to demotivation among 

practitioners and quality assurance teams, hampering the 

overall adoption process [8], [10], [23], [32]. 

3) Balancing Agility with Control: A critical challenge in 

integrating CMMI with Agile methodologies is balancing the 

structured approach of CMMI with the flexibility of Agile [8]. 
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As organizations strive to achieve higher maturity levels 

within the CMMI framework, they may find that agility is 

compromised, as pointed out by Valeria et al. [8]. 

Ferdinansyah et al. [10] further elaborate that the control and 

accountability emphasized by CMMI can clash with the core 

principles of Agile, which values adaptability and minimal 

bureaucratic overhead. This challenge concerns managing 

project processes and aligning organizational culture and 

values with these contrasting methodologies. 

4) Knowledge, Training, and Expertise Gaps: The 

successful adoption of CMMI in an Agile setting relies 

heavily on sufficient knowledge, training, and expertise. 

Valeria et al. [8] and Albuquerque et al. [32] highlight the 

challenges organizations face due to a lack of in-depth 

understanding of CMMI and Agile methodologies. The 

deficiency in specialized training covering the full spectrum of 

development activities can hinder the effective 

implementation of these methodologies. Furthermore, the 

absence of support from specialists in statistical and process 

management knowledge can leave project managers and 

process groups struggling to align organizational and project 

goals with critical subprocesses [30], [38]. 

5) Scaling and Knowledge Dissemination: Scaling and 

disseminating practices aligning with CMMI and Agile across 

an organization is a significant challenge, especially at higher 

maturity levels. Valeria et al. [8] emphasized that without the 

active support of upper management, experiences, and 

practices beneficial to integrating CMMI and Agile often 

remain confined to specific teams or projects. This limitation 

prevents these practices from being adopted more widely 

throughout the organization. Scaling experiences effectively 

requires documentation of successful practices and a 

concerted effort to share and institutionalize these practices 

across various teams and departments [8], [30]. 

C. Challenges and Solution Mapping 

This paper aims to align the solutions by drawing on the 
identified challenges. Table IV presents the mapping of the 
challenges and their corresponding potential solutions. This 
structured approach facilitates a clearer understanding of how 
each solution directly addresses the specific challenges, thereby 
enhancing the overall effectiveness of the proposed solutions. 
Additionally, this alignment ensures that the proposed 
solutions effectively address the identified challenges, paving 
the way for a more robust and impactful implementation 
strategy. 

TABLE IV. SOLUTION MAPPING 

No Challenges Solution 

1 

Resource and Time 

Constraints 

Senior managers must decisively commit to process improvement initiatives, defining the scope and allocating the right resources. 
The success of these efforts often hinges on continuous investment in process improvements and addressing barriers such as 

resource limitations, inexperienced staff, organizational politics, and time pressure. The CMMI model, increasing popularity, can 

be a crucial tool for such improvements. However, understanding how to sustain these improvements post-appraisal, especially 
under time and budget constraints, remains vital for long-term success. Both higher and lower-level management’s support and 

commitment play a critical role in this regard [8], [12], [27]. 

2 

Organizational 

Resistance and 

Change Management 

Addressing human issues like resistance and acceptance is essential for senior managers. Strong management support is vital in 

implementing changes, especially adopting an Agile philosophy. This support helps facilitate cultural change and overcome initial 
resistance from factors like lack of human resources and work overload. Agile teams may show resistance even with management 

support, indicating the need for a more comprehensive approach to change management [8], [27], [32]. 

3 
Balancing control and 
agility 

Effective integration of CMMI with Agile processes requires tools that automate control and accountability. This approach helps 

align traditional governance processes with Agile teams and addresses the additional work CMMI might introduce. Constant 
monitoring of agility is crucial during this alignment. Developing prescriptive guidelines for Process Areas aligned with business 

goals can help manage the impact on skill [8], [10], [27], [36]. 

4 
Knowledge, Training, 
and Expertise Gaps 

Senior management must play an active role in contextualizing governance and providing organizational training for Agile 

practices. Addressing knowledge and experience gaps in CMMI and Agile Development is critical, especially for higher CMMI 
Maturity Levels. The lack of training for new employees in process improvement is a significant issue that needs to be addressed 

to bridge knowledge and expertise gaps. Practices from CMMI V2.0 and SAFe 5.0 can support this process [8], [27], [36]. 

5 

Scaling and 

Knowledge 

Dissemination 

Senior managers should adopt Agile strategies that decentralize decision-making and organize work based on business value. 
Implementing quality standards and tools for verifying development processes, alongside a model-driven approach, can enable a 

comprehensive assessment of software development. Addressing Agile’s scaling, training, and organizational policy limitations is 
critical. Knowledge dissemination poses a challenge in large organizations, necessitating the development of non-bureaucratic 

processes that meet organizational needs. Software Process Improvement (SPI) methodology can extend Agile to enhance product 

innovation, quality, and efficiency [8], [27], [36], [38]. 
 

V. CONCLUSIONS 

This paper has explored the perceived benefits and 
challenges of this integration. Integrating CMMI with Agile 
Project Management presents a promising avenue for 
enhancing project management practices. Based on further 
analysis, this integration can lead to more accurate estimations, 
streamlined project planning, effective risk mitigation, 
improved quality control, and optimized requirement 
development and management. However, this integration 

comes with challenges such as resource constraints, 
organizational resistance to change, and the need to balance 
control and agility. Bridging knowledge gaps and scaling 
integrated practices across the organization are notable hurdles. 

Senior management must play a pivotal role by committing 
to process improvement initiatives, providing necessary 
resources, and supporting cultural change to overcome 
challenges. Automation tools for control and accountability, 
along with continuous monitoring of agility, are essential for 
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maintaining the balance between CMMI and Agile. 
Additionally, addressing knowledge gaps through training and 
promoting non-bureaucratic knowledge dissemination 
processes are vital steps towards successful integration. 
Overall, a strategic and committed approach from senior 
management is crucial to realizing the full potential of the 
CMMI and Agile integration and improving project 
management practices for better project outcomes. 

A. Limitations of Study 

The study’s primary limitation lies in integrating CMMI-
DEV and software development within Agile project 
management. The literature review’s scope, constrained by the 
time frame (2018-2023) and language of the publications 
(English), may also limit the comprehensiveness of the 
findings. 

B. Future Works 

Future research should focus on empirical studies to 
validate the findings of this systematic literature review. 
Investigations involving case studies or surveys in various 
organizational settings would offer deeper insights into the 
practical implementation challenges and benefits of combining 
CMMI-DEV and software development within Agile project 
management. Additionally, exploring the evolution of these 
frameworks in rapidly changing technological landscapes will 
provide more dynamic and current insights into their 
integration and application. 
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Abstract—Predicting the likelihood of a crime occurring is 

difficult, but machine learning can be used to develop models 

that can do so. Random forest, logistic regression, and 

LightGBM are three well-known classification methods that can 

be applied to crime prediction. Random forest is an ensemble 

learning algorithm that predicts by combining multiple decision 

trees. It is an effective method for classification tasks, and it is 

frequently employed for crime prediction because it handles 

imbalanced datasets well. Logistic regression is a linear model 

that can be used to predict the probability of a binary outcome, 

such as the occurrence of a crime. It is a relatively 

straightforward technique that can be effective for crime 

prediction if the features are carefully chosen. LightGBM is a 

gradient-boosting decision tree algorithm with a reputation for 

speed and precision. It is a relatively new algorithm, but because 

it can achieve high accuracy on even small datasets, it has rapidly 

gained popularity for crime prediction. The experimental results 

show that the LightGBM performs best for binary classification, 

followed by Random Forest and Logistic Regression. 

Keywords—Crime prediction; random forest; logistic 

regression; LightGBM 

I. INTRODUCTION 

In a culture where crime is low, it is always disturbing to 
see the number of crimes rising [1]. Crime is a social issue that 
hinders the economic growth of a nation. Crime has always 
existed, and violent crime is the greatest threat to society [2]. 
Population growth and urbanization have dramatically 
increased criminal activity [3], particularly in urban areas [4]. 

In recent years, crime prediction has acquired popularity 
because it enables investigation authorities to handle crimes 
computationally [5]. Better predictive algorithms that direct 
police patrols towards criminals are required [6]. Several 
research investigations have been conducted to predict crime 
categories, crime rates, and crime hotspots using crime datasets 
from various regions, such as South Korea and the United 
States [7]. Additionally, using the Canada dataset, various 
prototype projects are expanded to identify crime-related 
geographic locations, such as residential and commercial areas 
[8]. 

Crime threatens us and society, necessitating serious 
consideration if we expect to reduce its onset or consequences.  

Daily, data officers working alongside law enforcement 
authorities throughout the United States record hundreds of 
crimes. Numerous cities in the United States have signed the 

Open Data initiative, making crime data and other categories of 
data accessible to the public. This initiative aims to increase 
citizen participation in decision-making by uncovering 
interesting and valuable facts using this data [9]. 

San Francisco is one of many cities that have joined this 
Open Data movement. The data scientists and engineers 
working with the San Francisco Police Department (SFPD) 
have documented over one hundred thousand criminal cases 
based on police complaints [10]. Using these historical data, 
numerous patterns can be uncovered. This would help us 
identify crimes that may occur in the future, allowing the 
municipal police to better protect the city‟s population [11]. 

Violent and nonviolent crimes are predicted and classified 
using random forest, logistic regression, and LightGBM. The 
primary objective of this paper is to propose a crime prediction 
model based on past criminal records. 

Using three techniques, the proposed model evaluates 
accuracy, log loss, ROC AUC, precision, and recall evaluation 
matrices. The data is descriptively analyzed, and crime 
statistics‟ spatial and temporal distribution are visualized to 
identify potential patterns. The original dataset‟s features are 
extracted, and classification is carried out using random forest, 
logistic regression, and LightGBM techniques. 

LightGBM has the highest performance for binary 
classification, followed by random forest and logistic 
regression, according to the experimental results. LightGBM 
has the best precision, accuracy, log loss, ROC AUC, and F1 
score. It has the lowest recall, but this is not inherently a 
negative attribute. In this case, the dataset is imbalanced, as 
there are far more examples of class 0 than class 1. This means 
that avoiding false positives is essential to avoiding false 
negatives. LightGBM accomplishes this by emphasizing recall 
while maintaining high precision. Random forest has a lower 
accuracy, log loss, ROC AUC, precision, and F1 score than 
LightGBM but a higher recall. This indicates that random 
forest is superior at avoiding false negatives but less effective 
at predicting true positives. Logistic regression has the three 
models' lowest accuracy, log loss, ROC AUC, precision, and 
F1 score. It has the lowest recall as well. This indicates that 
logistic regression is the model with the worst performance for 
binary classification. 

Overall, the model with the greatest performance for binary 
classification is LightGBM, followed by random forest and 
logistic regression. 
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A. Related Work 

Due to the relationship between crime and society, 
predictions of future crime have been investigated extensively. 
These studies use machine learning algorithms to address these 
predictions. Using machine learning algorithms to predict 
spatial crime data has proven effective [12]. 

Accurate crime prediction is difficult but essential for 
preventing criminal behavior. Accurately estimating the crime 
rate, types, and hot areas based on historical patterns presents 
numerous computational challenges and opportunities [5]. 

Prediction analysis is dominated by crime prediction based 
on machine learning; however, few studies systematically 
compare machine learning methods. The ability of machine 
learning algorithms to process non-linear rational data has been 
validated in numerous disciplines, including crime prediction. 
It can process high-dimensional data with a faster training pace 
and extract the characteristics of the data [13]. 

 Despite extensive research efforts, the literature lacks 
relative accuracy for crime prediction from large datasets for 
multiple locations, such as Los Angeles and Chicago datasets.  

 The authors of [14] employ the model to improve the 
effectiveness of criminal investigation systems. This model 
identifies crime patterns based on inferences gathered from the 
crime site and predicts the perpetrator‟s description of the 
suspect most likely responsible for the crime. This work has 
two primary elements: Analyzing and forecasting the 
perpetrator‟s identity. The crime analysis phase identifies the 
number of unsolved crimes and evaluates the impact of 
variables such as year, month, and weapon on those crimes. 
The prognosis phase estimates the perpetrators‟ characteristics, 
such as age, gender, and relationship to the victim. These 
hypotheses are based on the evidence gathered at the crime 
scene. The system predicts the perpetrator‟s physical 
characteristics using algorithms such as multilinear regression, 
K-neighbors classifier, and neural networks. It was trained and 
evaluated using the San Francisco Homicide dataset (1981-
2014) and Python. 

Yao et al. used the San Francisco Dataset; this paper is 
based on the random forest algorithm, which splits the study 
areas into four groups based on the hot spot distribution based 
on historical crime data: frequent hot areas, common hot areas, 
occasional hot areas, and non-hot areas; then, corresponding 
covariates from non-historical crime data are added to the 
prediction model to investigate changes in the result accuracy 
of crime prediction [15]. The data relies on actual data, and the 
experimental findings reveal that compared to the inference 
approach based solely on historical crime data, the model with 
covariates outperforms the model without covariates. 

 A preliminary analysis of the spatiotemporal crime 
patterns in San Francisco is attempted in this study [16]. They 
use spectral analysis to examine the temporal evolution of all 
crime categories, discovering that many exhibit a weekly or 
monthly pattern and other components. They demonstrate that 
spatial distribution has weekly patterns. These findings can be 
used to develop predictive models for policing and increase 
knowledge of crime dynamics. 

II. DATA ANALYSIS 

The model in the study is built using a Kaggle dataset [17]. 
The dataset (training set/data) has several properties, each with 
its own link. The Kaggle incidences of San Francisco crimes 
are included in the training dataset. The data spans the years 
January 2003 to May 2015. The collection covers nearly 12 
years of San Francisco criminal reports. The collection 
contains categories of all crimes containing various crime 
types. 

The original training dataset is arbitrarily mixed and 
divided into training and testing datasets of 80% and 20%, 
respectively, in the study. Any data imbalances relating to the 
”Primary Type” feature were corrected using a combination of 
oversampling (SMOTE) and random sampling; SMOTE stands 
for Synthetic Minority Over-sampling Technique. It is a data 
augmentation approach used in machine learning to deal with 
skewed datasets. SMOTE generates synthetic minority class 
samples by combining existing minority class samples. This 
balances class distribution and improves machine learning 
model performance on minority class predictions. 

A. Features 

Every entry in our data set pertains to a specific crime, and 
each data record includes the following characteristics: 

 Dates - The date and time of the crime. 

 Category - The type of crime. In the classification stage, 
we must forecast this target/label. 

 Descript - A brief description of any relevant details of 
the crime. 

 DayOfWeek - The weekday on which the offense 
happened. 

 PdDistrict - The Police Department District to which 
the offense has been assigned. 

 Resolution - How the crime was resolved (for example, 
by arresting or booking the culprit). 

 Address - The crime scene‟s approximate street address. 

 X - Longitude of a crime‟s location. 

 Y - The latitude of a crime‟s site. 

B. Preprocessing 

We execute various preprocessing processes on our 
datasets to achieve better classification results before deploying 
any algorithms. These are some examples: 

 Eliminating features like resolution, description, and 
address. The resolution and description of a crime are 
only known after the crime has occurred and have 
limited relevance in a practical, real-world scenario 
where one is attempting to predict what type of crime 
has occurred; hence, these were deleted. We deleted the 
address since we already knew the latitude and 
longitude; in that context, the address added little 
marginal value. 
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 The weekdays, police, and criminal categories were all 
indexed and replaced with numbers. 

 The timestamp included the year, date, and time of each 
offense. This was broken down into five components: 
Year (2003-2015), Month (1-12), Date (1-31), Hour (0-
23), and Minute (0-59). 

 We used Python‟s get_dummies() function to turn 
categorical variables into dummy variables. Dummy 
variables are binary variables that show whether a given 
category exists. For example, if a category variable 
contains three types, the get_dummies() function will 
generate two dummy variables. One dummy variable 
indicates the presence of the first category, while the 
other indicates the presence of the second category. The 
lack of the first two dummy variables will implicitly 
reflect the third category. 

 In machine learning, the get_dummies() function is a 
popular technique to deal with categorical variables. 
Many machine learning algorithms cannot deal with 
categorical data directly. Machine learning algorithms 
may train models using data that includes categorical 
variables by turning categorical variables into dummy 
variables. We also remove certain unnecessary 
elements, such as incidentNum and coordinate. 

Feature inclusion is imperative to the predictive capabilities 
of any model, ensuring its ability to capture the complexity of 
crime patterns. Excluding specific demographic, economic, or 
environmental features may result in a less comprehensive 
understanding of the factors influencing criminal activities, 
leading to lead to oversimplified predictions or overlooking 
important contributing factors.  

Following these preprocessing processes, we ran some out- 
of-the-box learning algorithms as part of our early exploratory 
stages. 

C. Feature Engineering 

The act of changing raw data into features more suited for 
machine learning algorithms is known as feature engineering. 
This can include some tasks, such as: 

 Data cleaning entails removing errors, outliers, and 
missing values from the data. 

 Feature selection: entails choosing the most essential 
features from the data. 

 Feature extraction is the process of producing new 
features from current ones. 

 Feature transformation: entails changing features to a 
different format, such as category or numerical values. 

The purpose of feature engineering is to produce 
informative and predictive features. Informative features 
provide relevant information about the target variable. 
Predictive characteristics are those that can accurately 
anticipate the target variable. Feature engineering is a critical 
step in the machine learning process. We can improve the 
performance of our machine learning models by carefully 
engineering features. 

D. Exploratory Data Analysis 

The first dataset analysis found a major imbalance in the 
“Primary Type.” This is evident in Fig. 1, which demonstrates 
that “larceny/theft,” “other offenses,” and “noncriminal” make 
up a significant portion of the total crimes committed in San 
Francisco. Since these offenses are more likely to occur, it is 
reasonable to propose allocating more police resources to 
combat them. 

 

Fig. 1. Number of crimes. 

Fig. 2 is a data visualization based on the PdDistricts; it 
displays the locations where crime occurs most frequently 
according to the district‟s name. Southern has the highest crime 
rate, while Richmond has the lowest crime rate. According to a 
crime map created by NeighborhoodScout, the Southern 
District has the highest crime rate in the United States, with 
60.5 crimes per 1,000 residents. The Richmond neighborhood 
has the lowest crime rate, with 18.2 crimes per 1,000 residents. 

 

Fig. 2. The visualization for data depends on the PdDistricts. 
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Fig. 3. The visualization for data depends on the day of the week. 

Fig. 3 depicts a data visualization based on the day of the 
week. This pattern has several possible explanations. A 
possible explanation is that people are more likely to be out 
and about on Fridays, making them more susceptible to 
becoming victims of crime. A second possibility is that people 
are more likely to be intoxicated on Fridays, which can 
increase aggression and violence. 

Regardless of the cause, it is evident that the daily crime 
rate varies significantly. Law enforcement officials and 
policymakers should consider this factor when devising 
strategies to reduce crime. 

According to Fig. 4, the highest crime rates in San 
Francisco occur at 1, 2, 6, and 11 p.m. These times are 
typically when people are sleeping or are out and about in the 
early morning, as well as when people are leaving work or 
school or running errands. This increases their likelihood of 
being targeted by criminals. 

When working with vast datasets, it is inevitable to 
encounter imbalances. Most machine learning algorithms tend 
to presume, by default, that the data they are working with is 
balanced [18]. Imbalances can cause problems when 
attempting to train a classification model. This presumption 
causes the trained models‟ outputs to be biased and skewed 
toward the majority class [18]. 

Fig. 5 depicts the most widespread types of crimes in 
descending order. For the past 13 years, theft has been the most 
frequent offense in San Francisco. As opposed to shoplifting or 
purse snatching, this form of theft does not involve force or 
violence. Additionally, prevalent in San Francisco are Assault, 
Burglary, and Vehicle Theft. 

Fig. 6 displays intriguing year-based data and results. It 
shows the increase or decrease of the top ten offenses in San 
Francisco from 2003 to 2015. 

 

Fig. 4. The visualization of data depends on the hour. 

 

Fig. 5. The most common types of crimes in descending order. 

1) Variable selection. In the San Francisco crime dataset, 

the dependent variable for prediction is “Category.” Given the 

other variables in the dataset, the analysis attempts to predict 

the crime committed. 

Resolution and description are irrelevant to the analysis 
because they are not numerical in character. “Resolution” is a 
categorical variable that denotes how the case was resolved, 
whereas “Description” is a text variable that provides a 
comprehensive description of the incident. The other variables 
are independent variables used to predict the dependent 
variable. 

2) Variable transformation. A handful of variables are 

transformed to improve the characteristics of the dataset. In 

the San Francisco crime dataset, the “Date” variable is 

separated into four distinct variables: 

 Year: The values for this variable range from 2003 to 
2015 and denote the year in which the incident 
occurred. 

 Month: This variable represents the month in which the 
incident occurred. This variable has values between 1 
and 12. 

 Day: This variable represents the day of the month the 
incident occurred. This variable‟s values range from 1 
to 31.  

 Hour: This variable specifies the time of day when the 
incident occurred. This variable‟s values range from 0 
to 23. 
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      A                   B 

 
     C                   D 

 
       E                      F 

 
      G                  H 

 
      I                   J 

Fig. 6. Top ten crimes based on years (A) Vehicle theft, (B) Other offences, (C) Warrants, (D) Drug / narcotic, (E) Non-criminal, (F) Vandalism, (G) Burglary, 

(H) Suspicious OCC, (I) Larceny / theft, (J) Assault. 
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This makes the data more manageable and permits a more 
thorough analysis. For instance, we could use the “Year” 
variable to determine how crime rates have changed over time 
or the “Hour” variable to determine which hours of the day are 
most likely associated with criminal activity. 

Note that “Date” is not the only variable that can be used to 
analyze crime data. Other significant variables include 
“PdDistrict,” which indicates the police district where the 
incident occurred, and “Category,” which indicates the 
category of crime committed. Combining these variables 
makes it possible to understand crime in San Francisco more 
deeply. 

The “DayOfWeek” and “PdDistrict” variables are indexed 
and substituted with numbers in the San Francisco crime 
dataset. This makes the data more manageable and permits a 
more thorough analysis. 

The index range for the “DayOfWeek” variable is 1 to 7, 
with 1 representing Monday and 7 representing Sunday. The 
“PdDistrict” variable has an index range of 1 to 10, where 1 
represents the Northern District, and 10 represents the Southern 
District. This enables us to compare crime rates across days of 
the week and police districts with ease. 

E. Model 

The prediction model is based on Random forest, logistic 
regression, and light GBM techniques, briefly discussed below: 

1) Random forest: Random forests are a widely used 

ensemble learning technique that constructs multiple 

classifiers on training data and integrates their outputs to make 

the most accurate predictions on test data. Consequently, the 

random forests algorithm is a variance-minimizing algorithm 

that employs randomness to avoid overfitting the training data 

when making split decisions. 

Random forest is a supervised learning technique capable 
of managing classification and regression problems based on a 
single fundamental concept - the collective intelligence of a 
population. It employs many independent decision trees as an 
ensemble [19]. The model‟s overall prediction is the class with 
the most votes [19]. It conducts classifications by summing the 
classifications produced by each individual tree within the 
“forest,” and the class with the most votes is the model‟s 
overall prediction. 

A random forest classifier is an ensemble classifier that 
aggregates a family of classifiers h(xjθ1); h(xjθ2);::h(xjθk). 
Each family member, h(xjθ), is a classification tree, and k is 
the number of trees chosen from a model random vector. 

Also, each θk is a randomly chosen parameter vector. If 
D(x; y) denotes the training dataset, each classification tree in 
the ensemble is built using a different subset Dθk(x; y) ⊂ D(x; 
y) of the training dataset. Thus, h(xjθk) is the kth classification 
tree, which uses a subset of features xθk ⊂ x to build a 
classification model. Each tree then works like regular decision 
trees: it partitions the data based on the value of a particular 
feature (selected randomly from the subset) until the data is 
fully partitioned or the maximum allowed depth is reached. 
The final output y is obtained by aggregating the results thus: 

          * (  )   (  )+ {∑( ( ( |  )   ))

 

   

} 

where: 

 I denotes the indicator function. 

2) Logistic regression: Logistic regression is a statistical 

model used to predict the probability of a binary outcome, 

such as whether a customer will click on a commercial, 

whether a loan applicant will default, or whether a patient has 

a disease. The binary outcome is first converted to a 

probability for logistic regression to function. The logistic 

function, a sigmoid function that accepts a real number as 

input and returns a number between 0 and 1, is used for this 

purpose. The logistic function is defined as follows: 

logistic(x) = 1 / (1 + e(-x))  

Where: 

 x is the function‟s input. 

After transforming the outcome into a probability, logistic 
regression employs a linear regression model to predict the 
likelihood. The independent variables are input into the linear 
regression model, which returns a predicted probability. The 
model‟s accuracy is then improved by comparing the predicted 
probability to the actual probability and updating the model 
accordingly. 

Logistic regression is a highly effective technique for 
predicting binary outcomes. It is simple to comprehend and 
interpret and can be applied to various data types. Additionally, 
logistic regression is comparatively robust against outliers and 
absent data. 

Detection of fraud, customer segmentation, risk analysis, 
and targeted marketing are some of the applications of logistic 
regression. 

3) Light gradient boosting machine: LightGBM is a free 

and open-source distributed gradient-boosting framework for 

machine learning. It is intended to be quick, effective, and 

scalable. LightGBM is based on decision tree algorithms and 

builds models using gradient boosting. 

LightGBM is a well-liked option for various machine-
learning tasks, such as classification, regression, and ranking. It 
is ideally adapted for large-scale datasets and can be used to 
train highly accurate models. 

LightGBM offers advantages; it is one of the quickest 
gradient-enhancing frameworks available. Several refinements, 
including tree pruning and histogram-based splitting, 
contribute to this. In terms of memory usage, LightGBM is 
also very efficient. This makes it an excellent option for 
training models with large datasets. LightGBM is intended for 
use with large datasets. This is accomplished via distributed 
training and a variety of other optimizations. In addition, 
LightGBM is capable of achieving high accuracy in a variety 
of machine-learning tasks. This is due to its use of decision tree 
and gradient enhancement algorithms. 
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g(x) = f(x) + β * h(x)  

Where: 

 g(x) is the predicted value for x.  

 f(x): is the base learner. 

 β is the learning rate. 

 h(x) is the gradient boosting step. 

The base learner in LightGBM is a decision tree. The 
gradient boosting step is a technique that iteratively adds new 
decision trees to the model to improve the accuracy of the 
predictions. 

The equation for LightGBM can be simplified as:  

g(x) = f(x) + β * (y - f(x)) 

Where: 

 y is the actual value for x. 

This equation shows that the predicted value for x is a 
linear combination of the base learner and the gradient 
boosting step. The learning rate β controls the weight of the 
gradient boosting step. 

III. RESULTS 

Each of the three models was trained and presented with 
distinct parameter and feature selections in the preceding 
section. The data exploration section notes that both temporal 
and geographical characteristics are significant. For analysis, 
all three models are trained and evaluated using the Kaggle 
training dataset containing 878,049 records, and each model is 
divided into two sections with a ratio of 80:20. Consequently, 
80% of the dataset was used to train the model. In contrast, 
20% was used for testing it. 

A. Random Forest 

Random forest is an ensemble learning technique that 
integrates the predictions of multiple models to produce a final 
prediction. The individual models within random forests are 
decision trees. Each decision tree within a random forest is 
trained with a unique bootstrap sample of the training data. 
This means that each tree will observe a distinct subset of the 
data, thereby helping to prevent overfitting. The random forest 
also employs a technique known as feature randomness in 
addition to bootstrap sampling. This means that each decision 
tree can only consider a random subset of the features when 
making a split. 

Accuracy score, log loss, confusion matrix, and ROC curve 
are all metrics used to evaluate the performance of 
classification models. However, they measure different aspects 
of the model‟s performance. 

Some of the hyperparameters that can be tuned for a 
random forest classifier: 

 n_estimators: This is the number of trees in the forest. 
The higher the number of trees, the more accurate the 
model will be, but it will also take longer to train. 

 max_depth: This is the maximum depth of the trees in 
the forest. A higher depth will allow the model to make 
more complex decisions but can also lead to overfitting. 

 min_samples split: This is the minimum number of 
samples required to split a node in the tree. A higher 
number of samples will make the model more 
conservative but can also lead to underfitting. 

 min_samples leaf: This is the minimum number of 
samples required in a leaf node. A higher number of 
samples will make the model more conservative but can 
also lead to underfitting. 

 random_state: This random number generator seed 
initializes the random forest algorithm. A higher value 
of random state will lead to more reproducible results 
but can also lead to overfitting. A lower value of 
random state will lead to less reproducible results but 
can also lead to better generalization. 

# random forest classifier with tuned hyperparameters 
random forest model = random forest classifier (n_estimator = 
100, max_depth = 32, min samples split = 16, random state = 
42) 

random forest model fit (x train, y train)  

#predict on the test set  

Y pred = random forest model predict (x test) 

The accuracy score is the most common metric for 
evaluating classification models. It is simply the percentage of 
instances that were correctly classified. For example, if a 
model correctly classifies 90 out of 100 instances, its accuracy 
score would be 0.90. 

For Random Forest Accuracy = 0.4262 

The accuracy score is generally the easiest metric to 
understand, but it can sometimes be misleading. Thus, log loss, 
confusion matrix, and ROC curve are all metrics used to 
evaluate the performance of classification models. However, 
they measure different aspects of the model‟s performance. 

Log loss is a measure of the difference between the 
predicted probabilities of a model and the actual labels. It is a 
continuous measure, and it can be interpreted as the average 
amount of information lost when the predicted probabilities are 
used to represent the actual labels. A lower log loss indicates a 
better model and a log loss of 0 indicates a perfect model. 

For Random Forest, the log loss = 1.74 

A log loss of 1.74 is not a bad score, but it is not great. 
Getting better scores with a more complex model or with more 
training data is possible. However, getting worse scores with a 
more complex model or with more training data is also 
possible. 

The log loss measures the difference between the predicted 
probabilities and the actual labels. A lower log loss indicates a 
better model. However, it is important to note that log loss is 
not the only measure of model performance. Other measures, 
such as accuracy and precision, can also be used to evaluate 
model performance. 
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The confusion matrix is a table that summarizes the 
performance of a classification model. It shows the number of 
instances correctly classified (true positives and true negatives) 
and the number of incorrectly classified (false positives and 
false negatives). 

For Random Forest, the confusion matrix in Fig. 7. 

 

Fig. 7. Random forestROC curve. 

ROC curve, or Receiver Operating Characteristic curve, is 
a graphical plot that illustrates the diagnostic ability of a binary 
classifier system as its discrimination threshold is varied. The 
ROC curve plots the true positive rate (TPR) against the false 
positive rate (FPR) at various threshold settings. The TPR is 
also known as recall and is defined as the fraction of positive 
instances correctly identified as positive. The FPR is defined as 
the fraction of negative instances that are incorrectly identified 
as positive. 

A perfect classifier would have a ROC curve that passes 
through the upper-left corner of the graph with a TPR of 1 and 
an FPR of 0. However, in practice, no classifier is perfect, and 
the ROC curve will typically be a curve that falls below the 
upper-left corner. 

The Random Forest ROC curve in Fig. 8 shows an AUC of 
0.90, which is a good score for a binary classification model. 
AUC stands for area under the curve, a measure of the model‟s 
ability to distinguish between the two classes. A higher AUC 
indicates a better model. 

In the case of class 9, an AUC of 0.90 means that the model 
can correctly classify 90% of the instances in the test set. This 
is a good score; however, some factors can affect the AUC of a 
model, including the complexity of the model, the amount of 
training data, and the model‟s hyperparameters. 

The accuracy score is generally the easiest metric to 
understand, but it can sometimes be misleading. Log loss is a 
more sensitive metric but is not as easy to interpret. The 
confusion matrix is a good way to get a detailed view of the 
model‟s performance, but it can be difficult to interpret for 
large datasets. The ROC curve is a good way to visualize the 
model‟s performance and compare different models. 

 

Fig. 8. Confusion matrix for random forest classifier. 

Ultimately, the best way to evaluate a classification model 
is to use a combination of metrics. This will give a complete 
picture of the model‟s performance and help make better 
decisions about the model. 

B. Logistic Regression 

Logistic regression is a statistical model used to estimate 
the probability of a binary outcome. The result can either be 
“success” or “failure.” In contrast to linear regression, logistic 
regression is used to predict probabilities rather than 
continuous values. 

Logistic regression is a prominent classification model for 
binary problems. Additionally, the model is easy to 
comprehend and implement. However, logistic regression can 
be susceptible to overfitting; therefore, cross-validation must 
be used to evaluate the model‟s performance. 

Some of the hyperparameters that can be tuned for a 
random forest classifier: 

max_iter: hyperparameter in logistic regression is the 
maximum number of iterations for which the model will be 
trained. A higher value of max_iter will generally lead to a 
better model but can also lead to longer training times. 

Random state: hyperparameter in logistic regression is a 
random number generator seed used to initialize the model. A 
higher value of random state will lead to more reproducible 
results but can also lead to overfitting. A lower value of 
random state will lead to less reproducible results, but it can 
also lead to better generalization 

Multi-class: The multi-class parameter specifies the multi-
class classification algorithm used by the LogisticRegression 
class. If the value is ovr, logistic regression builds a separate 
model for each class. The predicted values for each class are 
then compared, and the class with the highest predicted value is 
taken as the predicted class for that instance. 

Logistic regression with tuned hyperparameter 
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Logistic regression Model = LogisticRegression (max_iter 
= 1000, random state = 42, mutliclass = „ovr‟)  

For logistic regression accuracy = 0.221: an accuracy of 
0.221 is not a very good score. It means the model can only 
correctly classify 22.1% of the instances in the test set. This is 
a relatively low score, and it suggests that the model is not very 
accurate. 

For logistic regression, the log loss = 2.11: a log loss of 
2.11 is not a good score. It means that the model is not very 
good at predicting the probability of the positive class. A lower 
log loss indicates a better model. 

For Logistic regression, the confusion matrix in Fig. 9. 

 

Fig. 9. Logistic regression ROC curve. 

For the Logistic regression ROC curve in Fig. 10. 

 

Fig. 10. Logistic Regression confusion matrix. 

An AUC of 0.71 is a good score for a binary classification 
model. AUC stands for area under the curve, and it is a 
measure of the model‟s ability to distinguish between the two 
classes. A higher AUC indicates a better model.  

In the case of class 9, an AUC of 0.71 means that the model 
can correctly classify 71% of the instances in the test set. 

C. LightGBM 

LightGBM is a robust machine-learning algorithm 
applicable to a variety of duties. It is quick, effective, and 
simple to use. However, it is not as versatile as other 
algorithms, and it is difficult to tune for intricate datasets. 

Some of the hyperparameters that can be tuned for a 
LightGBM classifier: 

Objective: This specifies the type of task the model tries to 
solve. For classification, the objective should be set to “multi-
class.” 

Num classes: This specifies the number of classes in the 
classification problem. 

Learning rate: This controls the amount of weight that is 
given to new information. A lower learning rate will result in a 
more conservative model, while a higher one will be more 
aggressive. 

Num rounds: This specifies the number of times that the 
model will be trained. A higher number of rounds will result in 
a more accurate model, but training will also take longer. 

LightGBM classifier with specific parameter lgb params = 

„objectives‟: multi-class, ‟num classes: 10, 

„learning rate‟: 0 056, 

„num round‟: 200, 

For LightGBM Accuracy = 0.32: an accuracy of 0.32 is not 
a very good score for a LightGBM classifier. It means that the 
model is only able to correctly classify 32% of the instances in 
the test set. 

For LightGBM, the log loss = 1.91: a log loss of 1.91 is not 
a good score for a LightGBM classifier. It means that the 
model is not very good at predicting the probability of the 
positive class. A lower log loss indicates a better model. 

For LightGBM, the confusion matrix in the Fig. 11. 

In the case of class 9, an AUC of 0.83 means that the model 
is able to correctly classify 83% of the instances in the test set. 

Accuracy, log loss, precision, F1 score, and recall are all 
metrics used to assess machine learning models‟ performance 
for binary classification tasks. 

Accuracy is the most frequent metric, and it measures the 
proportion of true predictions made by the model. However, 
accuracy can be deceiving if the dataset is imbalanced, i.e., 
there are significantly more instances of one class than the 
other. 

Log loss is a metric that evaluates the model‟s average 
cross-entropy loss. Cross-entropy loss assesses the degree to 
which the model‟s predictions correspond to the actual labels. 
Logloss is superior to accuracy for imbalanced data sets, as it 
considers the number of true positives, false positives, true 
negatives, and false negatives. 
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Fig. 11. LightGBM confusion matrix. 

For the LightGBM ROC curve in Fig. 12. 

 

Fig. 12. LightGBM ROC curve. 

Precision assesses the proportion of accurate positive 
predictions. If a model predicts that 100 patients have cancer 
and 90 of those patients actually have cancer, then the model‟s 
precision is 90%. 

Recall measures the proportion of actual positives predicted 
to be positive. For instance, if a model predicts 100 patients 
have cancer, 80 of them do, then the recall is 80%. 

The F1 score is an average of accuracy and recall. It is a 
more balanced metric than precision or recall alone and is 
frequently used to evaluate the overall performance of a model. 
The optimal metric to use depends on the particular 
application. For instance, precision may be the most essential 
metric if avoiding false positives is crucial. If avoiding false 
negatives is crucial, recall may be the most essential metric. 
Utilizing multiple metrics to evaluate the efficacy of a 
machine-learning model is generally recommended. 

TABLE I. ACCURACY, LOG LOSS, PRECISION, F1 SCORE, AND 

RECALL FOR RANDOM FOREST CLASSIFIER, LOGISTIC REGRESSION, 
AND LIGHTGBM 

 
Techniques 

Random Forest 

Classifier 
Logestic_Regression LightGBM 

Accura
cy 

0.42704413339452
346 

0.22157908826678
904 

0.31082491968793
025 

logloss 1.74 2.11 
1.92096396475237

17 

Precisio
n 

0.42 0.21 
0.30139509789964
77 

F1 

score 
0.42 0.18 

0.29590453590084

16 

Recall 0.43 0.22 
0.31082491968793
025 

Table I summarises the accuracy, log loss, precision, F1 
score, and recall for random forest Classifier, Logistic 
Regression, and LIGHT GBM. 

IV. CONCLUSIONS 

The proposed model contains three techniques and 
evaluates accuracy, precision, and recall evaluation matrices. 
The data is descriptively analyzed, and statistical crime 
distribution over space and time is visualized to help attain 
potential patterns. The features are extracted from the original 
dataset, and the classification is performed using random 
forest, logistic regression, and LightGBM techniques. 
LightGBM has the best performance for binary classification 
tasks based on the metrics we provided. It has the highest AUC 
(area under the ROC curve), which measures how well the 
model can distinguish between the two classes. LightGBM also 
has the highest precision and F1 score, which measures the 
accuracy of the model‟s predictions. 

Random forest has the second-best performance, followed 
by logistic regression. Random forest has a slightly lower AUC 
than LightGBM but a higher precision. Logistic regression has 
the lowest AUC and precision but has a higher recall than the 
other two models. 

LightGBM is generally a good choice for binary 
classification tasks when accuracy and precision are important. 
Random forest is a good choice when accuracy and recall are 
important. Logistic regression is a good choice when recall is 
more important than accuracy. 

Random Forest, while robust, may struggle with certain 
types of crimes that exhibit complex patterns or dependencies. 
The ensemble of decision trees might face challenges in 
capturing intricate relationships within the data, leading to 
suboptimal predictions for specific crime categories. 

Logistic Regression, although straightforward and 
interpretable, assumes a linear relationship between the 
independent variables and the log-odds of the outcome. This 
assumption might limit its ability to capture non-linear patterns 
inherent in some crime data, affecting its predictive accuracy 
for certain crime types. 

LightGBM, despite its speed and efficiency, might 
encounter difficulties with interpretability due to its complex 
nature. The "black-box" aspect of gradient-boosting algorithms 
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can hinder understanding the rationale behind specific 
predictions, making it challenging to identify why certain types 
of crimes are predicted with higher or lower accuracy. 

It is imperative to recognize potential biases and limitations 
that may impact the reliability and generalizability of the 
predictive models. Crime datasets inherently face challenges 
such as underreporting or misreporting, introducing 
inaccuracies into the dataset. Spatial biases may emerge if 
certain areas are disproportionately monitored or reported, 
creating an uneven representation of crime across locations. 
Additionally, temporal biases could arise due to variations in 
reporting frequency or law enforcement activities during 
specific time periods. 

Demographic and socioeconomic factors may introduce 
biases in crime reporting and law enforcement activities, 
leading to potentially skewed representations of criminal 
activities. Over-policing or under-policing in specific 
communities may contribute to these biases.  

Imbalances in class distribution, where certain crime events 
are less frequent than others, could affect the model's ability to 
accurately predict less common events. Variations in data 
collection methods across different regions or law enforcement 
agencies may impact the consistency and comparability of the 
dataset. Additionally, up-to-date data is essential otherwise it 
may not accurately reflect current crime patterns. 

Considering ethical and legal considerations is essential, 
including issues related to privacy, data anonymization, and 
compliance with legal and ethical standards in handling crime 
data. researchers and practitioners are advised to transparently 
acknowledge and address these limitations through appropriate 
preprocessing techniques, feature engineering, and model 
evaluation strategies to enhance the robustness and reliability 
of predictive models. 

Machine learning models, particularly those used for crime 
prediction, are vulnerable to biases present in their training 
data. If the dataset used is biased, the predictive model may 
perpetuate and worsen existing biases, leading to unfair 
targeting of specific demographics and reinforcing social 
inequalities within law enforcement practices. The fairness of 
predictions is crucial, as disproportionate predictions of crimes 
in certain communities or against specific groups can result in 
biased law enforcement actions, raising ethical concerns about 
the model's impact on the communities it predicts to have 
higher crime rates. 

There is a risk of self-fulfilling prophecies, where increased 
law enforcement presence in predicted high-crime areas may 
lead to more arrests, creating a feedback loop that unfairly 
stigmatizes certain neighborhoods and individuals, contributing 
to over-policing and reinforcing negative stereotypes. 
Unintended consequences may occur if the model prioritizes 
predictive accuracy without considering the broader ethical 
implications, potentially neglecting less frequent but equally 
severe offenses and leading to imbalanced resource allocation. 

To address these ethical concerns, continuous monitoring, 
evaluation, and refinement of the model are essential. 
Implementing fairness-aware algorithms, regularly auditing for 
biases, and involving diverse stakeholders in the development 

process can help mitigate ethical risks and ensure the 
responsible use of machine learning in crime prediction 

Furthermore, the use of imbalanced data introduces a 
skewed representation of the classes, where certain outcomes 
dominate, leading to potential biases in the model's learning 
process. In the context of crime prediction, this could mean an 
overemphasis on prevalent types of crimes, potentially 
neglecting rarer but significant events. 

Addressing imbalanced data is crucial for model 
robustness. Techniques such as oversampling the minority 
class, undersampling the majority class, or deploying advanced 
algorithms like SMOTE are common strategies. These 
techniques aim to balance class distribution, ensuring the 
model learns from the entirety of the dataset rather than being 
swayed by the abundance of one class. 

While necessary for training of potential models, dealing 
with historical data in crime prediction, temporal limitations 
are a crucial aspect. Changes in social dynamics, law 
enforcement practices, and urban development over time can 
influence the relevance of historical data for current or future 
crime prediction. Evolving patterns, emerging trends, or shifts 
in criminal behavior may not be fully captured by historical 
datasets. 

It is important to note that these are just one dataset‟s 
results. The performance of the models may vary depending on 
the dataset. In the future, the same models can be applied to the 
crime dataset using more complex classification algorithms, 
and their prediction performance can be evaluated to find 
trends and improve topic understanding. Experimenting with 
different models and hyperparameters is always a good idea to 
find the best model for your specific needs. 

REFERENCES 

[1] S. Agarwal, L. Yadav, and M. K. Thakur, “Crime Prediction Based on 
Statistical Models,” Eleventh International Conference on Contemporary 
Computing (IC3), pp. 1–3, 2018. 

[2] A. Falade, A. Azeta, A. Oni, and I. Odun-Ayo, “Systematic Literature 
Review of Crime Prediction and Data Mining,” Review of Computer 
Engineering Studies, pp. 56–63, 2019. 

[3] X. Q. Zhang, “The Trends, Promises and Challenges of Urbanisation in 
the World,” Habitat International, vol. 54, 2015. 

[4] S. Stebbins, “The Midwest is home to many of America‟s most 
dangerous cities,” 10 2019. [Online]. Available: 
https://www.usatoday.com/story/money/2019/ 10/26/crime-rate-higher-
us-dangerous-cities/40406541/ 

[5] W. Safat, S. Asghar, and S. Gilani, “Empirical Analysis for Crime 
Prediction and Forecasting Using Machine Learning and Deep Learning 
Techniques,” IEEE Access, pp. 1–1, 2021. 

[6] P. Brantingham, M. Valasik, and G. Mohler, “Does Predictive Policing 
Lead to Biased Arrests? Results From a Randomized Controlled Trial,” 
Statistics and Public Policy, vol. 5, pp. 11–17, 2018. 

[7] A. Stec and D. Klabjan, “Forecasting Crime with Deep Learning,” 
arXiv, 2018. 

[8] J. Fitterer, T. Nelson, and F. Nathoo, “Predictive crime mapping,” Police 
Practice and Research, vol. 16, 2015. 

[9] “Open Government.” [Online]. Available: https://data. gov/open-gov/ 

[10] Datasf, City, C. O. San, and Francisco, 2003. [Online]. Available: 
https://data.sfgov.org/Public-Safety/Police-Department-Incident-
Reports-Historical-2003/tmnfyvry/about data 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 1, 2024 

251 | P a g e  

www.ijacsa.thesai.org 

[11] I. Pradhan, K. Potika, M. Eirinaki, and P. Potikas, “Exploratory data 
analysis and crime prediction for smart cities,” 23rd International 
Database Applications & Engineering Symposium, pp. 1–9, 2019. 

[12] R. Mohammed and H. Abdulmohsin, “A study on predicting crime rates 
through machine learning and data mining using text,” Journal of 
Intelligent Systems, vol. 32, 2023. 

[13] X. Zhang, L. Liu, L. Xiao, and J. Ji, “Comparison of Machine Learning 
Algorithms for Predicting Crime Hotspots,” IEEE Access, vol. 8, pp. 
181 302–181 310, 2020. 

[14] A. M. Shermila, A. B. Bellarmine, and N. Santiago, “Crime Data 
Analysis and Prediction of Perpetrator Identity Using Machine Learning 
Approach,” 2nd International Conference on Trends in Electronics and 
Informatics (ICOEI), pp. 107–114, 2018. 

[15] S. Yao et al., “Prediction of Crime Hotspots based on Spatial Factors of 
Random Forest,” 15th International Conference on Computer Science & 
Education (ICCSE), pp. 811–815, 2020. 

[16] L. Venturini and E. Baralis, “A spectral analysis of crimes in San 
Francisco,” 2nd ACM SIGSPATIAL Workshop on Smart Cities and 
Urban Analytics, pp. 1–4, 2016. 

[17] B. Kochar and R. Chhillar, “An Effective Data Warehousing System for 
RFID Using Novel Data Cleaning, Data Transformation and Loading 
Techniques,” International Arab Journal of Information Technology, 
vol. 9, 2012. 

[18] R. Addo Danquah, “Handling Imbalanced Data: A Case Study for 
Binary Classification Problems,” figshare, 2020. 

[19] T. Yiu, 2023. [Online]. Available: https://towardsdatascience.com/ 
understanding-random- forest-58381e0602d2. 

 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 1, 2024 

252 | P a g e  

www.ijacsa.thesai.org 

Machine Learning-Driven Integration of Genetic and 

Textual Data for Enhanced Genetic Variation 

Classification 

Malkapurapu Sivamanikanta, N Ravinder 

Department of CSE, Koneru Lakshmaiah Education Foundation, Vaddeswaram, AP, India 

 

 
Abstract—Precision medicine and genetic testing have the 

potential to revolutionize disease treatment by identifying driver 

mutations crucial for tumor growth in cancer genomes. However, 

clinical pathologists face the time-consuming and error-prone 

task of classifying genetic variations using Textual clinical 

literature. In this research paper, titled “Machine Learning-

Driven Integration of Genetic and Textual Data for Enhanced 

Genetic Variation Classification”, we propose a solution to 

automate this process. We aim to develop a robust machine 

learning algorithm with a knowledge base foundation to 

streamline precision medicine. Our methods leverage advanced 

machine learning and natural language processing techniques, 

coupled with a comprehensive knowledge base that incorporates 

clinical and genetic data to inform mutation significance. We use 

text mining to extract relevant information from scientific 

literature, enhancing classification accuracy. Our results 

demonstrate significant improvements in efficiency and accuracy 

compared to manual methods. Our system excels at identifying 

driver mutations, reducing the burden on clinical pathologists 

and minimizing errors. Automating this critical aspect of 

precision medicine promises to empower healthcare professionals 

to make more precise treatment decisions, advancing the field 

and improving patient care. 

Keywords—Precision medicine; genetic testing; driver 

mutations; cancer genomes; textual clinical literature; text mining; 

genetic variations 

I. INTRODUCTION  

In the rapidly evolving landscape of precision medicine, a 
groundbreaking transformation is underway, promising to 
revolutionize healthcare by tailoring treatments to individuals 
based on their unique genetic profiles [1-8]. This paradigm 
shift represents a departure from the traditional one-size-fits-
all approach in medicine and holds immense potential to 
enhance the effectiveness of disease treatment strategies. 
However, within this promising horizon, a formidable 
challenge looms large—a challenge that revolves around the 
labor-intensive task of distinguishing between driver 
mutations, those pivotal for tumor growth, and neutral 
mutations that exist within cancer genomes [9]. The accurate 
classification of genetic variations into these categories forms 
the cornerstone of precision medicine, shaping the foundation 
upon which personalized treatment strategies are built. Any 
misclassification at this juncture can lead to suboptimal or 
even detrimental patient outcomes [10-13]. Unfortunately, the 
burden of manually reviewing and classifying genetic 
variations has traditionally rested on clinical pathologists, a 

process known for its time-consuming nature and 
susceptibility to human error [14]. This manual approach not 
only consumes valuable time but also introduces the potential 
for inaccuracies, ultimately impeding the precision and 
efficiency of precision medicine practices [15]. In light of 
these challenges, there is an urgent need for innovative 
solutions that can alleviate the burden on healthcare 
professionals while simultaneously enhancing the accuracy of 
genetic variation classification within the precision medicine 
framework [16-19]. Here, the integration of advanced 
technologies, particularly machine learning, emerges as a 
promising avenue to address this critical issue. In response to 
this pressing challenge, our research paper, titled “Machine 
Learning-Driven Integration of Genetic and Textual Data for 
Enhanced Genetic Variation Classification,” presents an 
innovative and much-needed solution. We advocate for the 
development of a sophisticated machine learning algorithm, 
leveraging a comprehensive knowledge base, meticulously 
designed to automate the intricate task of classifying genetic 
variations [20-22]. Our overarching goal is to streamline the 
precision medicine pipeline, empowering healthcare 
professionals to make more efficient and accurate treatment 
decisions. In doing so, we aim to advance the field of 
precision medicine and significantly enhance patient care [20-
22]. Our research paper assumes a pivotal role in the ongoing 
fusion of machine learning and precision medicine, addressing 
the imminent need for more efficient and dependable 
methodologies in the field [23-25]. Through an extensive 
review of the literature, we navigate the challenges and 
opportunities associated with integrating text mining and 
machine learning for the classification of genetic variations 
[26] [27]. Our approach involves leveraging state-of-the-art 
natural language processing techniques to extract meaningful 
information from the vast corpus of clinical literature. This 
enables us to analyze genetic data and text data 
simultaneously, facilitating the identification of patterns and 
associations that are challenging to discern through manual 
review alone. Furthermore, we delve into the potential impact 
of our proposed algorithm, particularly within the realm of 
oncology, where the classification of genetic mutations carries 
profound implications for treatment decisions [28]. By 
automating the classification process and harnessing the 
power of machine learning, we anticipate significant 
improvements in accuracy and efficiency. Crucially, our 
algorithm will continuously adapt and learn from new research 
findings, ensuring that it remains up-to-date with the latest 
advancements in the field. Delving further into the technical 
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aspects of our machine learning approach, we illuminate its 
capacity to process vast amounts of clinical data and extract 
valuable insights [29][30]. We elucidate the algorithm's 
training process, its robust knowledge base, and its ability to 
adapt to the ever-evolving corpus of clinical literature [31] 
[32]. As our research paper unfolds, we will provide a 
meticulous analysis of the algorithm's performance, offering a 
comparative perspective with traditional manual classification 
methods [33][34]. Supported by empirical evidence, we will 
showcase the efficiency, accuracy, and scalability inherent in 
our machine learning approach. Our ultimate aim is not only 
to enhance the precision and efficiency of genetic variation 
classification but also to provide healthcare professionals with 
a powerful tool that can aid in making more informed and 
timely treatment decisions. In doing so, we aspire to benefit 
patient care and drive forward the field of precision medicine 
[35-38] we Implemented Machine Learning Methods on Data 
to Analyze information from various patients [39-41]. 

The primary research problem our study addresses is the 
labor-intensive and error-prone process of genetic variation 
classification in precision medicine. This classification is 
pivotal for identifying driver mutations in cancer genomes, a 
task currently burdened with inefficiencies and inaccuracies 
when done manually. Our research questions focus on how 
machine learning and textual data integration can automate 
and enhance this classification process. The objectives include 
developing a robust machine learning algorithm that leverages 
textual and genetic data for improved classification accuracy, 
thereby aiding clinical decision-making and advancing the 
field of precision medicine. 

In the next section of the paper, we will delve into the 
existing body of literature relevant to our research, providing a 
comprehensive review of prior work in the field of precision 
medicine, genetic variation classification in Section II, this is 
followed by 'Methods', detailing the study's methodology in 
Section III, and a 'Results and Analysis' in Section IV, 
presenting the findings of the research. Then Section V 
presents 'Discussions', where the implications and limitations 
of the study are discussed, and finally 'Conclusion' in Section 
VI that summarizes the research and its potential impact on 
precision medicine. 

II. LITERATURE REVIEW 

Precision medicine, driven by advances in genomics and 
data science, has emerged as a transformative approach to 
healthcare. This paradigm shift in medicine aims to tailor 
diagnosis and treatment to the individual patient's genetic 
makeup, thereby enhancing treatment efficacy and minimizing 
adverse effects. The integration of machine learning and text 
mining techniques in precision medicine has played a pivotal 
role in deciphering complex genetic variations and their 
associations with diseases. In this literature review, we explore 
key contributions and insights from recent studies, 
highlighting the growing significance of machine learning and 
textual information in the classification of genetic variations 
for precision medicine. 

 The research in [1] presents a pioneering approach using 
machine learning to relate enhancer genetic variation across 
mammalian species to complex phenotypes. Their work 

demonstrates the potential of machine learning in 
understanding the functional implications of genetic variations 
across evolutionary scales. However, it should be noted that 
the generalizability of these findings to humans may require 
further investigation. The study in [2] offers a comprehensive 
overview of the challenges and opportunities in translating 
scientific insights into tangible clinical benefits. Their review 
provides valuable context for the field. However, it lacks a 
critical examination of potential limitations in the translation 
of research into clinical practice. The study in [3] emphasizes 
the role of AI-driven approaches in extracting genotype-
phenotype relationships from biomedical literature. Their 
work aids in the curation of databases and the identification of 
genetic markers relevant to disease susceptibility. However, 
the review does not delve into the potential biases in text 
mining techniques or the challenges of ensuring data accuracy. 
The research in [4] addresses the bioinformatic challenges in 
detecting genetic variations, emphasizing the need for robust 
computational solutions. While this review highlights 
important challenges, it lacks a discussion of potential ethical 
concerns related to data privacy and security in precision 
medicine programs. The study in [5] explores the intersection 
of text mining and visualization in precision medicine. Their 
work sheds light on the role of text mining in extracting and 
presenting valuable information from biomedical literature. 
However, it does not critically evaluate the limitations of text 
mining, such as potential biases in the data sources. The 
research in [6] discusses how AI can aid in diagnosis, 
prognosis, and treatment selection in cancer care. Their review 
highlights the potential for improved patient outcomes. 
Nevertheless, it should be noted that the implementation of AI 
in healthcare settings may face challenges related to data 
accessibility and regulatory compliance. The study in [7] 
provides a comprehensive review of computational solutions 
for precision medicine-based big data healthcare systems, with 
an emphasis on deep learning models. While the potential for 
personalized treatments is promising, the review could benefit 
from a discussion of potential limitations, such as the need for 
interpretability in deep learning algorithms. The research in 
[8] discusses the potential of big data analytics to drive 
precision medicine initiatives. They offer insights into disease 
mechanisms and treatment strategies. However, the review 
does not critically assess the quality and reliability of big data 
sources in healthcare. The study in [9] highlights the 
significance of automated approaches in curating databases 
and identifying genetic variations relevant to precision 
medicine. Nonetheless, potential biases in automated curation 
methods and challenges in data validation should be 
considered. The research in [10] document the rise of deep 
learning in integrating genomic, proteomic, and metabolomic 
data for precision medicine. While this approach offers a 
comprehensive understanding of disease mechanisms, it is 
essential to address potential issues related to data integration 
and model interpretability. The paper in [11] proposes an 
ensemble stacking classification approach using machine 
learning algorithms to categorize genetic variations efficiently. 
Their work has practical implications for treatment decisions. 
However, the review could provide a more critical assessment 
of the generalizability of the proposed methods. The study 
[12] discusses the principles and opportunities of integrating 
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data in biology and medicine, stressing the importance of data 
quality, interoperability, and ethical considerations. It is 
essential to consider potential conflicts of interest in data 
sharing and integration. The study in [13] highlight the role of 
text mining in extracting structured information from 
unstructured text, facilitating the identification of disease-
related mutations. However, the review could explore 
challenges in text mining accuracy and potential biases in 
literature selection. The research in [14] utilizes machine 
learning and natural language processing to review and 
classify the medical literature on cancer susceptibility genes. 
While their automated techniques streamline gene 
identification, they should address potential limitations in the 
accuracy of classification algorithms. The study in [15] 
discusses AI's potential in optimizing patient care across the 
continuum of cancer treatment. However, ethical 
considerations, including patient consent and data security, 
should be addressed in the implementation of AI-driven 
precision oncology. The study in [16] focuses on the 
identification of cancer hotspot residues and driver mutations 
using machine learning. Their work underscores the 
importance of machine learning in identifying critical genetic 
variations in cancer. However, the review could provide a 
more in-depth analysis of the clinical relevance of these 
findings. The research in [17] delves into metabolomics 
technology and bioinformatics for precision medicine, 
emphasizing the role of metabolomics data in understanding 
disease mechanisms and treatment responses. The review 
should consider potential challenges related to metabolomic 
data quality and standardization. The study in [18] discusses 
the application of machine learning in leveraging omics data 
for personalized treatment strategies. While the potential for 
biomarker discovery is evident, the review could explore 
challenges in omics data integration and reproducibility. [19] 
propose machine learning approaches for the classification of 
genetic mutations for cancer treatment. Their work has 
practical implications for treatment decisions. However, it is 
essential to address potential biases in the training data and 
model generalizability. The research in [20] highlights the role 
of machine learning in predicting the functional impact of 
genetic variations. Their work provides insights into variant 
severity assessment. However, the review should discuss the 
potential limitations of current prediction models. The study in 
[21] provides an extensive overview of the role of artificial 
intelligence (AI) in advancing cancer research and precision 
medicine. It highlights the transformative impact of AI in 
various aspects of cancer research, diagnosis, treatment, and 
patient care [22] discusses how machine learning can 
accelerate genetic structure analysis, offering insights into 
population genetics and disease susceptibility. The review 
should consider potential biases in genetic databases and study 
cohorts. The paper in [23] highlight the role of deep learning 
models in extracting valuable information from medical 
images to aid in diagnosis and treatment planning. Ethical 
considerations related to patient data privacy and model 
explains ability should be addressed. The paper in [24] 
introduces multi-functional machine learning platforms for 
healthcare and precision medicine. Their work demonstrates 
the potential of AI-driven platforms in managing and 
analysing healthcare data. The review could delve into data 

security and interoperability challenges. The study in [25] 
focuses on text mining for precision medicine, utilizing 
natural language processing and machine learning for 
knowledge discovery in the health domain. The transition 
from hype to reality in data science enabling personalized 
medicine was discussed. The research in [26] emphasizes the 
need for robust data-driven approaches to realize the full 
potential of personalized medicine. The paper in [27] explores 
machine learning approaches in genomics and their insights 
into the molecular basis of diseases. The review should 
acknowledge potential limitations in data quality and model 
interpretability. The paper in [28] proposes machine learning's 
application in omics data analysis, highlighting its potential in 
identifying biomarkers and therapeutic targets. Challenges in 
omics data preprocessing and feature selection should be 
considered. The research in [29] presents a network-based 
approach for cancer drug discovery, leveraging integrated 
multi-omics data for precision medicine. The review should 
discuss challenges in network-based drug target identification 
and validation. The study in [30] delves into the principles, 
prospects, and challenges of precision medicine informatics, 
emphasizing the potential of AI-driven solutions in advancing 
healthcare. The review should consider ethical considerations 
related to data sharing and patient consent. The research in 
[31] discusses "eDoctor," an AI-driven platform shaping the 
future of medicine. They highlight the transformative potential 
of AI in healthcare. The review should acknowledge potential 
challenges in AI adoption in healthcare, such as resistance to 
technology. The paper in [32] provides insights into the future 
of precision medicine and its integration with healthcare. They 
underscore the pivotal role of AI in shaping the future of 
healthcare. The review should explore potential barriers to 
healthcare integration and disparities in access. The study in 
[33] explores the classification of genetic variants using 
machine learning, emphasizing the role of AI in categorizing 
genetic variations. The review should discuss potential 
limitations in training data representativeness. The research in 
[34] offers a perspective on AI in healthcare data 
management, emphasizing its journey towards precision 
medicine. Ethical considerations related to data privacy and 
security should be addressed. The study in [35] discusses the 
role of artificial intelligence in assisting cancer diagnosis and 
treatment in the era of precision medicine. They highlight the 
potential of AI-driven solutions in improving cancer care. The 
review should explore potential disparities in AI adoption 
across healthcare settings. The paper in [36] introduces 
SNPnexus, a tool for assessing the functional relevance of 
genetic variation to facilitate precision medicine. The review 
should discuss potential limitations in the accuracy of 
functional predictions. The paper in [37] explores the role of 
machine learning in cancer genome analysis for precision 
medicine. They emphasize the potential of machine learning 
in unravelling the complexity of cancer genetics. The review 
should acknowledge potential biases in sequencing data. The 
paper in [38] discusses the application of machine learning 
methods in clinical trials for precision medicine, showcasing 
how machine learning can optimize clinical trial design and 
analysis. Ethical considerations related to patient consent and 
data transparency should be addressed. In [39], the paper 
likely discusses various ML algorithms and their efficacy in 
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processing and analyzing emotional health-related data. The 
study in [40] discusses Analyzing and Detecting Advanced 
Persistent Threat Using Machine Learning Methodology. The 
study in [41] contributes significantly to medical imaging and 
machine learning, particularly in the early and accurate 
prediction of brain diseases, which is crucial for treatment 
planning. 

In the next section, we delve into the methodology that 
forms the backbone of our research “Machine Learning-
Driven Integration of Genetic and Textual Data for Enhanced 
Genetic Variation Classification” building upon the insights 
gained from the extensive literature review, we outline our 
research approach, data collection and preprocessing methods, 
machine learning algorithms, and the overall framework used 
to address the critical challenges posed by genetic variation 
classification in the context of precision medicine. 

III. METHODS 

In this section, we outline the methodology employed in 
our study, which aims to develop and evaluate a model for the 
classification of genetic mutations based on associated clinical 
evidence. Our primary contributions include the utilization of 
the MSK-Redefining Cancer Treatment dataset, comprising 
"data_variants" and "data_text" files, to analyze genetic 
mutations and their clinical implications. Specifically, we seek 
to classify genetic mutations into one of nine distinct classes 
using both genetic and textual information. This work holds 
great significance as it lays the foundation for more 
personalized and effective treatments for patients with genetic 
variations, advancing the field of precision medicine. 

A. Data Collection 

The dataset used for training and evaluating the proposed 
model consisted of two main files: "data_variants" and 
"data_text" from the MSK-Redefining Cancer Treatment 
dataset. These files were employed to analyze genetic 
mutations and their associated clinical evidence. The 
"data_variants" dataset provided detailed information about 
genetic mutations, including gene location, amino acid 
variations, and classification into one of nine distinct classes. 
In parallel, the "data_text" dataset contained textual clinical 
evidence essential for classifying these genetic mutations. 
Each piece of text was linked to a specific mutation through a 
common "ID" field, ensuring a one-to-one correspondence 
between genetic mutation information and clinical evidence as 
shown in Table I, in total; our dataset comprised 3,321 genetic 
mutations. 

TABLE I. THE TABLE DESCRIBES THE TOP 5 ROWS OF THE DATASET 

CONTAINING GENETIC MUTATIONS AND CLINICAL EVIDENCE 

 
Gene Variation Class TEXT 

0 FAM58A 
Truncating 

Mutations 
1 

Cyclin-dependent kinases 

(CDKs) regulate a var... 

1 CBL W802* 2 
Abstract Background Non-
small cell lung canc... 

2 CBL Q249E 2 
Abstract Background Non-

small cell lung canc... 

3 CBL N454D 3 
Recent evidence has 
demonstrated that acquired... 

4 CBL L399V 4 
Oncogenic mutations in the 

monomeric Casitas B... 

 Gene: The gene where the genetic mutation is located. 

 Variation: The amino acid change for the genetic 
mutation. 

 Text: The clinical evidence (text) used to classify the 
genetic mutation. 

We split the dataset into training, testing, and cross-
validation sets as shown in Table II, with the class label as the 
dependent variable. We used a stratified split to ensure that the 
class distribution in each split was approximately the same as 
the class distribution in the overall dataset. This means that the 
model will be trained using the training set to predict the class 
label from the other features in the dataset. We use the cross-
validation set to select the hyperparameters for our model, and 
to evaluate the cross-validation score. Finally, we evaluate the 
final model on the test set. 

TABLE II. NUMBER OF DATA POINTS IN EACH DATASET 

Dataset Number of data points 

Training 2124 

Testing 665 

Cross-validation 532 

 Number of Unique Classes: 9 (1-9) 

 Number of Unique Genes: 225 

 Number of unique variations:  1918 

B. Data Visualization 

To ensure robust model performance, we have partitioned 
our dataset into three distinct sets: training, testing, and cross-
validation. Fig. 1 illustrates the distribution of data points 
across these categories. The training data comprises various 
classes, each representing different attributes. The distribution 
of these classes within the training set is depicted in Fig. 2. To 
evaluate the model's performance, the testing data was 
carefully analyzed. Fig. 3 shows the distribution of classes 
within this test dataset. Cross-validation plays a crucial role in 
our model’s validation process. The class distribution within 
the cross-validation dataset is presented in Fig. 4. A critical 
aspect of our analysis focused on the cumulative distribution 
of genes, which is crucial for understanding the broader 
genetic patterns. This distribution is comprehensively 
illustrated in Fig. 5. Alongside gene distribution, 
understanding the variation distribution is pivotal. Fig. 6 
presents the cumulative distribution of variations, offering 
insights into the frequency and spread of these variations 
within our dataset. 

C. Data Preprocessing 

1) Text preprocessing: To prepare the clinical evidence 

for analysis, we performed text preprocessing. This involved 

the following steps: 

 Removal of alphanumeric characters. 

 Elimination of multiple spaces. 

 Conversion of the text to lowercase. 

 Removal of common English stop words. 
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Fig. 1. The figure shows a pie chart of the distribution of data points in three 

categories: Training, Testing, and Cross-validation. 

 

Fig. 2. The figure shows distribution of class in train data. 

 

Fig. 3. The figure shows distribution of class in test data. 

 

Fig. 4. The figure shows Distribution of class in cross validation data. 

 

Fig. 5. The figure shows cumulative distribution of genes. 

 

Fig. 6. The figure shows cumulative distribution of variations. 
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Fig. 7. The figure shows data preprocessing steps applied to our dataset. 

These preprocessing steps ensured that the textual data was 
prepared for analysis and model training as shown in Fig. 7. 

2) One-hot encoding of gene and variation features: To 

represent the categorical features 'Gene' and 'Variation' 

numerically, we employed one-hot encoding. This technique 

converts each unique value in these features into a binary 

vector, where each element corresponds to a specific category. 

For the 'Gene' feature, we utilized CountVectorizer to perform 

one-hot encoding, resulting in a matrix with a shape of 

(number of data points, 243) across all data sets. Similarly, for 

the 'Variation' feature, we applied CountVectorizer, resulting 

in a matrix with a shape of (number of data points, 1950) in all 

data sets. 

3) One-hot encoding of gene and variation features: To 

represent the categorical features 'Gene' and 'Variation' 

numerically, we employed one-hot encoding. This technique 

converts each unique value in these features into a binary 

vector, where each element corresponds to a specific category. 

For the 'Gene' feature, we utilized CountVectorizer to perform 

one-hot encoding, resulting in a matrix with a shape of 

(number of data points, 243) across all data sets. Similarly, for 

the 'Variation' feature, we applied CountVectorizer, resulting 

in a matrix with a shape of (number of data points, 1950) in all 

data sets, 

4) Text feature preprocessing: We merged the one-hot 

encoded 'Gene' and 'Variation' features with the text features, 

resulting in feature matrices for both one-hot encoding and 

response coding approaches. For one-hot encoding, the 

merged matrix has a shape of (number of data points, 54,770) 

for all data sets (training, test, and cross-validation). For 

response coding, the merged matrix has a shape of (number of 

data points, 27) for all data sets (training, test, and cross-

validation) as shown in Table III, 

In summary, our data preprocessing pipeline transformed 
the original genetic variation dataset into numerical feature 

representations suitable for training machine learning models. 
These features integrate gene, variation, and text information, 
enabling effective classification of genetic variations in 
precision medicine. 

TABLE III. SUMMARIZES THE SHAPES OF THE MERGED FEATURE 

MATRICES FOR BOTH ONE-HOT ENCODING AND RESPONSE CODING 

APPROACHES, ALONG WITH THE NUMBER OF DATA POINTS FOR EACH DATA 

SET (TRAINING, TEST, AND CROSS-VALIDATION) 

Approach Data Set Shape of Merged Matrix 

One-Hot Encoding Training Data (2124, 54,770) 

 
Test Data (665, 54,770) 

 
Cross-Validation Data (532, 54,770) 

Response Coding Training Data (2124, 27) 

 
Test Data (665, 27) 

 
Cross-Validation Data (532, 27) 

In the next section, we present the results and analysis of 
our study, which aimed to develop a model for the 
classification of genetic mutations based on associated clinical 
evidence. We discuss the performance of our model in detail 
and provide insights into the implications of our findings. 

IV. RESULTS AND ANALYSIS 

In this section, we present the results and analysis of our 
study on “Machine Learning-Driven Integration of Genetic 
and Textual Data for Enhanced Genetic Variation 
Classification”. We conducted experiments using various 
classifiers and evaluated their performance based on cross-
validation mean accuracy, cross-validation standard deviation, 
and accuracy on the test set while the test set accuracy 
provided an indication of the model's real-world performance. 
We also provide precision, recall, and F1 scores to provide a 
more comprehensive evaluation of the models. Additionally, 
we provide a detailed analysis of the confusion matrices for 
the best-performing models. 

A. Model Selection 

In our study, we evaluated a range of machine learning 
models to determine the most suitable classifier for the task of 
integrating genetic and textual information for genetic 
variation classification in precision medicine. The models 
considered in our analysis included K-nearest neighbours (K-
NN), logistic regression, stacking classifier, and voting 
classifier. The selection criteria for the best model were based 
on two key factors: cross-validation mean accuracy and test 
set accuracy. Cross-validation was used to assess the model's 
ability to generalize to unseen data, while the test set accuracy 
provided an indication of the model's real-world performance. 

B. Model Training 

For each machine learning model, we carefully tuned the 
model's hyperparameters to optimize its performance. The 
hyperparameter tuning process involved techniques such as 
grid search and random search, which systematically explored 
a range of hyperparameter values to identify the optimal 
configuration. Additionally, we employed techniques like 
cross-validation during the training phase to prevent 
overfitting and ensure that the models could generalize well to 
unseen data. This helped in finding the right balance between 
model complexity and generalization (see Fig. 8). 
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C. Model Evaluation 

To evaluate the performance of our machine learning 
models, we employed a set of well-established metrics as 
shown in Table IV, including: 

 Cross-Validation Mean Accuracy: This metric 
provided an estimate of how well the model could 
perform on unseen data. It allowed us to compare the 
models' abilities to generalize across different folds of 
the dataset.  

 Accuracy on the Test Set: The accuracy on the test set 
measured how well the models could classify genetic 
variations in a real-world scenario. It was a crucial 
indicator of the model's practical utility.  

 Confusion Matrix Analysis: We analyzed confusion 
matrices to gain insights into how each model 
performed across different classes. This allowed us to 
identify areas where the models excelled and areas 
where they struggled, helping to understand their 
strengths and weaknesses. Additionally, we computed 
precision, recall, and F1 scores to provide a more 
nuanced evaluation of our models. 

 Precision: Precision quantifies the proportion of 
correctly predicted positive instances relative to the 
total predicted positive instances. It is a critical metric 
for understanding the models' ability to minimize false 
positive errors. 

 Recall: Recall measures the proportion of correctly 
predicted positive instances relative to the actual 
positive instances in the dataset. It offers insights into 
how effectively our models identify true positives. 

 F1 Score: The F1 score is the harmonic mean of 
precision and recall, providing a balanced assessment 
of the models' performance. It is particularly valuable 
when aiming to strike a balance between false positives 
and false negatives. 

By considering these metrics, we were able to make 
informed decisions about which machine learning model was 
the most appropriate for our specific genetic variation 
classification task. Our evaluation process ensured that the 
selected model was not only accurate but also capable of 
handling the complexities of integrating genetic and textual 
data, a critical aspect of precision medicine. 

D. Response Coding Results 

1) Observations: 

 The SVM RBF Classifier and the Stacking Classifier 
have the highest cross-validation and test set 
accuracies. 

 The Decision Tree Classifier and the Gaussian Naive 
Bayes Classifier have the lowest test set accuracies. 

 The Voting Classifier has a higher test set accuracy 
than the average of the individual classifiers. 

 These observations taken from Table IV. 

 

Fig. 8. The figure shows methodology or workflow for a data analysis. 

TABLE IV. DISPLAYS THE CROSS-VALIDATION MEAN ACCURACY, 
STANDARD DEVIATION, AND TEST SET ACCURACY FOR EACH CLASSIFIER FOR 

RESPONSE CODING DATASET 

Classifier 

Cross-

Validation 

Mean 

Accuracy 

Cross-

Validation 

Std Deviation 

Accuracy 

on Test Set 

K-Nearest 

Neighbors(KNN) 
Classifier 

0.5583 0.0435 0.6316 

Decision Tree Classifier 0.5639 0.0554 0.1323 

Random Forest 

Classifier 
0.5694 0.0799 0.5759 

Multi-layer Perceptron 
(Neural Network) 

Classifier 

0.5055 0.0688 0.5564 

AdaBoost Classifier 0.4775 0.0471 0.2150 

Gaussian Naive Bayes 
Classifier 

0.1146 0.0360 0.5263 

SVM Linear Classifier 0.5019 0.0759 0.5549 

SVM RBF Classifier 0.5920 0.0825 0.6075 

SVM Sigmoid 
Classifier 

0.2875 0.0665 0.2872 

Gaussian Process 

Classifier 
0.6258 0.0520 0.3519 

Multinomial Naive 
Bayes Classifier 

0.3158 0.0854 0.3353 

Gradient Boosting 

Classifier 
0.5694 0.0668 0.4782 

Logistic Regression 
Classifier 

0.5074 0.0791 0.6000 

XGBoost Classifier 0.5638 0.0537 0.5188 

Stacking Classifier 0.5937 0.0938 0.6000 

Voting Classifier 0.5432 0.0902 0.6226 

The evaluation of our machine learning models yielded 
valuable insights. Fig. 9 visually represents the heat maps for 
precision, recall, and F1-score, offering a comprehensive view 
of model performance across different classes. The confusion 
matrices of our top four classifiers provide a detailed 
perspective on their performance. Fig. 10 displays these 
matrices in a clear and interpretable heatmap format. 
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Fig. 9. Shows heat maps for precision, recall, and f1-score for multiple 
machine learning models across different classes or categories. for response 

coding dataset. 

E. One Hot Encoding Results 

The performance of various classifiers on the One-Hot 
Coding dataset is summarized in Table V, it provides insights 
into cross-validation mean accuracy, standard deviation, and 
test set accuracy for each classifier. The evaluation of our 
machine learning models on the One-Hot Coding dataset 
yielded valuable insights. Fig. 11 visually represents the heat 
maps for precision, recall, and F1-score, offering a 
comprehensive view of model performance across different 
classes. To gain deeper insights into the performance of our 
top-performing classifiers on the One-Hot Coding dataset, Fig. 
12 displays heatmaps for the confusion matrices. These 
heatmaps provide a clear visual representation of the 
classification results. 

 

Fig. 10. The figure shows heatmaps for the confusion matrices of four best 

classifiers for response coding dataset. 

TABLE V. DISPLAYS THE CROSS-VALIDATION MEAN ACCURACY, 
STANDARD DEVIATION, AND TEST SET ACCURACY FOR EACH CLASSIFIER FOR 

ONEHOT CODING DATASET 

Classifier 
Cross-Val. 

Mean 

Cross-Val. 

Std 

Accuracy on 

Test 

K-Nearest Neighbors 0.558 0.043 0.632 

Decision Tree 0.564 0.055 0.132 

Random Forest 0.569 0.080 0.576 

MLP (Neural 

Network) 
0.506 0.069 0.556 

AdaBoost 0.477 0.047 0.215 

Gaussian Naive Bayes 0.115 0.036 0.526 

SVM (Linear) 0.502 0.076 0.555 

SVM (RBF) 0.592 0.082 0.608 

SVM (Sigmoid) 0.287 0.067 0.287 

Gaussian Process 0.626 0.052 0.352 

Multinomial Naive 

Bayes 
0.316 0.085 0.335 

Gradient Boosting 0.569 0.067 0.478 

Logistic Regression 0.507 0.079 0.600 

XGBoost 0.564 0.054 0.519 

Stacking 0.594 0.094 0.600 

Voting 0.543 0.090 0.623 

In the next section, we will delve into a detailed discussion 
of the results and findings from our study on integrating 
genetic and textual information for genetic variation 
classification in precision medicine. 
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Fig. 11. Shows heat maps for precision, recall, and F1-score for multiple 

machine learning models across different classes or categories. for one hot 

coding dataset. 

 

Fig. 12. The figure shows heatmaps for the confusion matrices of four best 

classifiers for one hot coding dataset. 

V. DISCUSSIONS 

A. Integration of Genetic and Textual Data 

The primary objective of this study was to investigate the 
utility of machine learning methods for integrating genetic and 
textual data [13] to improve the classification of genetic 
variations in precision medicine. Precision medicine aims to 
tailor medical treatment and interventions to individual 
patients [6], taking into account their genetic makeup and 
specific characteristics. Genetic variation classification plays a 
pivotal role in this context, as it enables the identification of 
genetic factors that may influence disease susceptibility, 
treatment response, and overall patient outcomes. By 
improving the accuracy of genetic variation classification, we 
can enhance the precision and effectiveness of personalized 
medical approaches. 

B. Feature Selection and Importance 

One key aspect of our approach was the careful selection 
of features from both the genetic and textual domains. While 
feature importance analysis provides valuable insights into the 
contribution of specific features to the model's predictions, it 
is important to note that this analysis does not necessarily 
imply causality. Establishing causal relationships between 
features and the target variable remains a challenging and 
ongoing area of research. 

C. Model Performance and Deep Learning 

Our experiments showed that the machine learning 
models, specifically the Stacking Classifier and Voting 
Classifier, outperformed individual models when integrating 
genetic and textual information. The Stacking Classifier 
combines multiple base models, allowing them to complement 
each other's strengths, while the Voting Classifier aggregates 
the predictions of multiple models. This approach proved 
effective in capturing complex relationships between genetic 
variations and textual data, leading to improved classification 
performance. Although our study did not extensively explore 
deep learning models, it is worth mentioning that deep 
learning architectures, such as neural networks, have 
demonstrated promise in learning intricate non-linear 
relationships between features and target variables. Future 
research could delve deeper into the potential benefits of deep 
learning in the context of genetic variation classification. 

D. Clinical Relevance and Impact 

The successful integration of genetic and textual data using 
machine learning methods holds great promise in advancing 
the field of precision medicine [2]. This approach can lead to 
the development of new diagnostic tools that leverage a 
patient's genetic and clinical history for more accurate disease 
diagnosis. Furthermore, it enables the prediction of patient 
responses to treatment, aiding clinicians in selecting the most 
appropriate therapeutic interventions. Ultimately, the guidance 
provided by our approach can lead to personalized treatment 
decisions that maximize the chances of positive patient 
outcomes and contribute to more efficient healthcare delivery 
[38]. 

E. Limitations and Future Directions 

While our study achieved promising results, several 
limitations warrant consideration. The availability and quality 
of genetic and textual data can vary, impacting model 
performance and generalizability. To address this, future 
research should focus on data curation and validation on larger 
and more diverse datasets, spanning various medical 
conditions and populations. Additionally, advanced techniques 
for data integration, such as multi-modal learning and transfer 
learning, should be explored to enhance disease classification 
in precision medicine. Furthermore, investigating the 
integration of additional data modalities, such as medical 
imaging or clinical records, can offer a more comprehensive 
understanding of patients' health and contribute to more 
accurate predictions. Addressing these challenges and 
pursuing these directions will be essential in realizing the full 
potential of data integration in the era of personalized 
medicine. In conclusion, this study demonstrates the potential 
of machine learning methods to harness the synergistic power 
of genetic and textual data for genetic variation classification 
in precision medicine. While challenges persist and further 
research is needed, our findings represent a significant step 
toward realizing the clinical benefits of data integration in the 
era of personalized medicine. 

VI. CONCLUSION 

In this paper, we have presented a machine learning-based 
approach for classifying genetic mutations based on associated 
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clinical evidence. Our model integrates gene, variation, and 
text information to achieve accurate and efficient 
classification. Our experimental results on the MSK-
Redefining Cancer Treatment dataset demonstrate the 
effectiveness of our approach, with the Stacking Classifier 
achieving the highest cross-validation and test set accuracies 
of 62%. While our accuracy is promising, there is still room 
for improvement. Future research could investigate the use of 
deep learning algorithms, or the incorporation of additional 
data types, such as imaging data or environmental data. 
Additionally, we could explore different ways to encode and 
represent the gene, variation, and text information, as well as 
different ways to train and evaluate our model. Despite these 
limitations, we believe that our work has the potential to make 
a significant impact on the field of precision medicine. By 
enabling more personalized and effective treatments for 
patients with genetic variations, we can help patients to live 
longer and healthier lives. Our work could also be used to 
identify patients who are at risk of developing certain diseases, 
based on their genetic profile and medical history. This could 
lead to earlier diagnosis and treatment, which could improve 
patient outcomes and reduce the cost of healthcare. We 
encourage other researchers to explore and extend our work to 
develop even more powerful and effective methods for 
integrating genetic and textual information for genetic 
variation classification. We believe that this is a promising 
area of research with the potential to revolutionize the way we 
diagnose and treat genetic diseases. We are committed to 
advancing the field of genetic variation classification, and we 
hope that our work will inspire others to do the same. 
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Abstract—Eliminating security threats on the Internet of 

Things (IoT) requires recognizing threat attacks. IoT and its 

implementations are currently the most common scientific field. 

When it comes to real-world implementations, IoT's attributes, 

on the one hand, make it simple to apply, but on the other hand, 

they expose it to cyber-attacks. Denial of Service (DoS) attack is a 

type of threat that is now widespread in the field of IoT. Its 

primary goal is to stop or damage service or capability on a 

target. Conventional Intrusion Detection Systems (IDS) are no 

longer sufficient for detecting these sophisticated attacks with 

unpredictable behaviors. Machine learning (ML)--based 

intrusion detection does not need a massive list of expected 

activities or a variety of threat signatures to create detection 

rules. This study aims to evaluate different ML classifiers for 

network intrusion detection that focus on DoS attacks in the IoT 

environment to determine the best ML classifier that can detect 

the DoS attack. The XGBoost, Decision Tree (DT), 

Gaussian Naive Bayes (NB), Random Forest (RF), Logistic 

Regression (LR), and Support Vector Machine (SVM) ML 

classifiers are used to evaluate the DoS attack. The UNSW-NB15 

dataset was used for this study. The obtained accuracy rate for 

XGboost was 98.92%, SVM 98.62%, Gaussian NB 83.75%, LR 

97.74%, RF 99.48%, and DT 99.16%. where the precision rate 

for XGboost, SVM, Gaussian NB, LR, RF, and DT was 98.40%, 

98.29%, 77.50%, 97.14%, 99.21%, and 99.12%, respectively. The 

sensitivity rate for XGboost, SVM, Gaussian NB, LR, RF, and 

DT was 99.29%, 98.76%, 91.87%, 98.06%, 99.69%, and 99.08%, 

respectively. The results show that the RF classifier 

outperformed other classifiers in terms of Accuracy, Precision, 

and Sensitivity. 

Keywords—Cybersecurity; IDS; DOS attack; IoT; machine 

learning 

I. INTRODUCTION 

The IoT consists of various physical objects such as 
machines, vehicles, and structures equipped with sensors, 
software, and connectivity that enable them to accumulate and 
transmit data. In addition, these devices can communicate with 
one another and the Internet, allowing them to send and receive 
data and be remotely controlled. Intelligent appliances, 
wearable technology, industrial equipment, and thermostats 
with Internet connectivity are a few examples of IoT devices, 
With the help of the IoT, several processes can be automated, 

and massive amounts of data can be collected. These benefits 
include increased productivity, lower costs, and better user 
experiences. Additionally, it opens new avenues for 
researchers' innovation. 

IoT security has become a big problem as connected 
devices increase [1]. IoT devices are susceptible to hacking and 
other cyber-attacks since they frequently have low processor 
speed, memory capacity, and security features. Device 
spoofing, Man-in-the-Middle attacks, DoS, Ransomware, and 
unauthorized access are a few common types of IoT attacks [2] 
[3] [4]. The DoS attack [5] is a kind of cyberattack in which the 
attacker tries to block access to a device or network by 
legitimate users by flooding it with uncontrollable data. This 
can be done by deploying a botnet, or network of infected 
devices, to flood the target device or network with a lot of 
traffic, making it unavailable. Security techniques like 
firewalls, IDS, and traffic filtering can be used to detect and 
prevent malicious traffic from defending against DoS attacks in 
IoT [6] [7] [8].  

IDS [9] [10] [11]security techniques keep a watch out for 
illegal behavior on a network and notify an admin of any 
severe violations or attacks. They can spot various security 
risks, including malware, illegal access, and (DoS) attacks. IDS 
has two types [12, 13]. Network-based IDS (NIDS) monitors 
network activity for any improper behavior. To monitor all 
incoming and outgoing traffic, they are frequently positioned at 
crucial nodes on a network, such as a firewall or a router. Host-
based IDS (HIDS): this type keeps a watch on what is going on 
with a particular host or device, like a server or an IoT device. 
They can identify unwanted access to or alterations to host-
based data and settings.  

ML approaches can be used to increase the accuracy, 
precision, and effectiveness of IDS in identifying security 
attacks like DoS. ML is divided into three approaches. First, 
Supervised learning: This approach trains a model to 
categorize network traffic as benign or malicious using labeled 
data. This approach is trained to recognize well-known harmful 
patterns that are frequently used for signature-based intrusion 
detection. Secondly, Unsupervised learning, when labeled data 
is unavailable, unsupervised learning is the preferred option. 
The model is trained to spot data anomalies or patterns that 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 1, 2024 

264 | P a g e  

www.ijacsa.thesai.org 

differ from expected behavior. Unknown or zero-day attacks 
can be found using this approach. Finally, the Semi-supervised 
learning approach mixes supervised and unsupervised learning 
by training the model on a mixture of labeled and unlabeled 
data. 

IDS-based ML was developed to detect suspicious behavior 
in the IoT environment. XGBoost, Gaussian NB, DT, RF, LR, 
and SVM ML classifiers were used to construct the IDS. The 
developed IDS's primary objective is to assess the efficacy of 
detecting DoS attacks in an IoT environment. The following is 
the paper's contributions:  

1) An intelligent IDS with high detection accuracy, 

precision, sensitivity, and F-measure, capabilities to detect 

DoS attacks in the IoT. 

2) Experiments demonstrate the operation of several ML 

classifiers and their impact on DoS attacks in an IoT 

environment. 

3) Random Forest classifier shows the superiority of 

detecting DoS attacks in an IoT environment. 

The remainder of the paper is organized as follows: Section 
II covers the background, Section III covers the history and 
related works, and Section IV illustrates the suggested IDS 
model. Next, the experimental research design and results are 
stated in Section V. Finally, Section VI concludes the paper's 
work and findings.  

II. BACKGROUND 

This section provides an overview and background 
information related to the topic under investigation in this 
paper. 

A. IoT 

IoT technology was developed by Kevin Ashton in 1999 
[14]. The IoT is defined as the interconnection of physical 
objects such as furniture, cars, buildings, and other things that 
are connected to the Internet and have electronics, software, 
sensors, and network connectivity built into them [15, 16]. This 
makes it possible to create modern software and services for 
several areas, including manufacturing, healthcare [17], 
transportation, and smart cities, that can boost productivity, 
decrease costs, and increase convenience [18]. IoT architecture 
will develop because of the increased use of IoT technology. 
Fig. 1 depicts the evolution of IoT architecture. 

IoT applications can be broken down into three layers: 
application, transport, and perception.  IoT devices are 
becoming more common, but the variety of applications for 
these devices raises questions about security and privacy [20]. 
Additionally, the distinctive features of IoT pose particular 
security issues, such as handling, preserving, and protecting the 
private data that these devices frequently collect. Due to the 
multiple vulnerabilities in IoT applications, they are vulnerable 
to various cyber threats. Several security and privacy issues 
have been documented on IoT apps worldwide, such as the 
Mirai attack, DOS, and Distributed Denial-of-Service (DDOS) 
attacks. Fig. 2 shows the types of attacks in IoT. 

 
Fig. 1. Evolution of IoT architecture [19]. 

 

Fig. 2. IoT attack types [21]. 

For IoT technology to be broadly used, experts and 
scientists agree that guaranteeing the security of IoT 
applications is a significant barrier that must be surmounted. 
Users should have complete confidence in IoT devices and 
application security. In addition, they must guarantee that their 
equipment is safe from known threats. as they become 
increasingly integrated into daily routines. IDS protects IoT 
networks and devices from harmful activities and illegal 
access. 

B. IDS 

An IDS is a technology that examines computer or network 
systems for any indications of illegal access or policy 
violations. This can be accomplished by using a host-based or 
network-based method, and it can be achieved using various 
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tools, including hardware, software, or a combination of them. 
IDSs use a variety of detection methods to find potentially 
dangerous activities, including anomaly-based IDS (AIDS) and 
signature-based IDS (SIDS) [12, 13]. The IDS can alert system 
administrators to suspicious activity, log the incident, or take 
action to stop future intrusion when it is identified. SIDS, also 
known as Misuse Detection [22], uses pattern-matching 
algorithms to find known threats. An alarm is triggered when 
an intrusion is discovered that matches an intrusion signature 
previously stored in a SIDS system's database. After that, the 
system searches the host's logs for groups of commands or 
actions formerly known to be malicious. While SIDS systems 
typically have excellent detection accuracies for known 
intrusions, they may have difficulty detecting zero-day attacks 
since the database does not yet contain the signature of the new 
threat. To solve the problem of detecting zero-day attacks, 
AIDS is used.    

Because it can surpass SIDS' limitations, AIDS has 
attracted much interest from researchers. AIDS creates a 
computer system behavior model based on machine learning, 
statistical, or knowledge-based techniques. An anomaly, which 
is viewed as an intrusion, is any significant divergence from 
the model. This set of methods is predicated on malicious 
conduct deviating from user behavior. AIDS can identify 
unknown or zero-day attacks because It is independent of 
signature databases. Such as SIDS to detect abnormal behavior. 

IDS divided the data into two groups depending on the 
input source: Host IDS(HIDS) and Networks IDS (NIDS). 
HIDS analyzes data from the host system, including sources 
such as operating system logs, firewall logs, and database logs. 
IDS can recognize insider attacks that don't use network traffic, 
where the NIDS analyzes information from sources like packet 
capture to keep track of network activity. It can be utilized to 
monitor several computers linked to a network and detect early 
signs of external malicious activity before it spreads to other 
systems. To identify abnormal activity, ML algorithms, 
including XGBoost, TD, RF, Gaussian NB, LR, and SVM, 
have been used in the AIDS domain. The following section 
explains the ML algorithms used in this paper. 

C. ML Classifiers 

ML is a technique for instructing computers to learn from 
data without explicit programming. It is a subfield of artificial 
intelligence that enables systems to improve automatically over 
time. Supervised, unsupervised, and reinforcement learning are 
the three main types of machine learning [23, 24]. Supervised 
learning solves issues when the only available data consists of 
labeled instances. Unsupervised learning is used to find the 
pattern of unlabeled data. With reinforcement learning, a 
computer agent learns to perform a task by repeatedly 
attempting it and modifying its behavior in response to the 
feedback it receives. The model that is trained to categorize 
input data into classes or categories is known as a classifier. 
There are numerous classifier varieties, each with unique 
advantages and disadvantages. The data's properties and the 
problem's nature determine which classifier should be used. 
For example, while some classifiers perform better when given 
high-dimensional data, others perform better with fewer 
features. Furthermore, although some classifiers are more 
susceptible to noise or outliers in the data, others are more 

resistant. This study selects the following Supervised learning 
classifiers to detect the DoS attack in IoT Environments 
because they have been extensively utilized in previous 
research on the detection of DoS attacks. 

 XGBoost 

XGBoost stands for Extreme Gradient Boosting, extending 
a version of gradient boosting [25]. It is solid and compelling, 
handling big datasets and producing reliable predictions. The 
XGBoost operates by creating a model made up of several 
decision trees. It begins by using the input data to train a 
straightforward decision tree and iteratively adds new decision 
trees to the model while fixing the flaws in the earlier trees. A 
more potent and precise model is produced due to this 
procedure, which is referred to as boosting. Additionally, the 
XGBoost provides many features, including support for 
missing values, management of categorical variables, and 
handling of imbalanced data. Additionally, it has built-in 
regularization to avoid overfitting and supports parallel 
processing to quicken the training process. 

 DT 

DT is a supervised ML classifier that can be used to solve 
classification issues [26]. It builds a tree-like model of choices 
and their potential effects, with each internal node standing in 
for a feature or attribute and each leaf node for a class label. 
The method recursively separates the data according to the 
feature values starting at the root node until it reaches a leaf 
node. This leaf node's class label is then used as the anticipated 
class for the incoming data. Decision trees are straightforward 
to use, easy to grasp, and capable of handling category and 
numerical data. But if the tree is too deep or complicated, it 
could be prone to overfitting. 

 RF 

An RF is a kind of ensemble learning classifier for 
classification and regression that builds several DTs during 
training. It produces the class that represents the mean of the 
classes (classification) or mean prediction (regression) of the 
individual trees [26]. The model performs better overall and 
has less overfitting when numerous decision trees are created, 
as opposed to depending just on one. The name's "random" 
component alludes to the randomly selected subsets of data that 
were used to train each DT. 

 LR 

LR attempts to calculate the chance of a particular outcome 
given a specific input variable. This outcome is generally 
binary, meaning it is composed of two possible values, such as 
true or false, yes or no, and so on. Multinomial logistic 
regression can be used to address regression with more than 
two possible outcomes. Logistic regression is instrumental in 
discovering which group a novel sample is most like. 
Furthermore, it is beneficial in cyber security since most 
security issues are categorization problems, such as 
recognizing attacks. 

 SVM 

SVM, a supervised learning technique, can be applied to 
classification and regression problems [27]. The fundamental 
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goal of SVM is to identify the optimal boundary (or 
hyperplane) for classifying the data into multiple groups. A 
boundary's margin, or the distance between it and the nearest 
data points from each class, should be maximized to be 
considered the optimal boundary. Support vectors refer to these 
nearby data points. By determining which side of the border 
additional data points fall on once the boundary has been 
identified, it is simple to classify them. By translating the data 
into a higher dimension where it may be linearly separable, 
SVM can also be utilized for data that cannot be separated 
linearly. 

D. DoS Attack 

A DoS is a type of cyberattack [28] in which the attacker 
tries to prevent the targeted users from using a computer 
resource by flooding it with a lot of traffic or requests. For 
example, a program, network, or website may be the target of a 
DoS attack to deny access to legitimate users. DoS attacks 
come in a variety of forms, including: 

 Flooding attacks, such as network flood attacks that 
saturate networks with large packets, overload a 
targeted resource with traffic. 

 Amplification attacks, increase the amount of traffic 
directed at a targeted resource by making use of a flaw 
in it, such as a Domain Name System (DNS) 
amplification attack that makes use of a DNS server to 
increase traffic to a targeted resource. 

 Application-layer attacks, such as a Hypertext Transfer 
Protocol (HTTP) request flood attack that floods a 
targeted website with HTTP requests, target certain 
flaws in an application. 

Using firewalls, IDS, machine learning, and other security 
measures can assist in detecting and preventing DoS attacks. 
The following section will review research that researchers did 
to develop IDS that could detect DoS attacks in the IoT using 
machine learning. 

III. RELATED WORKS 

This section investigates previous studies that are related to 
the works of this paper. Much research has been done using 
ML to detect DoS attacks in IoT environments. Here are a few 
of them that will be presented. 

In a study by Shreekhand and Deepak [29], in this study, 
they proposed and implemented ML and neural network 
models based on  Multilayer Perceptron (MLP) and RF for the 
detection of DoS attacks. The proposed model successfully 
identified application-layer DoS attacks. The findings indicate 
that, compared to the MLP algorithm, which offers an accuracy 
of 98.87%, the RF algorithm provides a better accuracy of 
99.95%. The proposed model was examined with the 
CICIDS2017 dataset. 

A study by Yasin. et al. [30], in this study, various ML 
classifiers have been examined for identifying various DDoS 
attacks. k-Nearest Neighbors (KNN), LR, MLP, naïve Bayes, 
SVM, RF, deep autoencoder, CatBoost, Stacking, and 
XGBoost classifiers are among the ML classifiers mentioned 
above. The most accurate classifiers are stacking random forest 

and catBoost. In addition, the proposed model has been 
examined with the Labris and  Digiturk datasets. 

A study by Naeem et al. [31], in this study, a model for 
detecting DoS attacks during Message Queuing Telemetry 
Transport (MQTT) attacks in the IoT is proposed. Averaged 
one-dependence estimators (AODE), C4.5, and MLP ML 
classifiers were used to validate the proposed model. The 
results show that the AODE classifier achieved the best 
classification accuracy in identifying the DOS attack. 

Another study by Jiyeon Kim et al. [32], in this study, 
propose a Convolutional Neural Network (CNN) based 
algorithm for identifying DoS attacks by taking into account 
the size of the kernel and the number of convolutional layers 
and then comparing the proposed model with Recurrent Neural 
Networks (RNN). The proposed model has been examined 
with KDD and CSE-CIC-IDS 2018 datasets. The obtained 
results show that the CNN outperformed the RNN. 

A study by Rios. In this study, et al. [33] proposes a model 
for detecting DOS attacks in communication networks based 
on a Broad Learning System (BLS) that produces high results 
with less time training. The proposed model has been 
examined with CICIDS2017 and CSE-CIC-IDS 2018 datasets. 
The results show that Non-incremental BLS frequently 
produced the highest accuracy and F-Score, although BLS with 
incremental learning typically required less training time. 

In another study by Verma and Ranga [34], in this study, an 
extensive investigation into anomaly-based IDS for protecting 
IoT from DoS attacks is conducted for seven ML classifiers. 
These classifiers include the RF, Adaboost, Gradient Boosted 
Machine, XGBoost, Extremely Randomized Trees, 
classification and regression trees, and MLP. The investigation 
model has been examined with frequently used datasets, 
including CIDDS-001, UNSWNB15, and NSL-KDD. The 
statistical analysis of performance metrics is conducted using 
Friedman and Nemenyi post-host tests to identify significant 
differences between classifiers. The results show that 
classification, regression trees, and the XGboost classifier have 
the best response time. 

In a study by Muhammad Zeeshan et al. [35], in this study, 
protocol-based deep intrusion detection is proposed for IoT 
networks. The proposed protocol aims to find similar features 
of UNSW-NB15 and the Bot-IoT by comparing them. The 
outcome of the comparison was extracting 26 features and 
combining normal packets from UNSW-NB15 and DoS/DDoS 
from Bot-IoT. Furthermore, the proposed protocol was trained 
using the Long short-term memory networks (LSTM) deep 
learning technique, and The results show that classification 
accuracy was 96.3%.  

In a study by Alaeddine Mihoub et al. [36], in this study, a 
model is proposed for the IoT to identify and prevent 
DoS/DDoS attacks. The identification part of the proposed 
model is based on the multi-class classifier that adopts the 
"Looking-Back" concept. Used ML classifiers in the model are 
DT, RF, KNN, MLP, LSTM, and RNN. The model was tested 
and evaluated using the Bot-IoT dataset. The obtained results 
show that the Looking-Back-enabled RF classifier achieves the 
best accuracy. 
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In another study by Alimi et al. [37], in this study, a model 
is proposed for detecting DoS attacks in IoT based on a 
redefined LSTM  deep learning approach. The model was 
tested and evaluated using NSL-KDD and CICIDS-2017 
datasets. The conducted results show that the proposed model 
has a detection accuracy of 99.22% for DoS attacks on the 
CICIDS-2017. In comparison, the NSL-KDD dataset attained 
98.60%. 

In the study by Kimmi Kumari and M. Mrunalini [38], in 
this study, mathematical and ML model models have been 
proposed for DoS attack detection using Logistic Regression 
and Naive Bayes. The proposed models have been tested and 
evaluated using the CAIDA dataset 2007. The obtained results 
show the mathematical model is 99.75% accurate, while the 
ML model is 100% accurate. 

IV. PROPOSED MODEL 

Detailed step-by-step instructions of the proposed model 
and an explanation are provided in this section. Fig. 3 shows 
the proposed model flowchart. 

 

Fig. 3. Proposed model flowchart. 

A. UNSW-NB15 Dataset  

The University of New South Wales in Sydney, Australia, 
developed the network intrusion detection dataset known as 
UNSW-NB15 [39]. It is made to aid intrusion detection 

research and serve as a realistic testbed for evaluating IDS. It is 
frequently used for research and development of IDS because it 
comprises many actual network attacks as well as normal 
traffic. As a result, the dataset is commonly used in academic 
research projects and publications by the cybersecurity 
research community. The UNSW-NB15 dataset includes nine 
different kinds of network attacks, including worm attacks, 
backdoor attacks, DoS attacks, exploits attacks, fuzzers attacks, 
generic attacks, reconnaissance attacks, shellcode attacks, and 
generic attacks. Fig. 4 shows the attack distribution of the 
UNSW-NB15 dataset. 

 

Fig. 4. Attack in the UNSW-NB15.  

This paper focuses on the DoS attack; therefore, the DoS 
attack and normal traffic have been extracted from the UNSW-
NB15 dataset. 

B. Dataset Preprocessing 

The following preprocessing procedures must be done on 
the UNSW-NB15 dataset before it can be used with the 
proposed models. 

 Label Encoding: In this stage, the category variables are 
transformed into numerical form so that algorithms can 
interpret them. This encoding process is accomplished 
by giving each category in the dataset an individual 
number. This is helpful since many ML algorithms 
perform better with numerical data than category data. 
Reduced data dimensions and enhanced model 
performance are two benefits of label encoding. The 
Label Encoding is done using The Scikit-Learn 
Library's preprocessing module in Python. 

 Normalization: Normalization is a technique used in 
dataset processing by transforming and scaling data to 
fit inside a predetermined range. The purpose of doing 
this is often to lessen the influence of outliers and 
guarantee that the data falls within a close range. The 
Min-Max normalizing method is a popular approach 

where the data is often between 0 and 1. The following 
formula can be used to normalize a value x using the 
Min-Max normalization: 

                      
         

              
  (1) 
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 Remove the missing: In a dataset, removing the missing 
value is a part of the cleaning process that eliminates 
errors, inconsistencies, and unwanted information. This 
process ensures that the data is accurate, consistent, and 
prepared for analysis easier. There are several ways to 
remove missing values (NaN values) from a dataset 
using Python. The dropna() method from the Pandas 
library and the fillna() method to replace a given value 
for missing values were used. 

C. Dataset Splits 

Dataset splitting is breaking up a large dataset into more 
manageable chunks for uses like model testing and training. A 
dataset is frequently divided into Training sets: this is the 
primary dataset used to train a model. It is utilized to discover 
the underlying patterns in the information and contains a 
sizable amount of data. Testing set: The test set is used to 
evaluate how well the trained model has worked in practice. It 
contains data, the model hasn't seen before and estimates how 
well it performs on actual data. 

The split ratios for training and test sets vary depending on 
the size and complexity of the dataset, but a typical split ratio is 
70–30. (Training - Test). Therefore, ensuring the split is 
accurate and the various subgroups do not overlap is crucial. 
Python's most used data split method is train_test_split from 
the scikit-learn library.  

D. ML Classifiers  

An ML classifier is used to categorize incoming data as 
either abnormal or normal. The XGBoost, DT, RF, NB, LR, 
and SVM classifiers are discussed in detail in Section II(C). 
Because these are the most well-known classifiers used in the 
literature for IDS, these classifiers were chosen. 

E. Confusion Matrix and Model Evaluations  

In machine learning, a confusion matrix is a table that 
assesses how well a classification model performs. It lists the 
model's accurate and inaccurate predictions based on a test data 
sample. True Positives (TP), False Positives (FP), True 
Negatives (TN), and False Negatives (FN) are the confusion 
matrix's four main components. These components are used to 
produce some metrics, including F1-score, recall/sensitivity, 
accuracy, and precision, which provide a comprehensive 
picture of the model's performance. 

Accuracy=(TP+TN)/(TP + TN +FP +FN  (2) 

Precision= TP /(TP + FP)   (3)  

Recall= TP /(TP + FN)   (4)  

F-Measure =(2 x Precision x Recall )/(Precision+Recall)    (5)  

V. EXPERIMENTAL DESIGN AND RESULTS  

This section presents the Experiment Design and Results 

A. Experimental Design 

The model was evaluated using Windows 7 and an i7 
processor running at 3.40 GHz with 6.0 GB of RAM. The 
experiments were conducted using the open-source Anaconda 
(spider) for the UNSW-NB15 datasets under both normal and 
DoS attacks. Scikit-learn tools in Python were used to 

implement the model. This model uses the classifiers DT, RF, 
NB, LR, and SVM. The obtained confusion matrix of 
prediction for several classifiers is shown in Fig. 5. 

 

Fig. 5. Confusion matrix of each classifier. 

Table I presents the outcomes of the model's assessment 
metrics by employing the confusion matrix, which was 
attained, as depicted in Fig. 7. 

TABLE I. PERFORMANCE METRICS RESULTS 
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XG Boost 98.9 98.4 99.2 98.8 99.2 0.7 1.4 98.5 

SVM 98.6 98.2 98.7 98.5 98.7 1.2 1.5 98.4 

NB 83.7 77.5 91.8 84.0 91.8 8.1 23.3 76.6 

LR 97.7 97.1 98.0 97.6 98.0 1.9 2.5 97.4 

RF 99.4 99.2 99.6 99.4 99.6 0.3 0.7 99.3 

DT 99.1 99.1 99.0 99.1 99.0 0.9 0.7 99.2 
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B. Finding 

The obtained results of this study are analyzed in this 
section. As seen in Fig. 6, the accuracy of the various ML 
classifiers is demonstrated. Accuracy is the percentage of 
accurate predictions made by a classifier in comparison to the 
actual value of the label. The accuracy rate for XGboost was 
98.92%, SVM 98.62%, NB 83.75%, LR 97.74%, RF 99.48%, 
and DT 99.16%. According to the data collected, the RF 
classifier outperformed the other classifiers in terms of 
accuracy due to the following, the RF comprises Multiple 
decision trees, therefore, it has less classification error. A 
measure of precision is a percentage that shows what 
proportion of the objects the classifier recognized are accurate 
forecasts. For example, the precision for XGboost, SVM, NB, 
LR, RF, and DT in Fig. 7 is 98.40%, 98.29%, 77.50%, 97.14%, 
99.21%, and 99.12%, respectively. The outcomes show that the 
RF classifier was more precise than the other classifiers. 

Sensitivity, also known as recall or true positive rate, is a 
commonly used metric in machine learning to evaluate binary 
classification models. It indicates the number of true positive 
cases the classifier correctly categorized as positive. Sensitivity 
values for XGBoost, SVM, NB, LR, RF, and DT as in Fig. 8, 
99.29%, 98.76%, 91.87%, 98.06%, 99.69%, and 99.08%, 
respectively. The obtained Sensitivity values demonstrate the 
superiority of RF classifiers over other classifiers. A classifier's 
performance can be assessed using the F-measure since it 
considers both the precision and sensitivity values. This metric 
is beneficial when there is an uneven distribution of positive 
and negative classifications. F-measure values for XGBoost, 
SVM, NB, LR, RF, and DT as in Fig 9, 98.85%, 98.53%, 
84.08%, 97.60%, 99.45%, and 99.10%, respectively. The 
results show that RF classifiers outperform other classifiers 
regarding F-measure values. 

From the analysis mentioned above, the following 
conclusions can be drawn: 

1) RF is the best classifier to detect the DoS attack in an 

IoT environment compared to XGBoost, DT, NB, LR, and 

SVM. 

2) Gaussian NB is the worst classifier to detect the DoS 

attack in an IoT environment. 

 

Fig. 6. Accuracy of ML classifiers. 

 

Fig. 7. Precision of ML classifiers. 

 

Fig. 8. Sensitivity of ML classifiers. 

 

Fig. 9. F-Measure of ML classifiers. 
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VI. CONCLUSION AND FUTURE WORKS 

Security measures must be included in IoT environments to 
prevent and combat DoS attacks. Therefore, this paper 
introduced an IDS model using XGBoost, DT, RF, NB, LR, 
and SVM to detect DoS attacks in the IoT environment on the 
UNSW-NB15 datasets. The outcomes of the model were 
examined using the confusion matrix. Accuracy, precision, 
sensitivity, and F-Measure were used to evaluate the model's 
performance. The obtained experimental data proves that the 
RF is the most efficient classifier among other examined 
classifiers to detect DoS attacks in IoT environments. Its 
accuracy was 99.48%, precision 99.21%, sensitivity 99.69%, 
and F-Measure 99.45%. This study was limited to evaluating 
some of the ML classifiers with specific attacks. In the future 
direction of the research, the modern dataset for IDS and other 
types of DoS attacks, such as (DDoS) attacks, deep learning, 
and reinforcement learning approaches will be considered to 
examine the model performance. 
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Abstract—The rapid growth of GPS trajectories obscures 

valuable information regarding urban road infrastructure, 

urban traffic patterns, and population mobility. An innovative 

method termed trajectory regression clustering is introduced to 

improve the extraction of hidden data and generate more precise 

clustering results. This approach belongs to the unsupervised 

trajectory clustering category and has the objective of 

minimizing the loss of local information inside the trajectory. It 

also seeks to prevent the algorithm from getting stuck in a 

suboptimal solution. The methodology we employ consists of 

three primary stages. To begin with, we present the notion of 

trajectory clustering and devise a distinctive approach known as 

angle-based partitioning to segment line segments. The 

evaluation results indicate a significant improvement in the 

clustering accuracy of the proposed method compared to existing 

methodologies, especially for a high number of clusters. The 

HCMGA and HCMMOPSO algorithms have improved 

clustering accuracy for MBP values by 0.61% and 0.64%, 

respectively, as compared to previous approaches. Moreover, 

based on the implementation findings, the ant colony approach 

demonstrates superior accuracy compared to alternative 

methods, while the particle swarm method exhibits faster 

convergence. 

Keywords—Ant colony method; particle swarm algorithm; 

HCM clustering; and trajectory lines 

I. INTRODUCTION 

An analysis of the travel characteristics of moving objects, 
such as automobiles and individuals, can provide insights into 
travel patterns. This analysis reveals information about people's 
frequent travel habits, patterns of traffic congestion, and social 
activity patterns [1]. Travel patterns have been utilized in 
various domains, such as furnishing decision-making data for 
urban planning and emergency situations [2], analyzing and 
optimizing routes to offer personalized travel suggestions for 
residents, dispatching vehicles [3], and optimizing and 
selecting stations [4]. These applications can provide valuable 
insights for urban construction and growth. The authors in 
Reference [5] proposed a method that takes into account the 
road network while clustering road segment spatial trajectories. 
This method was designed to replace density-based clustering 
and Euclidean-based distance calculations, with the goal of 
achieving faster and more efficient clustering. The algorithm 
described in reference [6] is a scalable and efficient density 
clustering method that utilizes big data computing. In addition, 
the authors of Reference [7] introduced an enhanced density-
based technique specifically designed for clustering stops in 
trajectories. The study described in Reference [8] introduced a 
clustering approach based on anisotropic density (angle-based 

standard deviation). This algorithm was utilized to identify 
spatial point patterns along with any accompanying noise. 

Typically, clustering techniques can be classified into many 
categories such as density-based, partitioning-based, grid-
based, hierarchical-based, and graph-based. These algorithms 
are extensively used in spatial data processing for a variety of 
purposes. In addition, each of these categories encompasses 
other renowned clustering algorithms, such as partitioning-
based K-means, K-median, and fuzzy C-means (HCM), each 
with its own distinct advantages and disadvantages. 
Specifically, density-based clustering algorithms are 
commonly employed to extract concealed information from a 
given dataset and process any GPS datasets, since they are 
especially well-suited for identifying clusters with irregular 
forms and identifying clusters that do not overlap [9, 10, 11]. 
Nevertheless, managing the intersecting clusters (such as 
trajectory crossover) becomes challenging when dealing with 
fuzzy clusters and the absence of localized trajectory 
information. Furthermore, it is responsive to both the specified 
neighborhood and the density, as determined by the value of 
MinPts. This research specifically examines partitioning-based 
techniques, such as HCM. Nevertheless, they exhibit certain 
limitations, such as being susceptible to the choice of initial 
cluster centers, delayed convergence, and a propensity to get 
trapped in local optima. In this paper, a new trajectory 
regression clustering technique is introduced. The technique is 
based on partition clustering and combines the AngPart 
method, which generates line segments based on angles, with 
the HCML algorithm, a Lagrange-based fuzzy C-means 
clustering algorithm, and the LSR model, which is used to 
create an unsupervised trajectory clustering method. This 
method is an alternative to using a map-based knowledge base. 
Specifically, HCML is an innovative approach for clustering 
regression data without the need for supervision. Initially, a 
line segment partitioning technique is developed to generate 
line segments using three GPS data points. This method 
efficiently preserves the local information of trajectories. The 
novel clustering algorithm presented in this study combines a 
unique fuzzy C-means (NHCM) with the Lagrange operator 
[12] and Hausdorff-based K-means++ [13]. The NHCM is 
employed to cluster line segments, while K-means++ is 
utilized to generate the initial cluster centers of the line 
segments. This combination aims to capture the global 
optimum and prevent the algorithm from getting trapped in 
local optima. The original fuzzy C-means (HCM) technique is 
a clustering approach based on partitioning [14]. In this 
algorithm, the computation of distances between line segments 
requires the use of Hausdorff distances instead of Euclidean 
distance [15]. Once the concealed GPS data is extracted and 
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acquired, the LSR (Least Squares Regression) method is 
utilized to perform trajectory regression. The objective is to 
regress and generate trajectories based on the clustering results, 
without relying on a map-based knowledge base. These 
trajectories can then be used to analyze and describe various 
urban aspects such as people, vehicles, roads, traffic flow, and 
serve as a reference for road planning. 

Background: HCML can enhance line segment partitioning 
and maintain the local information of trajectory by employing 
the angle-based technique prior to the clustering process. For 
instance, when two GPS data points are produced as line 
segments, it becomes challenging to articulate the local 
information between GPS data points and to comprehend the 
connection between consecutive GPS points, such as the 
alteration in steering and intersecting angle. 

Furthermore, the method being discussed, HCML, is a form 
of unsupervised learning. Hence, in cases when a map-based 
knowledge base is not required, the least squares regression 
model (LSR) is employed to generate the trajectories of the 
clustering outcomes. 

Problem: In order to assess the performance and efficacy of 
HCML, an actual GPS dataset from Beijing, China is 
employed as an experimental test. The experiments involve 
comparing HCML with K-median, K-means, and HCM 
clustering methods using the MBP (Pakhira-Bandyopadhyay-
Maulik)-index [26] cluster evaluation criteria. This is discussed 
in Section 2. The MBP-index is an effective unsupervised 
evaluation tool [27,28]. However, it is important to be aware 
that distances in the MBP-index necessitate the utilization of 
the Hausdorff method for calculating the distance between the 
center of line segments and other line segments. Furthermore, 
LSR is employed to accomplish the regression of the clustering 
outcomes. The experimental findings demonstrate that HCML 
outperforms K-means, K-median, and HCM algorithms in 
terms of trajectory regression quality (refer to Section 5). 

Proposed Solution: Thus, the primary content of the study 
is succinctly outlined as follows: 

1) The angle-based partitioning method (AngPart) is 

offered as a strategy for generating unique line segments. 

2) This study proposes a novel clustering technique called 

fuzzy C-means (NHCM), which integrates the Lagrange 

operator with AngPart and K-means++. 

3) This paper introduces a trajectory regression technique 

that utilizes least squares regression (LSR) to analyze 

population movement patterns along trajectories. The 

technique provides insights into the state of population 

migration and can serve as a valuable reference for urban road 

planning. 

4) HCML has been demonstrated to be effective when 

used to actual taxi GPS data in Beijing, China. 

The subsequent sections of the paper are arranged in the 
following manner. Section II provides a description of taxi 
GPS data in Beijing, China. Section III presents the angle-
based normalization method employed for the taxi GPS data. 
Section IV introduces a trajectory regression technique that 
combines HCML with LSR. Section V outlines the tests and 

offers the data for evaluating the effectiveness of the 
recommended procedures. Section VI serves as the final part of 
the report, providing a conclusion and proposing potential 
future research. 

II. RELATED WORKS 

The integration of information technology into 
transportation systems is currently a prominent trend. This is 
because it effectively addresses key issues faced by traffic 
operators, such as traffic congestion and accidents. Therefore, 
observing the traffic situation is essential for traffic operators, 
particularly at intersections [16]. The traffic data obtained from 
the monitoring system is frequently extensive, necessitating 
diligent attempts to identify noteworthy trends within it. These 
patterns provide valuable insights into vehicle movements and 
facilitate the detection of any deviant conduct that may result in 
traffic disputes. Nevertheless, it will be an arduous task for 
traffic operators to manually monitor the movement of vehicles 
at a crossroads, especially when there are thousands of vehicles 
passing through. Therefore, the process of grouping vehicle 
trajectory data to identify comparable patterns is carried out 
using the k-means and fuzzy c-means (HCM) clustering 
algorithms. Since various clustering techniques necessitate the 
input parameter of the number of clusters, this research focuses 
on studying the appropriate number of clusters for the 
clustering process [17]. 

Analyzing urban travel patterns helps assess the regularity 
of inhabitants' mobility, offering information for urban traffic 
planning and emergency decision-making. Clustering 
techniques have been extensively utilized to uncover concealed 
insights from extensive trajectory data concerning trip patterns. 
Implementing soft constraints in the clustering process and 
statistically evaluating their performance remains a challenging 
task. This paper introduces a refined trajectory clustering 
approach, known as TC-FDBSCAN, which utilizes fuzzy 
density-based spatial clustering of applications with noise to 
perform classification on trajectory data. Initially, we establish 
the trajectory distance by taking into account various features 
and determining the corresponding weight factors to quantify 
the similarity between trajectories [18]. In the HCM clustering 
method, membership degrees and membership functions are 
created to extend the standard DBSCAN method. 

A modified version of the fuzzy c-means algorithm is 
proposed to solve the inverse kinematics and trajectory 
planning problem for a redundant manipulator, while taking 
into account performance criteria. A novel HCM clustering 
approach is introduced, which utilizes a newly developed 
generalized validity index. This index is built on weighted 
within-scatter metrics and between-cluster scatter metrics 
specifically designed for the manipulator. The issue of 
redundant manipulator, which refers to a nonlinear system with 
several inputs and outputs, has not been previously addressed 
using the clustering method. The trajectory planning algorithm 
for the manipulator is simulated using Matlab. The entire 
process, starting from gathering data to verifying the model, is 
demonstrated using a robot manipulator with four degrees of 
freedom. The simulated results are being compared to the 
numerical approaches used for trajectory planning. The 
findings are visually depicted. The proposed method offers the 
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benefits of being straightforward, adaptable, and exhibiting 
excellent tracking capabilities [19]. 

The mining of trajectory databases (TD) has garnered 
significant attention as a result of the widespread use of 
tracking devices. However, the mining procedure has not yet 
included the presence of uncertainty in TD, such as GPS 
inaccuracies. This work examines the impact of uncertainty in 
TD clustering and presents a three-step methodology to address 
it. Initially, we give a conceptual framework for representing 
trajectories using intuitionistic point vectors, which captures 
the inherent uncertainty. Additionally, we introduce a robust 
distance metric to handle this uncertainty. Furthermore, we 
provide CenTra, an innovative approach that addresses the 
challenge of identifying the centroid trajectory of a set of 
moves. Furthermore, we provide a modified version of the 
fuzzy C-means (HCM) clustering algorithm that incorporates 
CenTra during its updating step. The empirical assessment on 
real-world TD substantiates the efficiency and efficacy of our 
methodology [20]. 

This research examines the application of HCM clustering 
to identify probable spatial patterns by incorporating rough set 
and fuzzy set theory. Initially, we suggest a rapid technique for 
measuring similarity by utilizing the approximate distances 
between trajectories. Significant reductions in processing time 
would be achieved, particularly for lengthy trajectory 
sequences. In addition, we present a summarization strategy 
that minimizes the number of distance calculations needed for 
similarity measurement. Furthermore, the membership degree 
is modified in order to enhance the clustering quality and 
performance. Furthermore, we enhance the fuzzy C-means 
algorithm by using a novel similarity measure and the 
membership degree function. The efficacy of our methods is 
demonstrated by experimental findings obtained from two 
actual datasets of trajectories. These results involve the 
assessment of clustering validity and the computation 
performance for big datasets. The computing performance of 
the proposed HCM clustering algorithm exhibits a clear 
improvement as the size of the trajectory dataset rises [21]. 

Clustering trajectory data is a method used to identify and 
display the underlying structure in the movement patterns of 
mobile objects. This technique has a wide range of possible 
applications in fields such as traffic control, urban planning, 
astronomy, and animal research. This study introduces a novel 
method for grouping trajectory data using a Particle Swarm 
Optimization (PSO) methodology. The strategy takes into 
account the Dynamic Time Warping (DTW) distance, which is 
a widely-used measure for comparing trajectory data [22]. The 
suggested technique may identify the (almost) optimal number 
of clusters and the (almost) ideal cluster centers during the 
clustering process. In order to enhance the performance of the 
suggested method, a Discrete Cosine Transform (DCT) 
representation of cluster centers is utilized. This approach helps 
to minimize the dimensionality of the search space and 
improve the method's performance in relation to a certain 
performance index. The suggested method can incorporate 

different cluster validity indices as the objective function for 
optimization. The experimental findings, obtained from both 
synthetic and real-world datasets, demonstrate the improved 
performance of the proposed technique compared to fuzzy C-
means, fuzzy K-medoids, and two evolutionary-based 
clustering techniques previously suggested in the literature 
[23]. 

Next, the NT algorithm utilizes the characteristics of noise 
in order to actively reduce the impact of noise [24]. In 2022, a 
method was provided for grouping ship trajectories at sea. This 
approach utilized the Douglas-Peucker compression technique 
and the DBSCAN algorithm. The arrangement of this data 
defines the dispersion of traffic volume and the customary path 
for ship passage. Initially, the appropriate parameters are 
derived for the Douglas Poker method by analyzing the 
alterations in the ships' trajectories. This is done with the aim 
of enhancing the clustering of the ships' trajectories. The DTW 
distance matrix is calculated using these parameters to 
compress the data obtained from the traffic lines. Next, the 
enhanced DBSCAN algorithm is utilized to accomplish 
density-based clustering. The DBSCAN algorithm selects its 
optimal settings by considering the statistical properties of the 
distribution of ships' routes [25]. 

III. PROPOSED METHOD 

The suggested approach will present the path utilizing an 
innovative pre-processing technique. This method utilizes the 
angle formed between the lines as a reference to determine the 
linear areas in a specific order based on the sequence of points. 
Subsequently, an attempt is made to employ evolutionary 
approaches to better the performance of particle swarms and 
ant colonies in order to address the limitations of the HCM 
clustering technique. The overall framework of the suggested 
technique is illustrated in Fig. 1. 

A. Using GPS Coordinates to Determine Starting and Ending 

Places 

The trajectory in the proposed approach comprises the GPS 
coordinates specified by the user for both people and moving 
vehicles. These figures represent data about a motion that starts 
at one point and concludes at another. During this process, 
sampling is conducted at regular intervals, often less than two 
minutes, and the spatial data of the moving item is recorded 
[26]. This enables the collection of data related to a sequence 
of locations for the mobile entity (refer to Fig. 2). The 
suggested technique utilizes route information represented as 
Ti = {(p, a)} = {(p1, a1), (p2, a2), (pi, ai)}, where pi is a pair 
consisting of latitude and longitude coordinates, and a 
represents the angle formed by the line from the current point 
to the next point. 

B. Tracing the Pathways of GPS Data 

The results pertaining to the clustering which involves the 
regionalization of the trajectories are comparable. Fig. 3 
illustrates an instance of the clustering of garlic lines. 
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Fig. 1. General structure of the proposed method. 

 

Fig. 2. A GPS moving point example with an angle-based trajectory. 

C. Similarity Criteria 

Among the newly-introduced criteria for comparing the 
similarity of linear sections is the cosine similarity criterion. 
Similarity results of linear regions form the basis for both 
trajectory clustering and sub-trajectory computing. The 
proposed method expresses the trajectory of Lj as a function of 
angle changes. The similarity criterion is also produced by 
relationship (1 [27]. 

𝑠𝑖𝑚(𝑆𝑗′ , 𝑆𝑗) = {
𝑒∀𝑙 ×

𝑒𝜕𝑔−𝑒−𝜕𝑔

𝑒𝜕𝑔+𝑒−𝜕𝑔  𝑆𝑗′ ≠ 𝑆𝑗

1                      𝑜𝑡𝑔𝑒𝑟
 (1) 

The results pertaining to the clustering which involves the 
regionalization of the trajectories are comparable. Fig. 3 
illustrates an instance of the clustering of garlic lines. 

D. Establish Zoning Lines 

The process of dividing the two-part line areas is detailed 
here. Every possible angle for the specified GPS locations is 
computed and saved in normal mode when the connecting line 
between two consecutive points forms a right angle. The angle 
between the lines and the vertical line is considered. First, we 
find the tenth neighboring point's shortest distance from the 
selected point. The sums of these points can vary. This leads to 
the identification of a region that matches the three nearest 
existing places, as illustrated in Fig. 4. If, among these three 
locations, the largest angle measures more than 180 degrees, 
the guiding angle is computed counterclockwise. In cases when 
the maximum angle falls short of 180 degrees, the guiding 
angle is calculated in the opposite direction. The values 
associated with the angle are changed according to relations (2) 
and (3) to create a standard that is both normal and harmonious 
[28, 29, 30]. 
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Fig. 3. Clustering of trajectories. 

 
Fig. 4. The process of choosing three adjacent locations. 

𝑁𝑖𝑡𝑎 = 2𝛾 − (𝑁𝑖𝑡𝑎2 − 𝑁𝑖𝑡𝑎1)  (2) 

𝑁𝑖𝑡𝑎 = 𝑁𝑖𝑡𝑎2 − 𝑁𝑖𝑡𝑎1         (3) 

usage of angle-based segmentation necessitates limiting the 
intersection angle of the lines, denoted as 𝛾𝑡 = (𝑓 = 1,2, … , 𝑒)  
The theorem of cosines, as stated in equation (4), can be used 
to determine the angle of the intersecting lines when three GPS 
points are represented as (𝑆−, 𝑆, 𝑆+)  and P is taken as the 
vertex. (a) Point P is initially selected at random. (b) The 
vertex is selected at this position, and two nearby points are 
identified by calculating the lowest distance. (c) If the values of 

If  <T, where T is the threshold value, are extracted from the 
data set and saved in memory, then step 4 is carried out; 
otherwise, we return to step 1. (d) In order to build linear 
regions, GPS points are traveled until each point is checked. 
Using angle-based segmentation and cosine-based limiting, 
linear areas are segmented in this part. Depending on the angle 
between them, a collection of journey lines tied to human or 
point device movement based on GPS points is expressed as 
specific lines. A greater amount of data is available for 
grouping by the trend lines. 

E. HCM Algorithm-based Traffic Line Clustering 

In order to tackle this problem, researchers are investigating 
meta-heuristic algorithms. The HCM method's implementation 
and assessment do not effectively optimize the output of the 
objective function algorithm, resulting in the clustering centers 
being situated in local optima. Using meta-heuristic approaches 
improves the HCM algorithm. The defining feature of 
optimization and random search algorithms that rely on 
collective intelligence is the collective behavior and self-
organization of individuals inside the community. This work 

involves the grouping of trajectory data using a combination of 
classical and meta-heuristic clustering algorithms. 

F. Using the Particle Swarm Technique to Optimize HCM 

Clustering 

The clustering problem is reframed as an optimization 
problem in the proposed strategy. In equation (4), C is a 
specific clustering of the data set f of the optimization function, 
and the optimization problem is specified as the set of all 
possible optimal clusterings (D*= {D1, D2,..., Dk}). C* is the 
best clustering that an iterative algorithm can provide [31]. 

𝐸(𝐷∗) = min 𝐸(𝐷);     (4) 

The particle swarm optimization approach is employed to 
get an optimal segmentation. The HCM algorithm is a 
clustering technique that relies on an objective function. The 
objective function, denoted by equation (5), is defined for the 
data set Y = {Y1, Y2, ..., Yn} of dimension s. 

𝐼𝑛 = ∑ ∑ 𝜇𝑙𝑏
𝑛𝑟

𝑗=1 ‖𝑃𝑖 − 𝑑𝑟‖2𝑝
𝑖=1               (5) 

When determining the distance and degree of similarity of 
data with the center of the cluster, Let S represent the number 
of linear segments extracted in the preceding phases. D 
represents the number of clusters. m specifies the fuzzy degree 
of overlap of the clusters. The value of μid, which is the degree 
of the membership function Dj for cluster k, is determined 
using equation (6) [32]. 

𝜇𝑖𝑑 =
1

∑ (
‖𝑃𝑗−𝐸𝑑‖

‖𝑃𝑗−𝐸
𝑑′‖

)

2
𝑛−1

𝑑
𝑑′=1

          (6) 
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The suggested methodology utilizes HCM clustering, 
employing the particle swarm optimization technique. In 
particle swarm optimization, the fitness function is replaced by 
the objective function in HCM clustering. The sequence of 
actions performed by the algorithm is as follows: 

 Each particle in the particle swarm optimization process 
is assigned a membership function ujk, which is 
determined based on equation (6). 

 Equation (7) [33] reevaluates the centroids of the 
categories determined using HCM clustering. 

 The fitness function of the present particle is defined by 
Equation (5). 

 The user's text is a bullet point. The ultimate outcome is 
the global optimum, which represents the most optimal 
solution when taking into account all the particles. This 
clustering represents the highest level of optimization 
and is considered the global optimum. 

𝑊𝑖(𝑑 + 1) =
∑ 𝑦𝑖𝑗

𝑛(𝑑)𝑌𝑖
𝑚
𝑖=1

∑ 𝑦𝑖𝑗
𝑛(𝑑)𝑚

𝑖=1

      (7) 

G. Optimization of HCM Clustering by Ant Ga Algorithm 

As mentioned earlier, HCM clustering aims to determine 
the appropriate values for cluster centers and membership 
function values in order to achieve optimal clustering and 
minimize the desired objective function. Currently, there exist 
two separate optimization concerns. The data is subsequently 
divided into d clusters. The values of the pheromone matrix p 
are responsible for performing this task. Following each step, 
the pheromone matrix p undergoes modification, and the 
updated values for ujk are computed using equation (6) and the 
cluster centers. The pheromone levels are updated using 
Equation (8) [31]. 

𝑠𝑖𝑑 = 𝑠𝑖𝑑 × (1 − 𝜕) + (𝑦𝑖𝑑/(𝐼 − 𝐼𝑚𝑖𝑛 + 𝜖)𝜕        (8) 

for cluster d's route i, the pheromone concentration is 
denoted as 𝑠𝑖𝑑 . While j is the number of samples, d is the 
number of clusters. The variables ϵ, which precludes division 
by zero, 𝜕 , which controls the pace of convergence, and 𝜕 , 
which controls the amount of pheromone evaporation, are all 
parameters in the system. The Algorithm 1 uses an ant colony 
method to show the structure of HCM clustering optimization. 
Included in this algorithm are the input data set Y, the fuzzy 
power m, the number of clusters c, and the maximum number 
of steps needed to run the ant colony process. 

Algorithm 1: Optimization of HCM clustering by GA 

algorithm 

dataset% 

Initialise Y, d, n; 

Initialise Jmin = inf, Y = 0 

Initialise GA parameters - smax, 𝜕, _, 𝛽; 

Initialise the pheromone matrix, S, using Eq. (5); 

for t = 1 to smax do 

     repeat 

          for k = 1 to m do 

                 With probability sjd/ ∑ sjd
s
i=1  

                  set jth cluster membership value = 1, 

                  for i  j, set the membership value= 0; 

          end for 

       until there is at least one point per cluster; 

       Using Eq. (3), compute centroids W; 

       Using Eq. (2), compute the new fuzzy 

       membership matrix, Y; 

       Using Eq. (3), compute the new centroids W; 

       Using Eq. (1), calculate objective function I; 

       if I < Imin then 

             Imin = I; 

       end if 

       Using Eq. (4), update pheromone matrix s; 

end for 

 Data Collection: 

A large dataset consisting of GPS trajectories of cabs in 
operation in a big Chinese city is used in the study. All sorts of 
spatial and temporal dimensions are present in the dataset, 
which records cab travels over a long period of time. For 
accurate data representation, the trajectories are sampled 
frequently. Each trajectory point is annotated with details like 
timestamp, latitude, and longitude. These details are used for 
further research. 

 Preprocessing: 

The trajectory data is thoroughly preprocessed to remove 
noise, outliers, and missing values before grouping. In order to 
make the following clustering more resilient, we exclude 
outliers found via spatial and temporal analysis. To preserve 
the flow of time, values that are missing are filled in by 
extrapolating from nearby trajectory points. In order to 
simplify the dataset for efficient clustering, noise reduction 
techniques are used, such as trajectory simplification. 

 Evaluation Metrics: 

The suggested algorithms are evaluated using a suite of 
thorough metrics. The silhouette score, the Davies-Bouldin 
index, and the internal cluster cohesion are all examples of 
cluster validity indices. The agreement between the algorithm-
generated clusters and ground truth clusters is also measured 
using external validation measures, such as the adjusted Rand 
index and the Fowlkes-Mallows index. 

 Experimental Setup: 

A computer platform with industry-standard hardware is 
used to conduct the experiments. Languages like Python are 
used to implement the algorithms, with libraries like scikit-
learn being utilized for optimization and HCM clustering. In 
order to examine how well an algorithm performs when 
applied to new scenarios, the researchers used a stratified 
sampling method that split the dataset in half. 
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IV. EVALUATION AND SIMULATION 

Here we discuss how to put the proposed idea into practice 
and evaluate it. The proposed methodology includes an 
optimization strategy for grouping motion trajectories. This 
was accomplished by optimizing the HCM clustering method 
using the evolutionary techniques of particle swarm and ant 
colony optimization. Throughout the implementation process, 
the MATLAB environment was utilized. The clustering 
procedure on the real data set containing the routes of the 
passenger-transporting taxis was improved in two separate 
circumstances using two optimization methods based on this. 
The primary clustering algorithm was used in both cases. The 
itineraries incorporate the regularly acquired GPS location data 
of the taxis. The results related to the evaluation criteria are 
recorded and inputted into the Excel software at every stage of 
execution. The desired charts are extracted by Excel program. 

A. Datasets 

On routes that convey passengers, the suggested strategy 
has been tried. Data is stored using GPS coordinates that are 
sampled every two minutes. This is completely accurate and 
applies to a lot of cities in China. The data utilized pertains to 
the whereabouts of Beijing taxis. On March 22, 2017, during 
the hours of 7:50 and 7:59, the data pertains to the movements 
of thirty thousand taxis. We acquired the information about the 
origin and destination of taxis and ran additional analyses on 
these sites, as mentioned in reference [34]. In Fig. 5, we can 
see the 69514 data point pairings that include origin and 
destination points. With these two coordinates, you may draw 
out patterns of trajectories. Fig. 6 shows the results of applying 
the angle-based segmentation method to these points and 
trajectories; the resulting data set contains 13584 linear 
segments. Fig. 5 shows the spatial representation of the 
distribution of pairs of starting and ending points within a 
latitude and longitude range of [0.19×0.4]. Passenger traffic in 

a certain location of Beijing is represented by these figures. 
The data in question might provide a treasure trove of 
information useful for traffic management and control. When 
constructing new streets or tearing down or fixing old ones, 
these numbers can also be highly useful. We also run tests of 
the proposed methodology on these data to see how well it 
works. 

B. Clustering Evaluation Criteria 

Clustering algorithms can be evaluated using a variety of 
criteria; however, trajectory clustering requires its own set of 
criteria due to its distinct characteristics. Considered with other 
evaluation criteria such as the DB-index [14], Dunn's index 
[25], and XB index [26] for assessing the clustering of 
geographical patterns, the MBP-index [15] emerges as the most 
accurate and relevant. Use this metric to compare the proposed 
approach to other clustering techniques. The value of MBP for 
clustering with K classes is represented by Equation (9). 

𝑀𝐵𝑆(𝐷) = (
1

𝐷
×

𝐹1

𝐹𝐷
× 𝐾𝐷)

2

  (9) 

where 𝐾𝐷  and 𝐹𝐷  are calculated from relations (10) and 
(11) respectively. 

𝐹𝐷 = ∑ ∑ 𝐻𝑎𝑢𝑠𝑑(𝐶𝑗, 𝑠𝑑)𝑆
𝑗=1

𝐷
𝑑=1            (10) 

𝐾𝐷 = 𝑚𝑎𝑥𝑖,𝑗=1
𝐷 {𝑘(𝑠𝑖 , 𝑠𝑗)}        (11) 

Where 𝑘(𝑠𝑖 , 𝑠𝑗) is the distance between two cluster centres 

and 𝐻𝑎𝑢𝑠𝑑(𝐶𝑗 , 𝑠𝑑) is the distance between the sub-trajectory 

of 𝐶𝑗  and the cluster centre 𝑐𝑘 . The segmentation of the data 

location is not crucial, and pre-specifying it is unneeded, since 
the MBP evaluation criterion is considered an unsupervised 
evaluation criterion. That is to say, the results of the clustering 
routes are unrelated to the road map or the actual roads. 

 
Fig. 5. Points of origin and destinations for taxis and their locations. 
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Fig. 6. The use of angles for movement line segmentation. 

C. Methods for Comparing and Assessing the Proposed 

Approach 

Before introducing an algorithm, it is essential to choose 
the correct method to evaluate and compare it. All of the 
method's pros and downsides should be taken into account in 
fair evaluations. To implement a novel approach to grouping 
motion routes based on optimisation of the HCM clustering 
algorithm, the ant colony algorithm and two-particle swarm 
optimisation methods were used separately in the proposed 
method. Consequently, the performance of each part is 
examined and evaluated independently. But these two 
suggested algorithms are tested against HCM, KMeans, and 
basic HCM algorithms to see how well they perform [35, 36]. 
An innovative approach to classifying motion trajectories, the 
HCM algorithm has been refined from its foundation in the 
cubic regression model and the Lagrange equations. In what 
follows, you will see the results of these comparisons 
according to several criteria. 

V. EVALUATION OF MBP VALUE FOR DIFFERENT K'S 

When evaluating the clustering process, one of the most 
important parameters is the number of clusters, denoted as K. 
Experiments have been carried out for K values ranging from 
10 to 80. What this means is that the number of clusters, as 
defined by the proposed algorithm and other methods, is 
determined before the clustering process even begins. One 
important part of clustering techniques is setting up the cluster 
centres [37]. When AGNES or HCM performs a clustering 
method with K clusters, the centres of these clusters are 
originally chosen at random, and this selection process affects 
the clustering results. Therefore, in order to deliver a more 
precise assessment of the proposed method and other results, 
each algorithm is executed in a 20-step process. Table I 
displays the results of the minimum, maximum, and average 
MBP values for different values of K for all methods. 

TABLE I.  CLUSTERING OUTCOMES COMPARED FOR VARYING K-VALUES 

HCMGA HCMMOPSO FCML HCM AGNES  

K=10 

0.076 0.0770 0.089 0.079 0.070 Max 

0.075 0.0774 0.086 0.079 0.057 Mean 

0.074 0.0760 0.084 0.078 0.043 Min 

K=20 

0.059 0.0670 0.057 0.050 0.043 Max 

0.058 0.0665 0.057 0.050 0.037 Mean 

0.058 0.0660 0.056 0.050 0.030 Min 

K=40 

0.043 0.041 0.040 0.036 0.032 Max 

0.042 0.041 0.039 0.034 0.025 Mean 

0.052 0.041 0.038 0.033 0.019 Min 

K=80 

0.039 0.036 0.034 0.031 0.025 Max 

0.039 0.035 0.033 0.031 0.022 Mean 

0.038 0.034 0.032 0.030 0.017 Min 
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Fig. 7 to 10 display the overarching findings from 
comparing the suggested method to alternative ways for 
various K. By comparing the outcomes produced by the 
particle swarm optimisation and ant colony optimisation 
approaches, we can observe that the suggested method 
outperforms HCM, albeit to a lesser extent, for small k, i.e., 
when K = 10. The results show that HCMMOPSO outperforms 
HCMGA, the other recommended approach. However, when K 
is larger, the two scenarios of the suggested method outperform 
HCM and the two fundamental methods. Getting caught in the 

local minimum becomes more of an issue and the optimisation 
problem becomes significantly more hard as the number of 
clusters increases. However, the suggested approach combines 
the clustering algorithm with optimisation methods in an effort 
to achieve optimal clustering. Furthermore, when K grows, the 
HCMGA scenario outperforms HCMMOPSO. We will further 
study the ant colony optimisation approach, which outperforms 
the particle swarm with respect to issue complexity but has 
slower convergence. 

 
Fig. 7. Evaluation of MBP values during 20 iterations with K=10. 

 
Fig. 8. Evaluation of MBP values during 20 iterations with K=20. 
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Fig. 9. Evaluation of MBP values during 20 iterations with K=40. 

 
Fig. 10. Evaluation of MBP values during 20 iterations with K=80. 

A. Clustering Procedure Termination Criteria 

Clustering techniques iteratively update the cluster centres 
at each iteration to obtain the best clusters. But the most 
important thing is to figure out when this process should 
conclude. There is more than one way to finish the job. For 
example, it is possible to perform the same number of 
clustering steps if the initial number of steps is fixed. This 
strategy, however, appears to be somewhat illogical. On the 
other hand, you may consider the evaluation function and how 
the algorithm's efficiency is improving at each stage as an 
alternative approach. This value must remain over a specified 
threshold for the stages to be executed; otherwise, they will not 
be executed. The proposed method use equation (12) to halt the 
clustering procedure. 

𝐼(ℎ+1)−𝐼(ℎ)

𝐼(ℎ)
< 𝜀   (12) 

In the proposed approach, the threshold value is assumed to 
be 0.002, and I(h) represents the value of the evaluation 
function at step h. The MBP standards are used to compute the 
I(h) value. There will be no end to the clustering processes 
until relation (12) is created. Nevertheless, several algorithms 
can achieve this with different iterations. As the algorithm gets 
better at meeting these requirements, its convergence speed 
goes up. Convergence speed alone will not be enough to 
achieve better performance, though. Since this rapid 
convergence may also lead to the local optimum, it demands 
consideration. As a result, optimal performance and rapid 
convergence are compatible. In order to compare the 
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convergence rates of the two situations and different 
techniques, we considered the execution stage of the 
algorithms as 100 steps and used equation (13) to get the 
normalised value of I(h). This criterion is used to compare the 
rate of convergence; after normalisation, its value will range 
from zero to one. 

𝐼−𝐼𝑚𝑖𝑛

𝐼𝑚𝑎𝑥−𝐼𝑚𝑖𝑛
           (13) 

Where are the maximum and minimum values of the 
evaluation function, 𝐼𝑚𝑎𝑥  and 𝐼𝑚𝑖𝑛 , respectively. Fig. 11 to 14 
show a comparison of the results for different cluster densities 
with respect to the rate of convergence. For the case where 
there are precisely 10 clusters, this comparison is displayed in 

Fig. 14. The AGNES approach converges rapidly, as seen, but 
the best result it produces is inacceptably low for our issue. 
Steps 5 and 6 mark the end of the threshold technique, which, 
when applied to the question of whether the job is done, 
produces a locally optimal value. As a basic clustering 
algorithm, the HCM approach converges at the slowest rate. 
The HCM method, however, differs in its performance from 
the two alternatives. The HCM algorithm does not converge as 
quickly as HCMMOPSO. Almost as fast as HCMGA's 
convergence speed is HCM. So, it's safe to say that the particle 
swarm method achieves the fastest convergence when applied 
to clustering optimisation. With PSO's convergence speed, this 
conclusion was close. Nevertheless, the HCMGA method 
outperforms the optimal value for the clustering process. 

 
Fig. 11. Speed of convergence comparison for K=10. 

 
Fig. 12. Speed of convergence comparison for K=20. 
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Fig. 13. Speed of convergence comparison for K=40. 

 
Fig. 14. Speed of convergence comparison for K=80. 

The convergence process for 20 clusters is compared in 
Fig. 12, while Fig. 13 and 14 display the similar process for 
clusters 40 and 80, respectively. The tests also demonstrate that 
HCMGA converges at the fastest rate, with the convergence 
speeds of HCM and HCM approaches being nearly identical. 

Use of a data set pertaining to the movement lines of taxis 
in one of China's cities, which includes the current GPS 
locations of taxis, allowed for the evaluation of the suggested 
method. Various numbers of clusters have been clustered in 
order to provide a more precise assessment of the suggested 
strategy. In situations with a small number of clusters, the 
findings demonstrate that the suggested method performs 

nearly as well as the HCM method. However, the suggested 
method's performance improves as the number of clusters 
increases. Optimisation using ant colonies achieves better 
clustering accuracy, while optimisation using particle swarms 
achieves faster convergence, according to the data. 

Using HCM clustering with Ant Colony Optimisation 
(HCMGA) and HCM clustering with Particle Swarm 
Optimisation (HCMMOPSO), this study found that trajectory 
clustering became much more accurate and efficient. A clear 
and concise presentation of the results highlights the important 
contributions of the algorithms that were suggested. 
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 Clustering Accuracy Comparison: 

In the first part of our investigation, we compare 
HCMMOPSO and HCMGA to other HCM clustering methods 
to see how well they cluster data. These metrics—internal 
cluster cohesiveness, Davies-Bouldin index, and silhouette 
score are presented in Table II for every algorithm. In terms of 
detecting significant trajectory clusters, HCMMOPSO and 
HCMGA both routinely beat baseline approaches. 

TABLE II.  CLUSTERING ACCURACY METRICS 

Metric HCMMOPSO HCMGA Baseline 1 Baseline 2 

Silhouette 

Score 
0.71 0.80 0.61 0.53 

Davies-
Bouldin 

Index 

0.40 0.31 0.54 0.60 

Internal 

Cohesion 

(avg) 

0.91 0.92 0.83 0.80 

Higher silhouette scores and lower Davies-Bouldin indices 
show that the clusters are better defined and well-separated, 
indicating a significant improvement in clustering quality. 
HCMMOPSO and HCMGA demonstrate exceptional internal 
cohesiveness, which is a direct result of the algorithms' ability 
to produce dense clusters. 

 Statistical Significance: 

With p-values lower than the 0.05 threshold, statistical 
analyses, such as ANOVA and t-tests, validate the importance 
of the noticed improvements. Statistics confirm that 
HCMMOPSO and HCMGA are better than baseline 
approaches, which gives the suggested trajectory clustering 
method more credibility. 

 Comparison to Existing Studies: 

We compare our results to those of related studies so that 
you can put them in context. Importantly, as compared to 
studies that used conventional clustering techniques, our 
silhouette scores are far higher. The optimisation procedures 
that were introduced allow for more accurate trajectory 
segmentation, which in turn improves the performance of 
HCMMOPSO and HCMGA. 

 Discussion: 

Results showing an increase in clustering accuracy show 
that HCMMOPSO and HCMGA are useful in the real world, 
especially for optimising taxi dispatch systems. The overall 
efficiency of transport services is improved by effectively 
identifying and differentiating between distinct trajectory 
patterns. 

Finally, HCMGA and HCMMOPSO are great examples of 
how trajectory analysis has progressed thanks to the integration 
of HCM clustering and optimisation approaches. This study's 
findings add to the expanding literature on trajectory clustering 
and point the way towards further investigations on 
transportation system optimisation. Our approach has the 
potential to improve the efficiency of trajectory-based 
applications, and the shown improvements highlight its 
practical value. 

VI. CONCLUSION 

An approach based on the HCM clustering algorithm for 
route clustering was proposed as a means to extract city 
passenger flow patterns. Using a sequence of GPS markers that 
the user specifies, this method plots a route that is accessible to 
both pedestrians and drivers. The data shown here pertain to a 
journey that starts in one place and finishes in another. At 
regular intervals (often less than two minutes) during this 
process, the location of the moving object is captured using 
sampling. This is how the information about the moving cab's 
many points is recorded. The suggested method specifies the 
route information as a pair consisting of the geographical 
dimensions of the spot and the angle of the line that connects it 
to the next place. Before extracting the sublines, the data 
undergo pre-processing as part of the clustering process. An 
initial step in improving clustering accuracy and speed is to 
partition the sublines according to the angle between them. 
After that, HCM is used to cluster the data. Cluster centres 
were found in the local optimum, and the HCM algorithm 
failed to optimise the objective function, according to the 
evaluation and implementation of the algorithm. In order to fix 
this, we talked about meta-heuristic algorithm research and 
how to apply it to improve the HCM algorithm. 

In two different cases, the HCM clustering method was 
fine-tuned using ant colony and particle swarm methods. Using 
a real data set containing cab movement data in Beijing, China, 
and the MATLAB environment, the suggested method was 
implemented. To test and compare the suggested method, a 
number of experiments were conducted. By applying the MBP 
criterion to the clustering accuracy performance, we found that 
the two scenarios outperformed other methodologies as the 
number of clusters increased. For a large number of clusters, 
the evaluation results show that the proposed method 
outperforms existing approaches in terms of clustering 
accuracy. The HCMGA algorithm improved clustering 
accuracy for MBP values by 0.61% compared to prior 
approaches, while the HCMMOPSO methodology improved it 
by 0.64%. The findings of the implementation also show that 
the particle swarm method converges faster and the ant colony 
approach is the most accurate. 

A specific dataset concerning cab traffic in a Chinese city, 
namely Beijing, is used to test the proposed method. Data 
collected from GPS coordinates every two minutes form the 
basis of the evaluation. As an additional metric for cluster 
evaluation, the MBP index is utilised in the assessment. 

For future studies, the proposed method might be expanded 
and generalised in other ways. For example, this method can be 
employed to classify various motion trajectories. Alternately, 
use more evolutionary optimisation methods to improve 
grouping. You may also test how well the method works by 
changing the pre-processing and sub-line segmentation steps. 
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Abstract—Sustainability and resilience are becoming 

increasingly critical in shaping supply chain pricing strategies. 

They ensure that supply chains can withstand disruptions while 

adhering to environmental and social standards, thereby 

securing long-term economic viability. Despite their importance, 

the integration of these two pillars with the promotion of 

domestic products remains under-explored, especially concerning 

their influence on the competitive dynamics within supply chains. 

This study seeks to bridge this gap by examining the influence of 

sustainability, resilience, and domestic product promotion on 

supply chain pricing strategies. We introduce a model that 

captures the interactions among a central supplier, multiple 

stores, and the government, focusing on strategies adopted by 

each stakeholder to maximize its profit while adhering to 

sustainability and resilience requirements. The study reveals that 

stores' pricing strategies are significantly influenced by their 

sustainability efforts, with the cost coefficient of these efforts and 

the elasticity of sustainability efforts directly affecting profit 

margins. It also finds that the supplier's resilience strategy 

involves allocating inventory reserves to manage wholesale 

pricing effectively. Governmental regulatory measures, through 

taxation and subsidies, are shown to play a crucial role in 

maintaining the balance between domestic and foreign products 

and providing flexibility to diversify product sources to cope with 

local disruptions. Finally, perspectives are provided to enrich the 

understanding of how sustainability and resilience can be 

considered and impact pricing policies of the whole network. 

Keywords—Supply chain management; pricing policies; 

sustainability; resilience; government regulation 

I. INTRODUCTION  

In today's interconnected world, supply chains stand as the 
backbone of global commerce, ensuring the seamless flow of 
goods and services across continents. However, as we navigate 
the challenges of the 21st century, from climate change and 
resource scarcity to geopolitical tensions and technological 
disruptions, the importance of sustainable and resilient supply 
chains has never been more pronounced [1]. Sustainability in 
supply chains ensures that operations are conducted in an 
environmentally conscious, socially responsible, and 
economically viable manner. On the other hand, resilience 
equips supply chains with the agility and adaptability to 
withstand unforeseen challenges, be they natural disasters, 
trade restrictions, or global pandemics. A supply chain that 
embodies both these qualities not only ensures business 

continuity and profitability but also plays a pivotal role in 
fostering a sustainable future for all. 

This study embarks on a meticulous exploration of these 
twin pillars—sustainability and resilience—within the context 
of a supply chain of one supplier and several stores. It 
underscores the challenges tied to bolstering local production 
in an era dominated by transnational logistics networks. In 
today's interconnected world, gaining a nuanced understanding 
of how supply chains can optimize profitability while 
simultaneously fostering positive local and environmental 
impacts is imperative. Thus, the dual role of a supply chain—
as a catalyst for economic gains and as an environmentally and 
locally attuned entity—warrants in-depth scrutiny [2], [3]. 
Firstly, it is a matter of drawing out the possible links between 
sustainability and resilience within the supply chain [3]. As 
such, the relationship between sustainability initiatives and the 
supply chain's ability to cope with disruption needs to be 
specifically addressed, exploring how sustainable practices can 
strengthen resilience. Next, it is necessary to know how a store 
can maximize profits while maintaining sustainable practices in 
its supply chain. This can encompass pricing strategies, 
operational efficiencies, and the integration of sustainable 
practices to ensure profitability [4]. Finally, the focus is on 
approaches to actively favor local products while meeting 
sustainability and resilience requirements. The main objective 
is to explore the measures needed to encourage local 
manufacturers, manage demand, and establish cooperation 
between the various players in the supply chain. 

The interest of this research lies in several crucial aspects. 
Firstly, it is important to note that the issue of promoting 
domestic products while maintaining sustainability and 
resilience in supply chains remains relatively underexplored in 
the scientific literature. Very few studies to date have 
addressed this complex issue, despite its growing importance in 
a world where the globalization of supply chains is 
increasingly being called into question. 

In addition, the recent crisis of supply chain disruption, 
exacerbated by unpredictable events such as the COVID-19 
pandemic, has highlighted the urgency of rethinking and 
strengthening supply chain resilience [5]. This crisis has also 
raised key questions about the vulnerability of global supply 
chains and the importance of promoting local production to 
reduce this vulnerability [6]. 
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Consequently, this research fills a gap in the literature by 
addressing these interrelated issues of sustainability, resilience, 
and the promotion of domestic products in supply chains. It 
thus offers innovative perspectives to address current and 
future challenges faced by companies and governments in 
supply chain management, helping to create more robust and 
environmentally friendly solutions in an ever-changing world. 
Practical implications of the findings are significant, as they 
empower stakeholders such as stores and suppliers to 
strategically choose pricing strategies that not only maximize 
profit but also promote sustainability and domestic products, 
enhancing resilience in the face of disruptive events. This study 
provides valuable insights for companies across various 
sectors, including textiles, mass-market retail, automotive, and 
more. The ability to navigate competitive dynamics, even 
within monopolistic scenarios, is crucial, especially when a 
company controls a substantial market share. In instances 
where a manufacturer (the monopolist) also owns distribution 
channels or outlets, competition with independent stores 
becomes a reality. Understanding this complexity, the study 
aims to provide answers to the following research questions. 

Given this complexity, this study aims to answer the 
following research questions. 

 What are pricing strategies to adopt by the store and 
the supplier to maximize their profits considering 
sustainability? 

 How can the supplier comply with sustainability and 
resilience requirements? 

 How can the government promote sustainability by 
encourage domestic products and resilience by offering 
the possibility of importing products?  

The present research work will focus on a sustainable and 
resilient two-tier monopoly supply chain framework. Our 
supply chain management model examines the interactions 
between a central supplier, several stores and the government. 
The stores determine pricing and sustainability strategies, the 
supplier manages distribution and reserves, while the 
government regulates via taxes and subsidies, particularly with 
regard to domestic and foreign products. The key element is 
the resilience of the chain, with considerations such as 
inventories, the social burden of stores and the diversification 
of supply sources. The aim is to analyze supply chain dynamics 
with a focus on sustainability and local production. 

The paper is structured as follows: Section II explores the 
literature related to supply chain pricing strategies, with a focus 
on promoting sustainability, resilience and domestic products 
with a government intervention. Section III concerns the model 
construction and analysis with three pricing strategies, the first 
one concern the store level, the second one concern the 
supplier level and finally the government. Section IV conducts 
a numerical analysis using examples to support the choice of 
pricing strategies adopted at each level. Moving to Section V, 
we present and meticulously discuss the findings derived from 
the developed model and the numerical analysis. Section VI 
encapsulates these findings in a comprehensive conclusion, 
elucidates the study's limitations and offers final observations 
and prospective directions. 

II. LITERATURE REVIEW 

Academic research is increasingly exploring these 
intersections between sustainability, resilience, performance, 
and competitiveness, seeking to define the ways in which 
companies can maintain efficient operations while being 
ecologically responsible and resilient to disruption. 

This work is closely related to sustainability and resilience, 
domestic and foreign product and governmental intervention 
pricing strategies for supply chains. 

A. Sustainability Pricing Strategies 

The first focus of this paper is on the articulation and 
implementation of sustainability strategies. Firms are 
channeling resources into social and environmental programs 
to align with sustainability mandates, driven by a mix of 
governmental directives reflecting a heightened awareness [7]–
[10]. In the study [11] authors investigated how inventory 
restocking and sustainability funding are influenced by three 
distinct regulatory environments. Similarly, the work in [12] 
investigated the best production practices for various products 
within the framework of cap-and-trade regulations,  and in 
study [13] honed in on carbon emissions from warehouses, 
analyzing the inventory management and investment in eco-
friendlier technologies in response to carbon emission limits set 
by cap-and-trade policies. While the study.  Within the scope 
of this research, it's commonly acknowledged that 
environmental taxes significantly motivate corporate 
investment towards sustainable practices [14]. 

On the other hand, investing in sustainability initiatives is a 
strategic marketing proposition to enhance the company’s 
brand image, examines various factors that impact 
sustainability of supply chain. Consumers' environmental 
awareness, governmental regulations, sustainability 
investments, pricing, production quantities, and environmental 
constraints interact and influence each other within the context 
of sustainability and its impact on products and production 
processes [15]. Likewise, the investigation of retailers' 
investments in environmental R&D and manufacturers' 
proposed strategies for balancing and coordinating the supply 
chain through various joint R&D contracts. The study also 
reveals that consumer environmental awareness, while not 
always leading to increased demand for green products, 
systematically boosts the profits of green supply chains [16]. In 
the study [17] authors explores the impact of cooperative 
promotion on decisions and sustainability of service platform 
supply chains from different markets. Theoretical models 
suggest that joint promotion is advantageous, especially when 
independent promotional activities moderately impact demand. 
However, the benefit of cooperative promotion, influenced by 
demand sensitivity and adjustments in price and quality, may 
vary. Platforms with a high baseline demand typically derive 
more benefits from cooperation but might be less willing to 
invest more in cooperative promotions. 

The examination of the relationship between sustainability 
efforts or investments and various aspects of product demand, 
production, or supply chain management, were explored in 
[18] where the manufacturer's incentive is considered to reduce 
carbon emissions in the presence of carbon taxes under 
revenue-sharing and cost-sharing contracts. Meanwhile, a 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 1, 2024 

288 | P a g e  

www.ijacsa.thesai.org 

comparison of optimal pricing and sustainability efforts was 
conducted in two scenarios in the study [19]: one where the 
manufacturer is a for-profit company driven by profit-seeking 
motives, and the other where the manufacturer is a nonprofit 
organization aiming to maximize demand realization and 
quantity. The same approach was made by [11], which 
examines sustainability investments made by retailers. 
Differing from this line of research, our paper considers both 
scenarios, where sustainability investments can be initiated by 
either the manufacturer or the retailer. Similarly, optimal 
decisions in pricing and ecological investment within 
competitive supply chains for electric vehicles were explored, 
focusing on the tension between the costs and revenues of 
green technologies. Manufacturers and retailers, in various 
market scenarios modeled via game theory approaches, 
navigate between investments in ecological technologies and 
consumer sensitivity to prices and ecology. The results offer 
insights to guide electric vehicle companies in developing 
optimal green investment and pricing strategies [20]. 

B. Resilience Pricing Strategies 

The literature on resilience strategies in supply chain 
pricing is a dynamic and evolving field that addresses the 
crucial need for businesses to adapt and thrive in an 
increasingly uncertain and complex environment. Researchers 
and practitioners alike have recognized that pricing decisions 
are not just about setting optimal prices but also about 
fortifying supply chains against disruptions and unforeseen 
challenges.  

Many studies underscore the critical importance of 
resilience in supply chain management and the diverse 
approaches to achieving it in the face of environmental, 
operational, and market challenges. A complex supply chain 
involving three manufacturers and a distributor managing 
complementary and substitute products which emphasizes the 
resilience of the chain against various possible disruptions. 
Using game theories to determine optimal prices at different 
levels of the supply chain, the developed model seeks to 
navigate efficiently through these potential interruptions, 
thereby ensuring order fulfillment and system stability despite 
environmental and operational challenges [21]. As well as, [22] 
where another strategy based on maintaining extra inventory at 
distribution centers is implemented and ensuring the reliability 
of distribution centers, which positively impacted the 
competitiveness and adaptability of supply chains investigated 
the influence of resilience strategies in supply chain 
management, particularly within the context of price 
competition and facility disruptions. In another context related 
to insufficient capacity, authors of the work [23] scrutinizes 
resilience in the maritime supply chain, specifically focusing 
on the "co-opetition" relationship between shipping companies 
and freight forwarders. Using a model based on game theory, it 
reveals that establishing a direct sales platform by shipping 
companies strengthens their competitive position and improves 
their price and profit compared to freight forwarders. 
Moreover, in the event of capacity shortage, the strategic 
implementation of capacity allocation and pricing strategies, 
especially through a spot market, can enhance the resilience of 
the supply chain. The examination of resilient agricultural 
supply chains in the post-COVID-19 era, as explored in [6], 

delves into the utilization of channel leadership strategies. This 
study emphasizes the critical need for selecting appropriate 
leadership tactics to ensure maximum profitability, optimal 
pricing, and high service quality in a volatile market. It also 
offers practical insights for the transition to e-commerce 
platforms in the aftermath of the pandemic. 

By embracing both foreign and domestic products, 
businesses can diversify their portfolios, ensuring a balanced 
approach to sourcing and mitigating risks associated with 
supply disruptions. Studies in the literature delve into how 
these models can be leveraged to not only bolster the 
profitability of domestic enterprises but also strengthen their 
position in the increasingly competitive and complex market 
landscape. The optimization of prices and profits for a 
domestic company, along with the reduction of retailer costs, is 
the focus of the research [24]. By examining various scenarios, 
the research establishes that implementing an adapted pricing 
strategy can significantly enhance the profitability and market 
competitiveness of the domestic company in relation to 
imported products. Similarly, the pricing competition between 
national and foreign manufacturers on diversified market 
segments, using a Stackelberg game model was explored by 
[25] taking into account factors such as price and quality to 
influence customer purchasing trends, the study concludes that 
market segmentation by income levels can increase profits for 
the national manufacturer and improve its competitive 
advantage against the foreign manufacturer. Likewise, a 
cooperative strategy between national pharmaceutical 
manufacturers and foreign licensors to exclusively produce 
locally licensed branded drugs, with the aim of increasing the 
manufacturer's revenues and potentially offering government 
discounts [26]. Using a Nash bargaining solution and 
cooperative game theory to model tariff negotiations, the 
research reveals that the local market share of the licensor and 
the return on capital of national manufacturers positively 
influence the equilibrium price. If the price is too low, foreign 
entities might lack the incentive to join the coalition. On the 
other hand, in the context of supply disruption risk the study 
[27] examines the competitive dynamics between two closed 
supply chains, focusing on the management of product prices 
and recycling. One of the supply chains, a retailer, has the 
choice between a reliable but expensive domestic supplier and 
a cheaper but unreliable foreign supplier. The results indicate 
that in a dual supply situation, there is a direct correlation 
between sourcing from a foreign supplier and the return rate of 
used products, and that strategic use of return policies is 
essential to maintain competitiveness in the market. 

C. Government Regulation 

The government intervention strategies in various sectors 
are mainly focusing on subsidies, taxes, and regulations to 
promote environmentally friendly practices and sustainable 
development. To stimulate remanufacturing activities, 
governmental subsidies was explored, revealing that 
excessively high or low financial aids prompt remanufacturers 
to compete with producers [28]. A case study involving five 
European countries was highlighted by [29], unveiling how the 
evolution of the green economy is shaped by governmental 
intervention. Similarly, the price competition between green 
and non-green products is analyzed including government 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 1, 2024 

289 | P a g e  

www.ijacsa.thesai.org 

subsidies and the implementation of taxes to minimize carbon 
emissions [30]. Whereas, the influence of the government 
subsidy on the green supply chain system, exploring various 
chain leadership modes and how the subsidy policy impacts 
each chain member and the system's profit [31]. Meanwhile, 
the chain structure and pricing decisions for the producer and 
government subsidy strategy is studied, contrasting new and 
remanufactured products [32]. The impact of government 
incentive strategies, approaching eco-responsible products 
from a game theory-based perspective and comparing the 
benefits of each chain member, the level of eco-friendliness, 
and environmental improvement [9]. The assessment of the 
impact of governmental interventions on bioenergy and 
conventional energy supply chains is studied in [33], revealing 
that some support strategies, especially investment subsidies, 
can significantly optimize both profits and carbon emission 
reduction efforts while supporting sustainable development 
goals. In the research [7], authors utilized game theoretical 
models to refine pricing for energy sectors, aligning with 
government, societal, and ecological objectives. Findings 
reveal Nash strategies boost governmental and societal 
benefits, whereas cooperative approaches favor ecological 
results and energy producers' earnings. While the government 
regulation strategies are explored for promoting EV adoption 
and reducing CO2 emissions through targeted tax reforms and 
subsidies, indicating that government policy adjustments are 
essential for achieving sustainability and market influence [34]. 

III. MODELING FORMULATION AND ANALYSIS 

A. Model Description and Assumptions 

In our supply chain model, we consider a configuration, as 
illustrated in Fig. 1, where the actors in this system are the 
stores, the supplier and the government. Each of these actors 
has an impact on the supply chain through specific strategies. 
The central supplier provides multiple stores with foreign and 
domestic products. The stores, as the final sale points, make 
significant strategic decisions regarding prices, sustainability 
efforts, and demand management. The supplier, although not 
directly involved in the production of products, plays a central 
role in distribution, negotiating unit prices and managing 
security stock (  ) with each store. The government steps in by 
imposing custom fees ( ) on foreign products and by granting 
subsidies ( ) to promote domestic products as presented in the 
Table I.  It also plays a regulatory role by influencing tariff 
policies and sustainability practices.  

Integrating sustainability and resilience into supply chains 
combines environmental responsibility, operational robustness, 
and market competitiveness. This research paper primarily 
focuses on sustainability strategies, which are incorporated into 
our model at various levels. At the store level, sustainability 
efforts (   ) involve demanding durable products and 
undertaking sustainability actions and investments, such as 
sustainable product refurbishment, the requirement for 
sustainable packaging, recycling, and more [35]. At the 
supplier level, it includes contributing to the reduction of 
carbon footprint through the integration of CO2 emissions cost 
(   ) during product transportation. Additionally, at the 
government level, the social charge (  ) paid by the store 

contributes to fostering a more socially sustainable business 
environment [35] across the supply chain. 

Moreover, the proposed model takes into account the 
resilience of the supply chain, through the integration of 
parameters that attempt to express said resilience, such as the 
security stock and the diversification of supply sources. Indeed, 
the supplier reinforces supply chain resilience through 
inventories that play a key role by implementing a dedicated 
extra inventory (  ) for each store  , that is essential to deal 
with potential disruptions [22]. Additionally, diversifying 
supply sources is also a crucial aspect of resilience. The 
supplier can choose to diversify the supply chain, whether they 
are national or foreign. On one hand, importing products 
allows flexibility and reduce risks of supply chain disruption 
and increase their resilience in the face of uncertainty. On the 
other hand, encouraging domestic products reduce dependence 
on international markets, secure jobs and bolster economic 
security within a country. This paradox stems from the 
conflicting goals of achieving supply chain flexibility and 
resilience by depending on imports, and simultaneously 
encouraging local manufacturing. 

The government plays a critical role in navigating this 
paradox through various regulatory mechanisms. In this sense, 
government by offering subsidies ( ) to actively promotes 
domestic products      , while imposing custom fees ( ) to 
foreign products ( )  can them more expensive. Furthermore, 
the government maintains the option to import foreign products 
( ). This dual approach not only provides flexibility but also 
serves as a valuable contingency plan in the face of disruptive 
events, significantly enhancing the supply chain's ability to 
endure and recover from disruptions. These two key options 
are considered, each with clear financial implications: 

Import Foreign Products: The supplier is considering 
importing a large volume of foreign products, such as 
manufactured goods or raw materials, for resale on the local 
market. However, this decision requires careful cost 
management. For example, when importing these products, 
you need to take into account customs costs, which vary 
according to the type of product and the country of origin. 
Customs costs can represent a significant proportion of import 
expenditure. A relevant example is Canada, where a survey of 
635 men and women revealed positive attitudes towards 
Canadian-made products, particularly among women. 
However, it is important to note that customs costs can vary 
from country to country. Therefore, the supplier must calculate 
these costs accurately to assess the economic viability of this 
option. 

Purchase of domestic products: In addition to importing, 
the supplier plans to purchase local products. A concrete 
example might be the purchase of locally manufactured 
products for resale on the domestic market. The government 
encourages this approach by offering economic benefits, such 
as subsidies to support local businesses or tax breaks for 
domestic products. These financial incentives support the 
purchase of local products and can reduce procurement costs. 
Suppliers must therefore integrate these advantages into their 
local purchasing strategy to maximize the economic benefits. 
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Fig. 1. Theoretical model of a network of stores and one supplier with a 

government regulation. 

Profits within the supply chain are determined by the 
pricing and sustainability strategies set up by each store. Each 
store must decide the selling price of its products, taking into 
account various factors such as operational costs (   ), 
negotiated purchase prices (  ) with the supplier, sustainability 
efforts (  ) deployed, and other parameters. The government 
intervenes by imposing taxes on CO2 emissions related to 
product transportation, while subsidies may be granted to 
encourage sustainability. 

In this model, each store   negotiates the purchase price 
(  ) individually with the supplier, allowing for significant 
flexibility and customization in business relationships. This 
freedom to negotiate creates a competitive situation where the 
supplier and each store   strategically compete to achieve an 
optimal purchase price (   ), considering the competing 
interests of each actor within the supply chain. 

This supply chain model aims to understand interactions 
and dynamics between actors, configurations, profits, and 
resilience in a context of promoting local production and 
sustainable concerns. 

1) Assumptions: Within the framework of our supply 

chain pricing model, several fundamental assumptions are 

established to simplify and define the context of our analysis. 

These assumptions define the parameters, relationships and 

basic conditions governing our system. They are essential for 

framing our study precisely and rigorously: 

            

            

 
  

  
   

 We consider a monopolistic market configuration at 
store level; 

 A store   is supplied by a single supplier; 

 We assume uniform operator numbers for all stores, as 
we also assume they employ the same value of   , So 
         ; 

 The supplier applies different selling prices negotiated 
with each store  ; 

 The supplier keeps a reserve quantity (   ) for each 
store  ; 

 Each store has fixed costs that are independent of 
demand (wages, rent, electricity bills, ......); 

 The Supplier transports the products to the stores. This 
transport generates CO2 emissions, which are taxed by 
the government; 

 It is assumed that all planned requests have been met. 
In this case, we won't deal with profit expectations, and 
the model is considered deterministic; 

 Products are assumed to have the same quality 
preference for the customer. 

However, in the realm of supply chain and inventory 
management, the supplier's decision to reserve a specific 
quantity of goods    for each order from a store   reflects a 
strategic approach to ensure the supplier's resilience in the face 
of market uncertainties. This quantity acts as a buffer, allowing 
the supplier to respond efficiently to variations in demand and 
unforeseen disruptions in the supply chain. 

Based on the above assumptions, the objective functions of 
the problem to be modeled are as follows: 

 Maximize store profit 

 Maximize supplier profit 

 Maximize government revenues according to 
tax/subsidy policies 

Table I, presented below, succinctly encapsulates the key 
sustainability, resilience, and economic parameters employed 
in the formulated model, serving as a valuable aid for 
comprehension. 

TABLE I. SUSTAINABILITY, RESILIENCE AND ECONOMIC PARAMETERS 

OF THE MODEL 

 Sustainability Resilience Economic 

Store   ,  ,  ,     ,       ,    

Supplier     ,    ,     ,      ,    

Government    ,      ,   ,    

2) Model parameters and variables 

   : demand quantity at store   
   : unit price at store   
   : sustainability efforts for store   
  : basic market demand 

  : price elasticity 

  : elasticity of sustainability effort 
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   : operating unit cost of store    
  : operating unit cost of supplier 

   : fixed expenses of store   
  : cost coefficient of sustainability effort for store   
   : average demand estimated by store   
    number of operators needed to satisfy    

   social charge per operator to be remitted to the government 

by a store 

    unit cost to be paid to the operator to satisfy    

  : inventory security sensitivity 

   : inventory quantity reserved for store   

   : unit cost of CO2 emission  

  : ratio of quantity of foreign products,         

  : custom fees 

  : government subsidy 

   : wholesale price negotiated between supplier and store   
  

  : wholesale price negotiated considering the whole 

network 

   : profit of store   

     : profit of the supplier considering the whole network 

   : total supplier profit 

   : total government profit 

B. Model Construction and Analysis 

In economic analysis, the inverse demand function emerges 
as a pivotal tool, offering a distinct perspective compared to the 
conventional demand function, which typically represents 
quantity demanded as a function of price [36]. This inverse 
approach articulates the price as contingent upon the quantity 
demanded, essentially inverting the traditional relationship. For 
companies, this analytical approach is indispensable for 
formulating sophisticated pricing strategies. 

Similar to the work of [37], [38] the inverse demand 
equation is given as follows:  

              (1) 

Based on the work of [39], [40]         
   

 

 
 , corresponds 

to the cost of the sustainability effort. 

1) Store   strategies: In this sub-section, the store's 

profitability is studied. So, it can be divided into two 

components: the first part comprises gains, represented by the 

product of the price (  ) and demand (  ), while the second 

part encompasses expenses. Among these expenses, some are 

variable, such as operational costs (  ) and the negotiated 

wholesale price between the supplier and store   (  ), while 

others are fixed, such as overhead expenses (  ), the employee 

payroll (    ), and sustainability efforts (  ). 

The profit Eq. (2) for store   is given as follows.  

                    
   

 

 
       (2) 

By replacing Eq. (1) in Eq. (2) we get: 

              
                

   
 

 
  

                                (3) 

According to this equation, a store has two strategies: The 
price to apply and the sustainability effort to adopt.  

Assuming now that the store focuses only on the price 
strategy. The price to achieve maximum profit is:  

  
  

 

 
*
     

 
        +  (4) 

It can be seen that the selling price increases as the 
sustainability effort increases. It is also influenced by the 
purchase price     and operating costs. 

Price elasticity tends to eliminate the effect of sustainability 
effort. For this reason, we assume that    . 

Proof. Maximum profit is sought by deriving the profit 
function   . 

   

   

                      

We have: 
    

    
        thus, the function admits a 

maximum. This maximum is obtained by solving 
   

   
   

Since   
       has the equation of a straight line and 

   
 

   
 

 

  
  . Then the function is increasing with respect to   . 

Furthermore, assuming that the store wishes to use the 
sustainability strategy to attract more demand. The 
sustainability effort to achieve maximum profit is: 

  
  

             

 
   (5) 

According to this result, an increase in price has an impact 
on the sustainability effort. The sustainability effort cancels out 
in the case where the sustainability effort coefficient α is equal 
to the sustainability elasticity  . In this case,    will correspond 
to the marginal profit. 

The purchase price to be negotiated affects the 
sustainability effort. The store has no interest in having a 
purchase cost   , zero. 

Proof. Maximize profit by seeking the value of    

   

   
                  ; 

Since  
    

    
      o the function admits a maximum, 

obtained when 
   

   
  . 

Since   
      has the equation of a line and 

   
 

   
 

 

 
  . 

Then the function is increasing with respect to   . 

In the model shown, the store actually has two strategies to 
apply to improve profit. In this case,   

 , and   
 are always 

profit-maximizing solutions. 

Proof. The hessian matrix is as follows: 

              (
    
   

) 
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Since          et        , then           admits a 

maximum in: 

{
  

  
 

 
[
     

 
        ]

  
  

             

 

 

Maximum profit can therefore be written as: 

       

  
    

 

  
 

    
 

  
 

           

   
 

 

   
  ( 

      (          ))

 
         

                                           

   
           

We'll try to analyze the price that store   will negotiate with 
the supplier so that the store ensures maximum profit. In this 
case, we assume that the store is the leader. 

So, we replace Eq. (5) in Eq. (4). We then obtain the 
negotiated price   ̂: 

  ̂  
             

     
     (6) 

2) Supplier strategies: In this sub-section, we focus on the 

supplier's profit in the supply chain. Firstly, we study the 

supplier’s profitability in relation to store  , then the 

profitability in the whole network. 

The profit function is as follows: 

   ∑     
 
                (7) 

With  ∑   
 
                               

     corresponds to the customs fees that the supplier pays 
to the government for the percentage   of the quantities 
imported. On the other hand, the supplier receives a 
government subsidy      for the percentage       of 
quantities made from local suppliers. 

a) The supplier's strategy, considering its profit in 

relation to a store   

The supplier's profit is written as follows: 

                        (8) 

Replacing Eq. (1) in Eq. (8) gives the following equation: 

                                     
              

The supplier focuses solely on the pricing strategy. Always 
considering that the store is the leader and the supplier is the 
follower, we obtain the price that allows us to reach the 
maximum as follows: 

  
  

         

 
 

 

  
 

                

         
 (9) 

To be able to offer a price, the supplier needs to have 
information on the sustainability effort of store  . It is also 
influenced by the cost of emissions CO2    . 

Proof. To find the maximum profit, we derive the profit 
function     

   

   

      
   

  
 

    

  
     

     

  
         

 
   

  
        

     

  
 

We have: 
    

    
      

   

       then the function 

admits a maximum. This maximum is obtained by solving 
   

   
   

Since   
       has the equation of a straight line and

   
 

   
 

 

  
  . Then the function is increasing with respect to   . 

To calculate the Supplier's profit, we first calculate the 
profit for each store  . 

   

   

                      

The Eq. (9) aims to determine the wholesale price    
  

negotiated by the supplier in the context of sustainability, the 
supply chain, and operational costs. Two key parameters,   
(sustainability effort elasticity) and α (the cost coefficient of 
sustainability effort), play a crucial role. 

Thus,   measures how consumers respond to the 
sustainability efforts undertaken by store  . A high   value 
indicates a strong consumer response to sustainability, meaning 
they are willing to purchase more sustainable products. 
Consequently, the supplier may consider raising the wholesale 
price   

  without compromising demand. Consumers are 
willing to pay a premium for sustainable products, which can 
increase the supplier's profit margin. However,   quantifies the 
costs associated with the sustainability initiatives of store  . A 
high   indicates higher costs to implement sustainable 
practices, such as using environmentally friendly materials or 
reducing carbon emissions. These additional costs can exert 
upward pressure on the wholesale price   

  negotiated by the 
supplier. The supplier must offset these costs to maintain profit 

margins. 

b) The supplier's strategy, considering the whole network: 

In this section, it is necessary to focus on the overall profit of 

the supplier of the whole network, which will incorporate 

other elements not directly dependent on the store's demands. 

Thus, we will attempt to break down the overall profit of the 

supplier, as provided in Eq. (7). The total demand is expressed 

as follows: 

      ∑   
 
     ∑   

 
      (10) 

Based on the work of [41], it is possible to consider φ as an 

endogenous decision variable, with:   
     

  
 where   

     . Therefore, we can write    
  

     
.  

Similarly, and based on the results obtained during the 
analysis of store-level strategies, we know that sustainability 
efforts    directly impact the price offered    by the store. 
Therefore, we can propose a simple linear equation to express 
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sustainability effort as a function of price, thus creating an 
equation as follows:        ,      

When we substitute, Eq. (7) will be then expressed in the 
following form:  

            ∑   
 
      ∑

  

   

 

   
 

 ( ∑
   

   

 

   
 ∑

          

   

 

   
)   ∑   

 
    

 ∑
    

   

 

   
  ∑     

 
     (11) 

With,              

Based on this equation, we will attempt to examine 
potential strategies for the supplier, including the wholesale 

price and the inventory quantity reserved for store   (   ), to 
improve supply chain resilience.  

  
  

 

   
                                

  
  

 

   
                             

              (12) 

Proof. To find the maximum profit, we derive the profit 
function     

   

   

     
  

   
 

   

    
    

  

    

 
        

   
      

We have: 
    

    
   

     

   
    then the function admits a 

maximum. This maximum is obtained by solving 
   

   
   

c) Resilience and wholesale price analysis: First and 

foremost, it is essential to emphasize that the chosen model in 

this article involves the incorporation of imports to meet a 

portion of the store's demand from overseas. This strategic 

decision is made with the primary aim of enhancing the 

resilience of the supply chain. Consequently, it becomes 

crucial to examine the wholesale price concerning this 

resilience concept. 

Now, let's explore how the wholesale price behaves within 
the context of government subsidies, customs fees, and the 
supplier's flexibility in adjusting φ to impact wholesale prices. 
This analysis will provide a comprehensive understanding of 
the dynamics at play in the supply chain and its price 
regulation. 

The Eq. (12) represents the wholesale price offered by the 
supplier as a function of the level of imported 
quantities   

    , taking into account government subsidies   
and custom fees  . When   is high, meaning that the 
government offers generous subsidies for local products, the 
function tends to decrease with an increase in   (i.e., an 
increase in imports). In other words, government subsidies 
reduce the wholesale price to encourage local production and 
reduce dependence on imports. 

However, when   is high, indicating substantial custom 
fees imposed on imports, the function   

    ,  tends to 
increase with an increase in   ,. Additional customs fees raise 
the cost of imports, which can result in higher wholesale prices 
for imported products. 

This means that the government plays a significant role in 
market price regulation. Furthermore, the supplier can adjust φ 
to slightly lower or raise wholesale prices, but with a limited 
variation. 

Proof.  The expression for the slope of the line in the Eq. 

(12) is as follows:    
 

   
     . So, when   > τ 

(government subsidies exceed customs fees),      is 
negative. 

This results in a positive slope (m > 0), indicating a positive 
incline of the line. 

Conversely, when   < τ (government subsidies are less than 
customs fees),       becomes positive. 

This yields a negative slope (m < 0), signifying a negative 
incline of the line 

d) Sustainability effort elasticity impact on wholesale 

prices: Furthermore, an analysis regarding the elasticity of 

sustainability effort ( ) highlights that with a high  , the 

function becomes more responsive to variations in  . An 

increase in   (more imports) can lead to a more significant rise 

in wholesale prices when sustainability effort is high. This 

indicates that an increased commitment to sustainability can 

have a greater impact on the supplier's pricing decisions. On 

the other hand, for a low value of ( ), indicating low elasticity 

of sustainability effort, the wholesale price will be less 

sensitive to variations in ( ). An increase in ( ) may have a 

less significant impact on wholesale prices when sustainability 

effort is low. In this case, other factors, such as government 

subsidies and customs fees, may play a more prominent role in 

determining wholesale prices. 

3) Government strategies: The government derives its 

profit from the taxes it imposes on the quantities of products 

imported from abroad. In this government profit formulation, 

we must include not only the total quantities ordered by the 

stores but also the safety quantities planned by the supplier to 

ensure resilience. Furthermore, within the context of 

government profit analysis and sustainability considerations, 

we take into account social charges. These charges, directed 

towards essential programs such as healthcare and pensions, 

play a crucial role in bolstering stability, alleviating poverty, 

supporting employment, and promoting social equity, thereby 

contributing to a more sustainable and equitable society. 

The profit equation for the government is given as follows: 

             ∑    
 

   
       

 

  
∑   

 
     (13) 

When examining government strategies, the focal point is 
the calibration of tax rates and subsidies to boost the 
consumption of domestic products, all the while taking into 
account the challenges associated with sustainability and 
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resilience. To conduct this analysis and streamline the study, 
we will rely on the wholesale price of the supplier examined in 
the preceding section.  

Pour faciliter l’analyse, nous allons tenir compte de des 
subventions. 

The government profit function can be written as follows:  

                      
    

   
∑   

 
    

       (           )

   
 

      

   
∑   

 
    

     

   
        

 ∑     
 

   
 

    

  
 

         

         
∑   

 
    (14) 

 To simplify the analysis, we will only consider the 
government subsidy parameter. Indeed, addressing the 
government profit function has allowed us to obtain an optimal 
government subsidy that maximizes this profit function. So, 
Eq. (15) provides the government subsidy that maximizes the 
profit function      . 

    
       

      
 

 

            
[    (          

    
 )  

               )  (15) 

With, 

∑   
 
      , ∑   

 
       , ∑   

 
       

Proof. To find the maximum profit, we derive the profit 
function      . 

We have: 
    

   
  

              

  
    then the function 

admits a maximum. This maximum is obtained by solving 
   

  
   

 The Eq. (15) suggests that the government subsidy   is 
determined based on a combination of factors related to the 
number of stores, operating costs, sustainability sensitivity, 
price elasticity, and various parameters associated with 
sustainability efforts and costs. The quotient ( ) highlights the 
importance of sustainability efforts relative to the price of the 
product, indicating that the government subsidy is influenced 
by the sustainability quotient.   

Moreover, the government subsidy ( ) reveals a nuanced 
relationship with the parameter  , representing the ratio of the 
quantity of foreign products in the market. The presence of ( ) 
in the equation underscores the government's strategic 
approach to balancing the consumption of domestic and 
foreign products. As ( ) increases, indicating a higher reliance 
on imported goods, the government subsidy adjusts to 
incentivize and support domestic product consumption. This 
reflects the government's commitment to fostering economic 
resilience by promoting a balance between local and 
international products.   

IV. NUMERICAL ANALYSIS 

  In this part, numerical analysis is employed to validate the 
conclusions drawn in the preceding section. The focus is on 

exploring sustainability and resilience within logistics supply 
chains concerning pricing strategies and sustainability efforts. 
Additionally, government interventions in the logistics system 
are addressed, considering the constraints previously outlined 
in this paper. The numerical values chosen for this analysis are 
derived from a comprehensive examination of existing 
literature, ensuring alignment with established methodologies. 
Moreover, these values are thoughtfully selected based on the 
specific assumptions outlined in our study, thereby enhancing 
the overall validity and reliability of our numerical approach. 

A. Price, Sustainability, and Profit Analysis on the Store Side 

 To assess the optimal price for a store concerning 
sustainability parameters, the analysis highlights a positive 
correlation between the store's price and its sustainability 
effort, as illustrated in Fig. 2. This positive relationship remains 
consistent across different scenarios of sustainability effort 
elasticity ( ), suggesting that higher values amplify the price 
(   ) response to changes in sustainability initiatives (   ). 
Practically, as the store strengthens its commitment to 
sustainability increases, there is a notable rise in product prices, 
with this response being particularly pronounced with higher 
values. Additionally, the wholesale price (  ) plays a crucial 
role in determining the baseline cost and influencing the 
overall pricing structure.   

However, in analyzing the store's profit through optimal 
sustainability efforts as illustrated in Fig. 3, one can also 
observe the correlation of sustainability (  ) with the price (  ) 
set by the store. Nevertheless, the cost coefficient of 
sustainability effort (  ) for store plays a crucial role in 
adjusting this correlation. 

Furthermore, concerning the store's profit, sustainability 
effort elasticity ( ) affects this profit. It can be observed in Fig. 
4 that a small variation in profit is guaranteed when the 
sustainability effort elasticity coefficient (  ) is small. 
Conversely, when this coefficient ( ) is large, it is noticeable 
that it increases profit with a significant variation relative to the 
price. 

     ,    ,     ,     ,    ,      ,  

    ,       ,       

 

Fig. 2. Correlating Optimal store prices with sustainability parameters. 
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Fig. 3. Correlating Optimal sustainability effort store price. 

 

Fig. 4. Influence of sustainability effort elasticity on store profit. 

 In the same context, the store is tasked with determining 
the purchase price (  ) for negotiation with the supplier. Our 
analysis delves into the interplay between this purchase price 
(  ) and two pivotal parameters: ( ), the cost coefficient of 
sustainability effort for the store, and ( ), the elasticity of 
sustainability effort. This investigation is illustrated in Fig. 5, 
where specific values for   (0.01, 0.2, and 0.4) were selected to 
explore the nuanced dynamics of sustainability and pricing 
strategies. 

The graph in Fig. 5 demonstrates that as sustainability 
sensitivity ( ) increases, reflecting a greater commitment to 
sustainability, the store encounter a corresponding upward 
trend in optimal negotiation costs (   ̂ ). This implies that 
striving for higher sustainability standards may necessitate the 
store to allocate additional resources to negotiation processes, 
potentially incurring higher expenses. The impact of this 
relationship varies based on the sustainability cost coefficient 
( ), with lower ( ) values resulting in a relatively moderate 
increase in negotiation costs as sustainability sensitivity rises. 
This suggests that stores with lower sustainability costs may 
find it economically feasible to invest more in negotiations for 
enhanced sustainability. 

B. Partial Supplier Profit Case  

The relevant parameters are assigned as:  

    ,     ,     ,      ,    ,     ,      

Sustainability Coefficient ( ) and Optimal Price (  ): The 
graph in the Fig. 6 depicts the variation in the optimal price     
as a function of the sustainability coefficient ( ) for different 
values of the elasticity of sustainability effort (  ). This 
illustrates how the optimal price of a product or service 
changes in response to variations in the sustainability 
coefficient, which can be interpreted as a measure of a 
company's commitment to sustainable practices. The different 
curves for   = 0.1, 0.5 and 0.9 show how the elasticity of 
sustainability effort affects the sensitivity of the optimal price 
to changes in sustainability. 

Impact of Sustainability Effort Elasticity ( ): The curves 
reveal that the optimal price reacts differently to changes in the 
sustainability coefficient ( ) depending on the value of the 
elasticity of sustainability effort ( ). For instance, a higher 
value of   (  = 0.9) demonstrates a greater responsiveness of 
the optimal price to sustainability variations compared to a 
lower value of   (  = 0.1). This suggests that, in this model, an 
increased commitment to sustainability (increasing  ) has a 
more significant impact on price when the elasticity of 
sustainability effort is higher. 

Profit Optimization and Sustainability: The model appears 
to seek a balance between profit maximization (represented by 
the optimal price formula) and the promotion of sustainable 
practices (embodied by the sustainability coefficient  ). Price 
variations in response to changes in   and   may indicate how 
a company can adjust its prices to achieve its economic 
objectives while promoting sustainability, which has 
significant implications for decision-making in a business 
context. 

     ,    ,    ,       ,      ,       , 
    ,     ,      ,      ,      ,        

Exploring equilibrium wholesale prices involves an 
examination of the negotiated purchase price (  ̂)  by the store 
to optimize its profit and the selling price (  

 ) set by the 
supplier for store  . The graph in Fig. 7 reveals the intersection, 
indicating an equilibrium price where the curves representing 
both prices meet. Additionally, we underscore the significance 
of the sustainability sensitivity coefficient ( ) in this analysis. 

 

Fig. 5. Comparative analysis of optimal negotiation price and sustainability 

parameters. 
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Fig. 6. Wholesalse price in function of sustainability coefficient  . 

 

Fig. 7. Equilibrium wholesale prices.   

C. Supplier Chain Resilience 

In an effort to investigate the resilience of the supply chain, 
we have constructed a set of numerical values given in Table 
II. The objective is to analyze the profits of both the 
government and the supplier. The numerical data within the 
table offers a comprehensive view of how variations in 
parameters, such as the rate of foreign products (  ) and 
inventory security sensitivity (  ), impact the financial 
outcomes for both key stakeholders in the supply chain. This 
analysis provides valuable insights into the resilience of the 
supply chain under different conditions and aids in decision-
making related to supply chain management strategies. 

TABLE II. IMPACT OF SUSTAINABILITY AND RESILIENCE PARAMETERS 

ON GOVERNMENT AND SUPPLIER PROFITS 

          

0.39 0.3 1101.00 40291 

0.39 0.54 1065.29 38371 

0.39 0.78 1029.59 36451 

0.59 0.3 5530.22 39956.7 

0.59 0.54 5368.52 38036.7 

0.59 0.78 5206.82 36116.7 

0.79 0.3 9981.19 39622.4 

0.79 0.54 9693.49 37702.4 

V. RESULTS AND DISCUSSION 

In this section, our attention is directed towards a 
comprehensive examination of the outcomes derived from the 
implemented model and numerical analyses. Subsequently, the 
ensuing discourse will meticulously explore the findings 
pertaining to profit maximization for each stakeholder, 
specifically, the store, the supplier, and the government. 

Within this framework, stores wield authority over pricing 
and sustainability strategies, while the supplier assumes 
responsibility for distribution and inventory management. 
Simultaneously, the government plays a crucial role by 
enforcing regulations, particularly through taxation and 
subsidies, with an emphasis on both domestic and foreign 
products. Central to our investigation is the resilience of this 
supply chain, where we take into account various factors such 
as security stock, the social impact of stores, and the 
diversification of supply sources. Our primary objective was to 
comprehensively analyze the dynamic interplay within this 
supply chain, with a particular emphasis on sustainability, 
resilience and the promotion of domestic production. 

Each stakeholder of the supply chain; namely the store, the 
supplier, and the government, adopt strategies to maximize 
their profits. Regarding the store  , the model presents two 
strategies for improving profit, with   

 and   
 as always profit-

maximizing solutions. From the supplier’s perspective, the first 
strategy centers on calibrating the optimal wholesale price 
(  

 ) in a manner that harmonizes sustainability commitments 
with supply chain. The second strategy expands this focus to 
encompass the broader network, seeking to establish a 
wholesale price (   

 ) that incorporates resilience metrics, thus 
ensuring profit maximization across the network. On the 
governmental front, the strategies revolve around custom fees 
( ) on international imports and subsidies ( ) to bolster the 
competitiveness of domestic products, balancing international 
trade with local economic encouragement. 

Sustainability emerges as a key point in the main 
conclusions of this study, particularly in its influence on 
pricing strategies within supply chains. Firstly, a store's pricing 
strategy is closely linked to its sustainability efforts (  ), with 
the cost coefficient of these efforts ( ) playing a significant 
role in shaping pricing (  ). The elasticity of sustainability 
efforts ( ) is found to directly impact profit margins (  ) where 
a lower elasticity results in smaller profit variations, and a 
higher elasticity leads to more substantial profit fluctuations 
relative to price changes. Additionally, as a store intensifies its 
commitment to sustainability, it incurs higher negotiation costs 
(  ̂ ), though this is less burdensome for stores with lower 
associated sustainability costs ( ). The optimal price (  

 ) of a 
product is thus affected by the company's sustainability 
commitment ( ) and its responsiveness to sustainability efforts 
(  ), with more responsive companies experiencing more 
significant pricing effects. This indicates a strategic imperative 
for businesses to align pricing with sustainability objectives, 
balancing environmental considerations with the aim of profit 
optimization. 

Resilience in the model is a keystone of the supplier's 

strategy, by allocating reserved inventory quantities (   ) in 
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wholesale prices for each store i. This approach ensures that 
pricing and stock level decisions are in concert with the 
overarching ambition to fortify the supply chain's robustness. 
Parallel to this, the government's regulatory role is crucial in 
preserving a delicate balance between encouraging domestic 
products and regulating the import of foreign products, thereby 
providing more flexibility to diversify the product sources and 
underpinning economic resilience. Indeed, the resilience of the 
supply chain, as examined through numerical analysis, is 
affected by parameters like the rate of foreign products ( ) and 
inventory security sensitivity ( ), which in turn influence the 
profits of both the government and the supplier. 

The equilibrium wholesale price is found at the intersection 
of the store's purchase price and the supplier's selling price, 
with the sustainability sensitivity coefficient being a significant 
factor in this determination. This convergence underscores the 
indispensable importance of collaboration among supply chain 
stakeholders in achieving optimal profits. Through a 
synergistic partnership, suppliers, stores, and government 
entities can refine sustainability efforts. 

VI. CONCLUSION 

Sustainability and resilience have become essential pillars 
in the formulation of pricing policies, ensuring that economic 
strategies are adaptive and viable over the long term. These 
concepts, grounded in economic significance as demonstrated 
by the literature, require in-depth analysis of how pricing 
policies and governmental regulatory measures, such as the 
promotion of domestic products, can coexist to strengthen the 
sustainability and resilience of supply chains. 

This study addresses the under-researched interplay 
between sustainability, resilience, and the promotion of 
domestic products within supply chains, offering new 
approaches for tackling the complex challenges in supply chain 
management. It highlights the unexpected competitive 
dynamics that can occur even for monopolistic suppliers when 
they supply and compete with their stores. Our supply chain 
management model scrutinizes the intricate interactions among 
three pivotal entities: a central supplier, multiple stores, and the 
government.  

The supply chain framework is analyzed with a focus on 
the roles of stores, suppliers, and the government. Stores 
control pricing and sustainability strategies, suppliers manage 
distribution and inventory, and the government enforces 
regulations, including taxation and subsidies. The study 
emphasizes the resilience of the supply chain, considering 
factors like security stock, social impact, and diversification of 
supply sources. Stakeholders adopt profit-maximizing 
strategies, with stores having two pricing strategies linked to 
sustainability efforts. Suppliers focus on optimal wholesale 
prices aligned with sustainability and resilience metrics. 
Government strategies involve custom fees and subsidies to 
balance international trade and support domestic products. 
Sustainability efforts significantly influence pricing strategies, 
with lower elasticity resulting in smaller profit variations. 
Resilience is crucial for suppliers, involving reserved inventory 
quantities. Government regulation balances encouraging 
domestic products with regulating imports, enhancing 
economic resilience. The equilibrium wholesale price is 

determined by collaboration among stakeholders, emphasizing 
the importance of a synergistic partnership for optimal profits 
and sustainability efforts. 

It is crucial to elucidate the limitations of our study, 
providing researchers with valuable context. The main 
limitation of the model developed in this research lies in its 
assumption that demand is deterministic, a simplification that 
does not reflect the dynamic and often unpredictable reality of 
the market. In practice, consumer demand is subject to 
fluctuations influenced by various factors such as changing 
preferences, competition, and economic conditions. This 
deterministic approach can lead to inaccurate forecasts and 
suboptimal decisions in a real business context. To enhance the 
practical relevance of this study, it would be crucial to explore 
more sophisticated models that incorporate demand variability, 
allowing companies to better adapt to market changes and 
optimize their strategies by considering inherent uncertainties. 

Looking ahead, a prospective avenue for upcoming 
research studies involves extending the current model to 
incorporate a more complex network structure. This expansion 
would enable a more in-depth exploration of the cooperative 
dynamics among supply chain stakeholders. A particular focus 
should be placed on developing a stochastic model to better 
align with the real-world scenario where demand is variable, 
allowing for a more accurate representation of uncertainties. 
The objective is to examine whether the observed impacts in 
this study persist or if new patterns emerge within the 
intricacies of a larger supply chain network. Such an 
investigation could significantly enrich our understanding of 
supply chain sustainability, resilience, and collaboration by 
providing insights that are more reflective of the complexities 
and uncertainties inherent in real-world demand dynamics. 
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Abstract—Software engineering is the field of development of 

information systems. However, the development process can 

often be complicated. Therefore, many researchers have 

introduced their approaches to manage the complication. This 

led to the introduction of new subfields such as change 

management, and organisational change. Agile can be regarded 

as a collection of best practices with the same values and 

principles. Since the introduction of Agile manifesto, many 

researchers, manufacturers, and organisations have introduced 

their thoughts, tools, and models to enhance the understanding 

and adoption of Agile. Sharing a similar understanding of Agile 

among people involved is essential in order to adopt it. This 

paper investigates the understanding of Agile among IT 

professionals. In addition, the factors that impact the 

understanding and adoption of Agile are highlighted and studied. 

A survey methodology was employed in this research among IT 

professionals from different organisations. The results of this 

study show that productivity and ability to accept change are 

conflicting the understanding among participants. Furthermore, 

the experience of participants has an impact on the ways in 

which Agile are adopted. 

Keywords—Agile; software engineering; information systems; 

change management; organisational change 

I. INTRODUCTION  

Since 2001, Agile [1]–[3] has been known to be the most 
adaptive way in the field of software engineering. It refers to a 
software development model that should accept changes during 
software development. Hesselberg [4] articulated that “The 
agile mindset is now finding its way into the C-suite, and it is 
starting to radically change the way organizations are led and 
managed. Business agility is on everybody´s lips, for very good 
reasons”. 

Some researchers define Agile as a collection of best 
practices with same values and principles [5]. However, other 
researchers define Agile as a subset of iterative methods of the 
traditional methodologies of software development [6]. In 
general, Agile can be defined as development way that relies 
on the philosophy of change embracing.  

Agile has several benefits that overcome traditional ways. 
These benefits can be summarized in the following: change 
embracing, customer heard, quick achievement, good 
interactions, and continuous improvements. However, several 
drawbacks come along with Agile. These drawbacks can be 
summarized in the following: time consuming, unsatisfactory 
documentation, change dilemma, and unclear customer [7]–[9].  

Many have introduced their Agile methods and frameworks 
[10]–[13] such as Scrum [14]–[16], eXtreme Programming 
(XP) [17]–[19], and DevOps [20]–[22]. Each method and 
framework has its own pros and cons. However, there is no 
unified framework or method that can be considered to be the 
best practice in every circumstance [23].  

Since Agile introduction, many software development 
teams are claiming that they adopt Agile model, However, a 
question of “do they adopt agile?” can be raised. This research 
aims to investigate the understanding of Agile among software 
development teams. It is crucial that development teams share 
the same understanding of Agile when it is employed. 
Therefore, this research questions the understanding by 
investigation each value and principle of Agile against the 
participants views of these values and principles. This is 
carried out by asking the participants to priorities and criticizes 
the values and principles. In addition, it highlights any 
modified version of adopting and understanding that can exist. 

The remainder of this paper is structured as follows: 
Section II describes the related work of this field of research. 
This is followed by the Section III which describes the research 
questions of this research. The methodology employed is 
described in Section IV. Section V is divided into three 
subsections which show and discuss the findings of this 
research. Finally, the conclusion and limitations will be drawn 
in Section VI. 

II. RELATED WORK 

Ozkan et al. [24] have introduced a study that combines 
Agile principles from different resources and divided them into 
groups in order to develop a better understanding of Agile. 
This grouping was done by one expert. The evaluation process 
involved two experts. However, authors still see the 
understanding of Agile as a challenging process [25]. 

Nurdiani et al. [26] introduced their methodology to 
understand and compare Agile Maturity Models (AMM) and 
its strategies. The methodology was based on collecting data 
from previous studies’ results on the topic and a survey done 
on 46 participants. However, the attempt arrived to transfer 
Agile methods onto organizational level and practical 
implications [27]. 

Koi-Akrofi et al. [28] investigated Agile in management of 
IT projects. The study was to compare the use of Agile and 
traditional ways to manage IT projects. The study focused on 
the challenges of using Agile. The authors found that despite 
the benefits of using Agile, many challenges accompany the 
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employment of Agile. These challenges, such as empowerment 
and organization culture, make it difficult to apply. Therefore, 
many go to the traditional ways instead of Agile or merge both 
models in real life.  

Hess et al. [29] investigate the ways to improve the 
understanding of Agile in the perspective of Information needs 
and communication and collaboration. The study is based on a 
previous study of the authors that investigate traditional ways. 
The authors are comparing the results from both studies. The 
findings highlighted the gap in product inconsistency when 
employing Agile. However, authors found also that teams do 
not share the same understanding of the values of Agile as they 
use them differently [30]. 

Barroca et al. [31] introduced a paper that summarizes an 
international workshop discussion on Agile transformation. 
Many definitions were discussed and presented. In addition, 
challenges of Agile transformation were identified. One of the 
challenges is the understanding of Agile within the teams. 
However, the authors attempted combine solutions to 
overcome these challenges [32]–[34].  

Jia et al. [35] have conducted a case study to investigate the 
understanding of developers of Agile requirements. The study 
was conducted on around 130 students divided into 17 teams to 
develop a web-based email management system. The main 
findings of the study identified difficulties in understanding the 
Agile requirements. Inconsistent understanding of Agile was 
noticed [36]. 

Baham et al. [37] have introduced a theoretical core that 
they found to be a gap in the studies of Agile. The authors 
offered a framework that unified the theoretical understanding 
of Agile. However, the study is considered to be an inspiration 
for future discussion and implications on the topic. 

Eilers et al. [38] have investigated the gap between being 
Agile and going Agile among development teams. The study 
included around 129 participants and shows that the 
empowerment of the development teams enhances the Agile 
work and overcomes challenges. In addition, happiness and 
commitment are the factors of connection of being or doing 
Agile [39]. However, it has been argued that empowerment has 
limited impact on project outcomes [40]. 

III. RESEARCH QUESTION 

This research outlines two research questions which focus 
on the investigation of Agile understanding and adoption 
among software development teams. 

RQ1. Is there a difference in understanding and adoption 
between experienced IT professionals and less experienced 
professionals? In order to answer this question, participants 
will be asked to categorize themselves into one of five 
categories. Based on the answer to this question, the collected 
data will be analyzed accordingly.  

RQ2. Based on the experience of IT professionals, is there 
an evolutionary understanding of Agile values and principles? 
The answer to this question will rely on participants’ views on 
priority and criticism of Agile values and principles.  

IV. METHODOLOGY   

This research employed the methodology of questionnaire. 
This methodology will allow collected data based on 
experience of participants and classify the responses for further 
investigation. The questionnaire was sent to potential 
participants in the IT field via emails and social 
communication. Fig. 1 shows the stages of the investigation. 

The questionnaire was sent to 80 potential participants, the 
responses received were 38 responses. The participants are IT 
professionals with different job titles namely: Software 
Analyst, Software Designer, Software Developer/ 
Implementer/ Programmer, Software Engineer, Software 
Project Coordinator, Software Project Manager, and Software 
Tester. It is clear from the aforementioned job titles that the 
focus on this study is Agile adoption and understanding among 
software development teams. 

 

Fig. 1. Research methodology. 

The questionnaire was divided into four sections. The first 
section includes direct questions about gender, job title, 
qualification, and years of experience. In addition, in this 
section, participants are asked to rate their knowledge on Agile 
and whether they have been taught or trained on Agile. 
Furthermore, participants are asked if they view their 
organization employing Agile. The second section is related to 
Agile values shown in Table I. The participants are asked to 
prioritize the values from their experience. 

TABLE I. AGILE VALUES [3] 

Values abbreviation 

Individuals and interactions over processes and tools Val1 

Working software over comprehensive documentation Val2 

Customer collaboration over contract negotiation Val3 

Responding to change over following a plan Val4 

In the third section of the questionnaire, the participants are 
asked to criticize the Agile values shown in Table I with one of 
the options shown Table II. The fourth section of the 
questionnaire is also regarding participants’ criticism on the 
Agile principles shown in Table III. The criticism is based on 
participants’ selection of options from Table II to the principles 
shown in Table III. 

TABLE II. CRITICISM CRITERIA 

Criterion Meaning 

Keep as it is No change suggested 

Need To be Removed Removal suggested 

Need To Be Modified Some changes might be suggested 

participants 
knowledge 

on Agile  

Prioritise 
Agile values  

Investigate 
the 

participants 
evaulation of 
Agile Values 

and 
Principles 

Data 
Analysis  

Results 
Discussion 
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Following the ethical manner of scientific research, 
participants were informed that the collected data is 
confidential and is used for research purposes. Thereafter, they 
were asked to provide their consent to participate, and they 
were able to withdraw at any stage of the process. The 
participants were assured that their privacy is protected and 
respected. 

TABLE III. AGILE PRINCIPLES [3] 

Principles abbreviation 

Our highest priority is to satisfy the customer through early 

and continuous delivery of valuable software. 
PPl1 

Welcome changing requirements, even late in development. 

Agile processes harness change for the customer's 

competitive advantage. 

PPl2 

Deliver working software frequently, from a couple of weeks 
to a couple of months, with a preference to the shorter 

timescale. 

PPl3 

Business people and developers must work together daily 

throughout the project. 
PPl4 

Build projects around motivated individuals. Give them the 

environment and support they need, and trust them to get the 
job done. 

PPl5 

The most efficient and effective method of conveying 

information to and within a development team is face-to-face 
conversation. 

PPl6 

Working software is the primary measure of progress. PPl7 

Agile processes promote sustainable development. The 

sponsors, developers, and users should be able to maintain a 
constant pace indefinitely. 

PPl8 

Continuous attention to technical excellence and good design 

enhances agility. 
PPl9 

Simplicity--the art of maximizing the amount of work not 
done--is essential. 

PPl10 

The best architectures, requirements, and designs emerge 

from self-organizing teams. 
PPl11 

At regular intervals, the team reflects on how to become more 

effective, then tunes and adjusts its behavior accordingly. 
PPl12 

From Fig. 2, 74% of participants are males where the 
remaining are females. In addition, participants are from a 
different range of experiences. However, most of them have 
less than 10 years of experience with a percentage around 61%. 
Participants with more than 10 years of experience constitute 
around 39% of all participants. 

 

Fig. 2. Participants genders and experience range. 

V. RESULTS AND DISCUSSION 

In this section, the results of the research will be shown and 
discussed. First, the general findings of the research will be 
presented and discussed. These are related to the participants 
understanding of Agile and the source of knowledge learnt 

Agile from. In addition, how the participants view the adoption 
of Agile in their organisations. Next, the remaining subsections 
are presenting the findings related to the research questions of 
the experiences of the participants and their understanding of 
Agile and new models of understanding. 

A. General findings 

In order to identify the source of the participant’s 
knowledge of Agile, participants were asked direct questions 
specifying if they have learned Agile in school or at training in 
a workplace. Fig. 3 shows that around 74% of participants have 
been trained in the workplace on Agile. On the other hand, just 
above half of participants have been taught Agile at school. 

 

Fig. 3. Participants knowledge source of agile. 

From Fig. 3, it is obvious that workplaces are more 
interested in Agile, and they tend to train professionals on 
Agile even if they have studied it. From this, organisations of 
participants urge the adoption of Agile. However, 
contrastingly, Fig. 4 illustrates the view of the participants on 
the adoption of Agile, and it is obvious that around 58% of 
participants believe that their organisations adopt Agile. 

 

Fig. 4. Participants views on adoption of Agile in their organisation. 
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Fig. 5 illustrates a key point about the understanding of 
Agile among IT professionals. It shows the participants’ self-
rating on Agile knowledge. Although, as shown in Fig. 3, 74% 
of participants received training on Agile and 55% of them 
studied it in school, Fig. 5 shows that around 61% of 
participants rated their knowledge in Agile as medium as or 
less than medium. 

 

Fig. 5. Self-rating of participants on Agile knowledge. 

It can be concluded from the general findings that there is a 
gap in sharing the understanding of Agile among IT 
professionals. In addition, despite the urge of the organisations 
to adopt Agile, a struggle can be noticed to do such. This might 
be attributed to the gap of Agile understanding among the IT 
professionals. 

B. Prioritising Agile Values 

In order to investigate the new understanding of Agile, 
participants were asked to prioritize the values of Agile shown 
in Table I. It is obvious from Fig. 6 that Val2 has been 
prioritized the most by participants as it occupies the first and 
second priority. Val2 is regarding the value of working 
software over documentation. This is an interesting point as 
this value needs interactions with clients and might lead to a 
change of requirements. Therefore, Val1 and Val4 are 
following in the priority order as shown in Fig. 6. 

 

Fig. 6. Participants prioritising Agile values. 

It can be concluded that the understanding of the 
participants of Agile values has been impacted by the 
tendencies of productivity and customer satisfaction. In 
addition, software documentation might be affected by 
adopting Agile as this understanding imposes more 
productivity over quality and more changes over quality. 

C. Criticism of Agile Values and principles  

Participants were asked to provide an abstract view on the 
criticism of the values and principles of Agile. Fig. 7 shows the 
participants responses to a criticism question on each value of 
Agile. The question aims to collect a general answer of 
participants as if they believe that a value should be eliminated, 
modified, or kept as is.  

From Fig. 7, it is obvious that Val2 is a controversial value 
among participants. In addition, a high number of opinions 
regarding modification and elimination to the value were 
focused on Val2 with around 71%. It is worth noting that Val2 
is about productivity over quality. Furthermore, Val4 received 
an equal number of responses to modification and elimination, 
however, it received the highest number of responses to be kept 
as is among other Agile values. 

 

Fig. 7. Participants criticising Agile values. 

With regards to the criticism of Agile principles, Fig. 8 
illustrates the responses of the participants. Overall results 
show that participants tend to have no criticism of Agile 
principles, as the dominant response is to keep as is. However, 
PPL2, PPL6, PPL7, and PPL10 seem to receive responses 
regarding modification of these principles. It is worth noting 
that PPL2 is about changes in software, PPL6 is about 
communication with clients, PPL7 is about productivity, and 
PPL10 is about simplicity of software.  

It can be concluded from results shown in Fig. 7 and Fig. 8 
that Val2, which is regarding productivity over quality, is again 
obvious in the criticism of the participants. Interestingly, the 
principles of PPL2, PPL7, and PPL10 are related to the Val2. 
From this it can be noticed that productivity over software 
quality is a controversial understanding among the participants. 
In addition, this is related directly to the adoption of Agile as it 
might introduce new ways of Agile adoption or affect the 
traditional way of Agile adoption. 
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Fig. 8. Participants criticising Agile principles. 

D. Criticism of Agile Values and principles Based on 

experience. 

In this section, the previous criticism of Agile values and 
principles is investigated further. The focus is on the 
comparison of participants’ responses to the criticisms based 
on years of experience. The responses were divided into two 
groups: less than 10 years of experience and more than 10 
years of experience.  

Fig. 9 illustrates the criticism responses of participants 
regarding Agile values based on experience of participants. It is 
obvious from the Figure, that participants with less than 10 
years of experience have no tendency to criticize except for 
Val2 where around 70% of the participants think Val2 needs to 
be eliminated or modified. 

 

Fig. 9. Based on experience participants criticising Agile values. 

On the other hand, participants with more than 10 years of 
experience agree with participants with less than 10 years of 
experience on that Val2 needs to be eliminated or modified. 
Furthermore, the majority of participants with more than 10 
years of experience think that Val3 and Val4 should be 
modified and eliminated respectively. 

With regards to Agile principles, Fig. 10 shows the 
criticism responses of participants based on experience of 
participants. The majority of participants with over 10 years of 
experience think that PPL7 should be eliminated. In addition, 
they think that PPL6 should be eliminated or modified. In 
addition, PPL10 received great attention to be modified by the 
majority of participants with over 10 years of experience. 

On the other hand, the majority of participants with less 
than 10 years of experience believe that PPL2 should be 
eliminated or modified. In addition, they think PPL6 should be 
modified. Furthermore, participants with less than 10 years of 
experience give the same attention as participants with over 10 
years of experience on that PPL10 should be modified. 

 

Fig. 10. Based on experience participants criticising Agile principles. 

It can be concluded from the results that experience impacts 
the understanding and perspective of participants on Agile 
values and principles. This is clear from the difference of the 
views of Val3 and Val4 as participants with over 10 years of 
experience are more likely to criticize these two values of 
Agile unlike participants with less than 10 years of experience. 
However, all participants agree on the criticism of Val2. In 
summary these different views might affect the adoption of 
Agile within teams in organisations. 

VI. CONCLUSION AND LIMITATIONS 

In this paper, Agile values and principles were focused on 
in the perspective of the understanding and the adoption from 
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the point of view of the IT professional involved. The 
methodology of survey was employed in order to investigate 
the understanding and adoption of Agile among IT 
professionals.  

Findings of this research can be summarized as follows: 

1) In general, there is a clear difference in understanding 

and adoption of Agile. 

2) Workplaces are taking Agile seriously and as they pay 

great attention to Agile training with 74% of participants been 

trained in their workplace. It seems that workplaces do not 

rely on the members knowledge of Agile from members’ 

study in schools. 

3) Despite the workplace attention to Agile adoption, a 

great deal of participants does not believe that their workplace 

is adopting Agile. 

4) Despite the training they received and the school 

teaching of Agile, participants are not confident about their 

knowledge and understanding of Agile as 61% of them seem 

to rate their knowledge and understanding as medium of less. 

5) The participants understand Agile as productivity more 

than change embracement. This is due to the priority they give 

to Val2 as first and second priority. 

6) However, Val2 is a controversial value of Agile as 71% 

of responses in the criticism of Agile values goes to need 

modification or elimination of Val2. 

7) Agile principles PPL 2, 6, 7, and 10 are criticized by 

participants to be modified or eliminated, however, 

participants in general do not criticize other Agile principles. 

8) Participants with less than 10 years of experience tend 

to avoid criticizing Agile values except Val2 which they 

believe should be eliminated or modified. 

9) Participants with over 10 years of experience tend to 

criticize Agile values in particular Val 2, 3, and 4. 

10) A difference in focus can be seen in Agile principles 

criticism between participants with over 10 years of 

experience and participants with less than 10 years of 

experience. PPL2 is the principle that participants with less 

than 10 years of experience believe should be eliminated or 

modified, whereas participants with over 10 years of 

experience believe that PPL7 should be eliminated or 

modified. 

As limitations of this study, the number of participants 
responses is one of the limitations. Reaching a higher number 
might help in generalizing the results and might give other 
perspectives to the issues of Agile understanding. Another 
limitation related to the number of participants is that as the 
number is not large, responses cannot be divided based on 
teams with the same job titles. 

As future work based on this research, the investigation of 
refinement of the values and principles of agile should be 
conducted, since this research findings motivate the refinement 
of them. Another future direction is the introduction of a new 
model for training people in organizations which tend to adopt 
Agile. Finally, further investigation needs to be conducted in 

the field of quality of software which is developed with the 
employment Agile.  
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Abstract—Category decomposition-based within pixel 

information retrieval method is proposed together with its 

application to partial cloud extraction from satellite imagery 

pixels.  A comparative study was conducted for estimation of the 

sea surface temperature of the pixel suffered from partial cloud 

cover within a pixel. Three methods for estimation of partial 

cloud cover within a pixel, based on the proposed category 

decomposition-based method with Generalized Inverse Matrix 

Method: GIMM and well-known Least Square Method: LSM 

and Maximum Likelihood Method: MLH, were compared. It was 

found that around 9% of RMS (Root Mean Square) error can be 

achieved. Also, it was found that estimation accuracy highly 

depends on variance of representative vectors for cloud and the 

ocean or observed noise. The experimental results with simulated 

data show RMS error of GIMM are highly dependent to the 

noise followed by MLH and LSM. The results also show the best 

estimation accuracy can be achieved for MLH followed by LSM 

and GIMM. 

Keywords—Category decomposition; information retrieval; 

cloud cover estimation; Generalized Inverse Matrix Method: 

GIMM and well-known Least Square Method: LSM and Maximum 

Likelihood Method: MLH 

I. INTRODUCTION 

When estimating the sea surface temperature using visible 
thermal infrared radiometer data such as NOAA (National 
Oceanic and Atmospheric Administration) / AVHRR (Advance 
Very High-Resolution Radiometer), MOS-1 (Marine 
Observation Satellie-1) / VTIR (Visible and Thermal Infrared 
Radiometer), for example, as is clear from the MCSST (Multi-
Channel Sea Surface Temperature) [1] algorithm, there is only 
a small amount in the pixel. However, the pixels that are likely 
to have clouds are detected and excluded from the target of sea 
surface temperature estimation. Especially in the case of 
MCSST, the acquisition rate of data not covered by clouds is 
low because the policy of punishing suspicions is strictly 
checked for this possibility. As a result, many observation day 
data are required to obtain a good scene in which all pixels are 
not covered with clouds, which often hinders the estimation of 
the 10-day average sea surface temperature. 

Even if a small cloud exists in the pixel, if the brightness 
temperature of the cloud can be known and the area occupancy 
can be estimated, it can be corrected to some extent and used. 
Assuming that the brightness temperature of this cloud is equal 
to that of the pixel covered with 100% cloud in the vicinity of 

the core pixel, the method of estimating the cloud coverage rate 
will be examined here. That is, with the aim of creating 
products of average sea surface temperature in a short period of 
time, we propose a method for estimating the cloud coverage 
rate in pixels and examine its effect. 

In this paper, we take up the method of estimating the class 
occupancy in pixels proposed so far as a method of estimating 
the cloud coverage [2]-[8] and show the result of mutual 
comparison of estimation accuracy. These estimation methods 
have been proposed to estimate the class mixing ratio of mixed 
pixels (Mixel) consisting of multiple classes. When applying 
these to cloud coverage estimation, it becomes a problem to 
estimate the mixing ratio for the two classes of cloud and sea, 
and in general, the number of channels of visible thermal 
infrared radiometer data exceeds this, so the minimum square 
method is effective. It is considered to work. Therefore, we 
took up the least squares method that minimizes the square of 
the estimation error of the observation vector and the square of 
the estimation error of the mixing ratio. In addition, we 
conducted a theoretical study of the estimation error of these 
least square methods, and the estimation error is small. 

It is shown that it is possible to use both adaptively so as to 
become. We propose an "adaptive least squares method" based 
on that principle and apply the effect to actual data to confirm 
it. Furthermore, since it is expected that the spectral reflection 
and radiation characteristics of cloud pixels will vary widely, 
the maximum likelihood method that takes the variance into 
consideration was taken up as a comparison target and 
compared. 

In the next section, related research works are described in 
Section II followed by theoretical background and proposed 
method in Section III. Experiments and experiments results are 
mentioned in Section IV and Section V respectively and finally 
conclusion and work for future is explained in Section VI and 
Section VII respectively. 

II. RELATED RESEARCH WORKS  

As for the related research works to category 
decomposition, there are the followings, 

Maximum likelihood estimation of category proportion 
among Mixels is conducted [9]. Meanwhile, image 
classification from category proportions among Mixels is 
proposed [10]. On the other hand, decomposition of category 
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mixture in a pixel and its application for supervised image 
classification is proposed [11]. 

Category decomposition based on subspace method with 
learning process is proposed [12] together with category 
decomposition method for un-mixing of Mixels acquired with 
spaceborne based visible and near infrared radiometers by 
means of Maximum Entropy Method: MEM with parameter 
estimation based on Simulated Annealing: SA [13]. On the 
other hand, focusing on Mixels located at the boundary 
between two types of classes, an image decomposition 
algorithm that uses the class mixture ratio of Mixels and the 
spatial information of surrounding pixels of Mixels are 
investigated [14]. Research has also been conducted that adds, 
but it has not been applied to two or more types of class 
boundaries. Meanwhile, category decomposition requires an 
endmember extraction in the spectral space of distributions. 
When observation data, end member spectra, and content rates 
are each expressed as a matrix, Mixel decomposition can be 
regarded as a matrix decomposition problem. Due to physical 
conditions, all components of the matrix are non-negative 
values, so by applying non-negative matrix factorization 
(NMF), the end member spectrum and content can be 
estimated simultaneously [15]. In the data-driven approach, the 
material with the estimated endmember spectrum is finally 
identified by referring to the spectral library and searching for 
the closest spectrum. 

Sea ice concentration estimation method with satellite 
based visible to near infrared radiometer data based on 
category decomposition is proposed [16]. Also, category 
decomposition method based on matched filter for un-mixing 
of mixed pixels acquired with space borne based hyper-spectral 
radiometers is proposed [17]. 

Bi-directional Reflectance Distribution Function: BRDF 
effect on un-mixing, category decomposition of the Mixel of 
remote sensing satellite imagery data is estimated [18]. 

On the other hand, there are the following research works 
related to cloud overage estimation, 

A merged dataset for obtaining cloud free Infrared: IR data 
and a cloud cover estimation within a pixel for SST retrieval is 
proposed [19]. Meanwhile, estimation of partial cloud coverage 
within a pixel is conducted [20]. 

Comparative study on estimation of partial cloud coverage 
within a pixel is conducted [21]. On the other hand, adjacency 
effect of layered clouds estimated with Monte-Carlo simulation 
is estimated [22]. 

Evaluation of cirrus cloud detection accuracy of 
GOSAT/CAI (Green House Gasses Observation Satellite / 
Cloud and Aerosol Imager) and Landsat-8 with laser radar: 
lidar and confirmation with CALIPSO (Cloud-Aerosol Lidar 
and Infrared Pathfinder Satellite Observations) data is 
conducted [23]. Meanwhile, comparative study on cloud 
parameter estimation among GOSAT/CAI, MODIS (Moderate 
Resolution Imaging SpectroRadiometer), CALIPSO/CALIOP 
(Cloud-Aerosol LIdar with Orthogonal Polarization) and 
Landsat-8/OLI (Operational Land Imager - Landsat Science) 
with laser radar as truth data is conducted [24]. 

Thresholding-based method for rain, cloud detection with 
NOAA/AVHRR data by means of Jacobi iteration method is 
proposed [25]. Also, adjacency effects of layered clouds by 
means of Monte Carlo Ray Tracing: MCRT is investigated 
[26]. 

III. THEORETICAL BACKGROUND AND PROPOSED METHOD 

A. Category Decomposition and Classification Norms 

In order to estimate the maximum occupancy category in 
Mixel, category decomposition [1] is required to estimate the 
occupancy rate of each category. Several categorical 
decomposition methods have been devised [1-6], but in this 
study, the categorical decomposition is formulated using the 
maximum likelihood estimation method that takes observation 
errors into consideration. Using this theory has the advantage 
that unclassified pixels can be determined to be statistically 
meaningful. 

Mixel's spectroscopic vector: I, which is a mixture of 
information from N categories, is considered to be the linear 
combination of Pure pixel value: A and category occupancy: B 
shown in Eq. (1) plus the observation error vector: ε. 

                                (1) 

where Ii: Observation pixel value of the i-th band, M: 
Number of bands. “t” represents transpose. Furthermore, A is 
expressed as follows: 

  [
       

   
       

] 

where Aij: i-band of pure pixel value of j-category, B = (B1, 

B2,…, BN) 
t
, Bj: Occupancy of category j. And, ε = (ε1, ε2,…, 

εM) 
t
, εi: observation error of the i-th band. Here, it is assumed 

that Aij follows the normal distribution of mean A
*
ij and 

variance σij
2
: N (A

*
ij, σij

2
), and εi follows N (0, σei

2
), and the 

spectroscopic vector 1 is a random variable [4]. Here, if the 
pixel values of Pure pixels in each category are independent, 
the observed pixel values of the i-band: I, are the average A

*
i 

represented by Eq. (2) and Eq. (3), and the normal distribution 
of the variance σi

2
: N (A

*
i , σi

2
) is obeyed [7]. 
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where A
*
ij: The average of the pure pixel values of the i-

band j category, and σij
2
: the variance of the pure pixel values 

of the i band, j-category. It is also the variance of the 
observation error of the σei

2
: i band. 

Observed pixel value of the i-th band: Probability 
(likelihood) that Ii is observed: P (Ii) is expressed by Eq. (4). 
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Probability (likelihood) that the spectroscopic vector I is 
observed (likelihood): P(I) is expressed by Eq. (5), assuming 
that it is independent between each band. 

     ∏      
 
     (5) 

In general, each band of remote sensing data is not 
independent of each other, so it is necessary to make each band 
independent by orthogonalization transformation such as 
principal component analysis as preprocessing. Here, based on 
the concept of the maximum likelihood estimation method, the 
solution is to find the probability that the spectral vector is 
observed: P(I) and the occupancy rate: B I. Here, the 
occupancy rate: B has the following constraints if the type of 
category included in Mixel is known. 

∑   
 
                      (6) 

The category occupancy (maximum likelihood estimation 
value) estimated based on this method is expressed as B

*
, and 

the pixels are classified into category K of the maximum 
element B

*
k in B

*
. This method is called the Maximum 

Proportion Classifier (MPC). 

B. Determination of Unclassified Pixels 

In image classification methods such as the maximum 
likelihood method and the shortest distance method, 
restrictions are set according to those classification norms, and 
those exceeding the restrictions are regarded as unclassified 
pixels [8], [9]. This section describes how to determine 
unclassified pixels according to the maximum occupancy 
classification norm. 

Comparing Mixel and Pure Pixel, Pure Pixel expresses its 
pixel value by the mean and variance of the classified 
categories, while Mixel's pixel value is the occupancy rate of 
each category and their mean and variance. This indicates that 
Mixel has more independent parameters to express the pixel 
value of Mixel than Pure Pixel, and Mixel is a concept with a 
high degree of freedom. With these things in mind, this study 
proposes the following method for determining unclassified 
pixels. 

The fact that a Mixel can be classified into one category 
(Mixel can be represented by one category) means that the 
Mixel can be represented by a model with more constraints 
(fewer independent parameters) (Pure pixel hypothesis). That's 
what it means. In such a case, the Pure pixel hypothesis is 
tested using the model goodness-of-fit test [7], [10], and if the 
Pure pixel hypothesis holds, it can be classified, otherwise it 
cannot be classified. It is possible to do. Here, we propose two 
types of goodness-of-fit test methods. 

C. Goodness of Fit Determined by χ2
 Distribution [10] 

Suppose there are two models π1 and π2, and π1 is π2, which 
is a special case (the number of independent parameters is 
small). The likelihood ratio of the two models: β is defined by 
Eq. (7), where P (π) is the likelihood of the model π. 

a = P (π
*

1) / P (π
*

2)       (7) 

where, the superscript * represents the maximum likelihood 

estimator of the model π. Since π*
1 is a special case of π*

2, 

P (π*
1 ≤ P (π*

2)), and therefore β ≤ 1 holds. Here, χ
2
 of Eq. 

(8) is defined. 

χ
2
=-2 ln β   (8) 

χ
2
 asymptotically has a chi-square distribution with n = n2-

nl degrees of freedom. Here (nl and n2 are the number of 
independent parameters of the models π1 and π, respectively), 
and the percentile value χ

2
 (n) of 100 by α% (α: significance 

level, 0 <α<1) of the chi-square distribution with n degrees of 
freedom, α) and χ

2
 can be compared to test whether π, is 

significantly inferior to π2 (χ
2
 (n, α) <χ

2
). 

When this goodness-of-fit test is used to determine 
unclassified pixels according to the maximum occupancy 
classification standard, only the maximum occupancy category 
B

*
k of the most likely estimated value B

*
 of the occupancy 

obtained by categorization of π1 Pire pixel (B
*
K = 1, occupancy 

of other elements is 0), P(π1) is obtained from Eq. (4) and Eq. 
(5), then π2 is Mixel, and B* is used (4). ), (5) to find P (π2), 
and Eq. (7) and Eq. (8) to find χ

2
. Here, from the constraint 

condition of Eq. (6), the number of independent parameters of 
PURE PIXEL is 0, and the number of independent parameters 
of Mixel is N-1 (N: number of categories), so n=N-1. Therefore, 
the significance level α (right side test) of the test is determined, 
χ

2
 (N-1,α) is calculated, compared with χ

2
, and the unclassified 

pixels are χ
2
 (N-1),α) ≤ χ

2
: Unclassified χ

2
 (N-1,α)> χ

2
: 

Determined to be classified in the maximum occupancy 
category. Since χ

2
 becomes larger as the likelihood ratio β is 

smaller (the likelihood is smaller when it is a pure pixel), the 
number of unclassified pixels increases as the significance 
level is increased (χ

2
 (N-1, α) becomes smaller). 

D. Goodness of Fit Test by AIC [10],[11] 

Similar to the goodness-of-fit test based on the χ
2
 

distribution, there are two models, π1 and π, and π1 is a special 
case of π2. If P(π) is the likelihood of the model π, then AIC 
(Akaike's Information Criterion) is defined by Eq. (9). 

                       (9) 

where n is the number of independent parameters of the 
model, and the superscript * is the maximum likelihood 
estimator of the model. Here, the model that minimizes the 
AIC in Eq. (9) is selected. Similar to the goodness-of-fit test 
based on the χ

2
 distribution, π2 is Mixel (number of 

independent parameters: N-1), π1 is Pure pixel (number of 
independent parameters: 0) containing only the maximum 
occupancy category, and AIC is Eq. (4), (5), (9), if the AIC 
obtained from the case of Pure pixel is smaller than the AIC 
obtained from the case of Mixel, it is judged that it can be 
classified and classified into the maximum occupancy category. 
If not, it is regarded as an unclassified pixel. 

IV. EXPERIMENTS 

A. Simulation of Pure Pixel Data 

The validity of the above theory will be confirmed by the 
following data and simulation according to the procedure. 

Using TM data around Lake Ashino-ko in Japan, which 
was acquired by LANDSAT 5 on June 6, 1987, residential 
areas, bare land, grasslands, coniferous forests, and broad-
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leaved forests, which are typical categories of this area, were 
ed as the grand truth area. It is extracted using vegetation maps 
and aerial photographs [12]. Then, in order to make each band 
independent, all bands except the thermal band (band 6) were 
analyzed for principal components, and the first and second 
principal components were quantized into eight bits and used 
for categorization. Table I shows the eigenvalues, eigenvectors, 
and contribution ratio of each principal component. Table II 
shows the average and variance of the pixel values of each 
category Pure pixel. 

TABLE I.  EIGENVALUE, EIGENVECTOR AND CONTRIBUTION OF THE TEST 

DATA. PC, E-VALUE, E-VEC. AND CONT. MEAN PRINCIPAL COMPONENT, 
EIGENVALUE, EIGENVECTOR AND CONTRIBUTION, RESPECTIVELY 

 PC1 PC2 PC3 PC4 PC5 PC6 

E-value 5.47 0.49 0.03 0.01 0.00 0.00 

Band 1 0.41 -0.33 0.00 -0.83 0.13 -0.08 

Band 2 0.42 -0.26 -0.27 0.32 -0.35 -0.68 

Band 3 0.42 -0.29 -0.12 0.19 -0.42 0.72 

Band 4 0.36 0.75 -0.53 -0.12 0.07 0.06 

Band 5 0.41 0.39 0.79 0.02 -0.23 -0.09 

Band 7 0.42 -0.16 0.09 0.39 0.79 0.06 

Cont. 0.91 0.08 0.01 0.00 0.00 0.00 

TABLE II.  AVERAGE AND VARIANCE OF THE PURE PIXEL DATA. AV AND 

VR MEANS AVERAGE AND VARIANCE, RESPECTIVELY. THE NUMBERS 1 TO 5 

SHOW THAT THE CATEGORIES OF RESIDENTIAL AREA, BARE SOIL, GRASS 

LAND, NEEDLE LEAF TREE AND BROAD LEAF TREE, RESPECTIVELY 

  1 2 3 4 5 

A PC1 97.8 162.4 127.3 60.9 107.8 

V PC2 62.2 135.1 162.0 100.9 187.7 

V PC1 160.4 841.1 185.7 94.0 178.2 

R PC2 309.9 681.3 430.4 329.3 586.2 

B. Simulation of Mixel Data 

Mixel data of 36 types (six types of variances by six types 
of observation error) were created by the procedure shown 
below, 

1) Category occupancy rate: Using the uniform random 

numbers of [0,1), 100 points of category occupancy are 

created based on the constraint condition of Eq. (6). 

 
(a)    (b) 

Fig. 1. Characteristics of the truth data. (a) Histogram of the maximum 

proportion category. The categories number 1 to 5 correspond to the 

categories of Residential area, Bare soil, Grass land, Needle leaf tree and 
Broad leaf tree, respectively. (b) Histogram of the maximum proportion. 

Fig. 1(a) and Fig. 1(b) show the distribution of the 
maximum occupancy category and the distribution of the 
maximum occupancy, respectively. 

2) Pure pixel value (training data): Pure pixel values 

according to the mean and variance of each category are 

created for each band using normal random numbers. At this 

time, in order to confirm the influence of the variance of the 

Pure pixel value, the Pure pixel value is created by 

multiplying the variance of each category and each band by 

2.0, 1.0, 0.8, 0.6, 0, 4, 0.2, respectively. 

3) Observation error: The standard deviation σei of the 

observation error in each band is 0,2,4,6,8,10 [Count]. The 

observation error is created using normal random numbers. 

4) Mixel dataset: From the data of (1)-(3), 100 points of 

Mixel spectroscopic vectors are created under each condition 

according to Eq. (1). 

C. Verification Details 

The 30 types of Mixe1 data sets created by the above 
method were categorized using the grid search method [13] 
with a side length of 1/64. This solution creates a mesh with a 
side length of 1/64 in the solution space (N-1 dimensional 
hyperplane) given by Eq. (6) and uses the training data given at 
each point of the mesh and the observed spectral vector. The 
likelihood given by Eq. (5) is calculated, and the point that 
gives the maximum likelihood is the solution. 

As for the solution of the nonlinear optimization problem, 
all high-speed calculation methods such as Newton's method 
are methods for finding extreme values, not methods for 
finding maximum / minimum values. In this study, in order to 
avoid a decrease in the accuracy of categorization due to 
algorithm restrictions, categorization was performed by the 
lattice search method without using high-speed calculation. In 
actual applications, it is necessary to develop accurate and 
high-speed algorithms, which will be an issue for the future. 

From the estimated value of the category occupancy and 
the estimated maximum occupancy category obtained here, the 
following items are verified together with the truth data of the 
category occupancy in Eq. (1) Category occupancy rate. 

D. Comparison of Goodness-of-Fit Test by χ
2
 Distribution 

and Goodness-of-Fit Test by AIC 

In order to compare the two unclassified pixel 
determination methods and confirm the effect of the goodness-
of-fit test based on the χ

2
 distribution on the classification 

accuracy of water a, the goodness-of-fit test by AIC and the 
significance level α were set to 1, 5, 10%. Classification was 
performed using MPC to which the method for determining 
unclassified pixels by the goodness-of-fit test was applied. In 
this case, the same method for determining unclassified pixels 
is applied to the truth data of the occupancy rate of Eq. (1) 
Category occupancy rate, and only the classifiable pixels are 
extracted, and the classifiable pixels obtained here, and their 
maximum occupancy category are classified and was used as 
the truth data of the category to be classified. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 1, 2024 

311 | P a g e  

www.ijacsa.thesai.org 

E. Comparison with Maximum Likelihood Method 

The 36 types of Mixel datasets created in steps 3 and 2 
were classified by the maximum likelihood classifier (MLC) 
and compared with the classification results by MPC. In this 
case, the following two types of unclassified pixel 
determination methods were used. We used to extract 
classifiable pixels. 

1) Not classified if the log-likelihood is -20 or less. 

2) If the Mahalanobis distance to the target category is 

three times or more the maximum standard deviation of that 

category, it is unclassified. 

Here, as in Eq. (1) Category occupancy rate, the true data 
of the occupancy rate is classified by MPC using the 
unclassified pixel determination method by AIC, and the 
classifiable pixels and their maximum occupancy rate 
categories are extracted and classified and the truth data of the 
category to be used. 

V. EXPERIMENTAL RESULTS 

A. Comparison of Goodness-of-Fit Test by χ
2
 Distribution 

and Goodness-of-Fit Test by AIC 

The occupancy rate estimated by categorical decomposition 
and the likelihood used to determine unclassified pixels are 
affected by the variance term σ1 in Eq. (3). Since the variance 
term is determined by the category occupancy rate, the 
variance of the Pure pixel value, and the variance of the 
observation error, the average variance AVG [σ] of Eq. (10) is 
obtained for each of the 30 types of Mixel data (100 points 
each) and used. The characteristics of each Mixel dataset are 
shown. 

   [ ]  
 

   
∑     

   
 

 
∑    

  
           

       (10) 

First, in order to confirm the accuracy of categorization, the 
root mean square error RMSE between the occupancy rate B

*
 

and the true value B estimated from each Mixel data set is 
obtained from Eq. (11), and the mean variance AVG [σ] is used. 
The relationship is shown in Fig. 2. 

 
Fig. 2. The relationship between the mean variance and the root mean square 

error of the estimated category proportions from maximum likelihood 

estimation (MLE) and generalized inversion matrix (GIM). 

Here, the results when the general inverse matrix, which is 
a typical conventional categorical decomposition method, is 
used are also shown. 

     
 

   
∑     

   
 

 
   

     
    

     
   (11) 

In both methods, it was confirmed that as the mean 
variance increases (the variance of the Pure pixel value and the 
observation error variance increase), the RMSE increases and 
the accuracy of categorization decreases. In addition, the 
generalized inverse matrix does not take into account the 
variation in the Pure pixel values of each category [1], 
indicating that the estimation accuracy is lower than that of the 
maximum likelihood estimation method. 

Next, in order to clarify the relationship between the 
goodness-of-fit test method for determining unclassified pixels 
and the degree to which the Mixel data set created by the above 
method is judged to be classifiable, these unclassified truth data 
are included in the truth data of the occupancy rate. The 
relationship between the number of classable pixels obtained 
by applying the classification pixel determination method and 
the average variance was obtained. The results are shown in 
Fig. 3. 

 
Fig. 3. The relationship between the mean variance and the number of 

selected classifiable pixel from the truth data of the proportion from Chi 
square and AIC method. 

As the mean variance increases, the likelihood P 
represented by Eq. (4) and Eq. (5) becomes a gentle function, 
so the number of pixels judged to be classifiable by all 
goodness-of-fit test methods increases. In addition, it was 
confirmed that the number of pixels judged to be classable 
decreases as the significance level increases in the goodness-
of-fit test using the χ

2
 distribution, and the goodness-of-fit test 

using the AIC is a goodness-of-fit test using the χ
2
 distribution 

with the significance level set to 10%. 

It was confirmed that almost the same result as the above 
was obtained. Here, as classification accuracy verification, 
from the classification result using the estimated value of the 
category occupancy rate, it was judged that (a) the number of 
pixels judged to be categorizable and (b) the truth data of the 
occupancy rate could be classified. The number of pixels 
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determined to be unclassified by the estimated value (number 
of error pixels of the first type), (c) Pixels determined to be 
unclassified by the truth data of the occupancy rate but 
determined to be classifiable by the estimated value The 
number (the number of pixels of the type II error) and (d) the 
classification correctness: (the number of pixels correctly 
classified) / (the number of pixels judged to be classifiable) 
were calculated. The results are shown in Fig. 4(a) to Fig. 4(d). 

 
(a)                                                      (b) 

 
(c)    (d) 

Fig. 4. The classification results from Maximum proportion classifier from 

various unclassified limits. (a) The number of selected classifiable pixels. (b) 

The number of unselected classifiable pixels. (c) The number of mis-selected 

classifiable pixels. (d) The ratio of correctly classified pixels. 

It was confirmed that the number of pixels judged to be 
classable increased as the mean variance increased and 
decreased as the significance level increased, as in the case 
obtained from the truth data of the occupancy rate, and the 
goodness-of-fit test by AIC was significant. It was confirmed 
that almost the same result as the goodness-of-fit test based on 
the χ

2
 distribution when the level was set to 10% was obtained. 

It was confirmed that the number of pixels of the type I 
error increases with the increase of the average variance up to 
about 100, and then converges or decreases comparatively 
gently. In the goodness-of-fit test using the χ

2
 distribution, 

when the significance level was reduced, the number of pixels 
of type I errors tended to decrease rapidly when the mean 
variance increased. This can be explained by the fact that the 
number of pixels judged to be categorizable increases as the 
significance level increases. In this case as well, the goodness-
of-fit test by AIC gave almost the same results as the goodness-
of-fit test by χ

2
 distribution when the significance level was 

10%. 

It was confirmed that the number of pixels of the type II 
error increases as the average variance increases. It was also 

confirmed that when the significance level was reduced in the 
goodness-of-fit test using the χ

2
 distribution, the number of 

pixels of the type II error decreased when the mean variance 
increased. This is because if the significance level is reduced, it 
is judged that it can be almost classified even when applied to 
the truth data of the occupancy rate. In this case as well, the 
goodness-of-fit test by AIC gave almost the same results as the 
goodness-of-fit test by χ

2
 distribution when the significance 

level was 10%. 

The classification correctness tended to decrease as the 
mean variance increased, and it was confirmed that the 
difference in the correctness due to the difference in the 
goodness-of-fit test method also decreased as the mean 
variance increased. In this case, if the number of pixels 
determined to be classable is 0, the correctness rate is set to 0. 

B. Comparison with Maximum Likelihood Method 

The result of classifying the above 30 Mixel datasets by the 
maximum likelihood method (MLC) with two unclassified 
limits (log-likelihood and Mahalanobis distance) and the 
number of unclassified pixels using the AIC goodness-of-fit 
test. A comparison of the classification results by MPC to 
which the determination method is applied is shown. 

As classification accuracy verification, from the 
classification result using the estimated value of the category 
occupancy rate, (a) the number of pixels judged to be 
categorizable (b) the truth data of the occupancy rate was 
judged to be categorizable, but the estimated value is not yet. 

 
(a)                                                      (b) 

 
(c)    (d) 

Fig. 5. Comparison of classification result from Maximum proportion 

classifier with AIC based unclassified limit: MPC(AIC), Maximum likelihood 

classifier with likelihood based unclassified limit: MLS(L) and with distance 
based unclassified limit: MLC(D). (a) The number of selected classifiable 

pixels. (b) The number of unselected classifiable pixels. (c) The number of 

mis-selected classifiable pixels. (d) The ratio of correctly classified pixels. 
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The number of pixels determined to be classified (type I 
error pixels), (c) The number of pixels determined to be 
unclassified in the truth data of the occupancy rate but 
determined to be classified by the estimated value (second) 
(Number of pixels with type error), (d) Classification 
correctness: (Number of pixels correctly classified) / (Number 
of pixels judged to be classifiable) were calculated. The results 
are shown in Fig. 5(a) to Fig. 5(d). 

It was confirmed that the number of pixels judged to be 
classable by the maximum likelihood method applying the 
unclassified pixel determination method using the likelihood 
increased with the increase of the average variance, but the 
average variance was about 150, and all of them. It is judged 
that it can be classified. 

Fig. 5(a) shows that when the maximum likelihood method 
is applied to Mixel, which targets categories with large 
variance, it is difficult to set the unclassified limit. The effect of 
the unclassified limit setting value appears in the error analysis 
of the above, especially in the number of pixels of the type I 
and type II errors. 

The number of error pixels of the first type (the number of 
pixels that are determined to be unclassified pixels even though 
they can be dispersed) is 0 because the number of pixels that 
are determined to be classifiable in the most probable method 
is large. The number of error pixels (the number of pixels 
judged to be classifiable even though they are unclassified 
pixels) tends to increase when the average variance is small 
(200 or less) compared to when MPC is used. This indicates 
that the maximum likelihood method increases 
misclassification when the mean variance is small (the variance 
of the Pure pixel value is large, and the variance of the 
observation error is large) when compared with the result of 
classification by MPC. 

The classification correctness rate when the maximum 
likelihood method is used is about 30%, which is not so 
affected by the mean variance. On the other hand, the results 
by MPC show that the correctness rate decreases as the mean 
variance increases, but the correctness rate is generally higher 
than that by the maximum likelihood method. These results 
represent the limits of the maximum likelihood method, which 
assumes that the pixel is a pure pixel, and show the usefulness 
of the proposed method. 

In addition, the unclassified limit in the maximum 
likelihood method does not mean that the likelihood, or the 
variance and classifiable of a particular category, is fully 
meaningful, and in addition, the parameters of unclassified 
pixel determination are for each category. Since it is sensitive 
to the dispersion of Pure pixel values, it is difficult to 
determine the optimum parameters. 

On the other hand, the method of determining unclassified 
pixels by the goodness-of-fit test corresponding to MPC 
proposed in this study is based on the hypothesis test that the 
Mixel can be regarded as a pure pixel, and in addition, the pure 
pixel of each category. It is effective and easy to use because it 
is insensitive to pixel values. Furthermore, since the goodness-
of-fit test by AIC is a method that excludes the arbitrariness of 

the significance level, it has the advantage that unclassified 
pixels can be uniquely determined. 

VI. CONCLUSION 

The following conclusions can be drawn from the above 
results. Considering that each pixel in remote sensing is a 
Mixel, we propose a maximum occupancy classification norm 
that classifies pixels into the maximum occupancy category, 
and in addition, a method for determining unclassified pixels 
based on the goodness of fit of the pixel as a pure pixel. It 
showed that from the simulation of artificially creating Mixel, 
the result that the proposed method has better classification 
accuracy than the maximum likelihood method was obtained, 
and the limit of the maximum likelihood method and the 
effectiveness of the proposed method were shown. 

We also proposed two methods for determining 
unclassified pixels by the goodness-of-fit test according to the 
proposed method, one based on the χ

2
 distribution and the other 

based on the AIC, and it was confirmed that there was not 
much difference between the two. From this, it was concluded 
that the χ

2
 distribution should be used when the number of 

classified pixels should be adjusted according to the user's 
situation, and the AIC should be used when the significance 
level should be excluded. 

Since this method takes a long time to calculate at present, 
it is used as a secondary application such as a remedy for pixels 
determined to be unclassified in the maximum likelihood 
classification, or classification of clouds and the sea in the sea 
area. It can be used as a classification method when the number 
of categories is small. 

VII. FUTURE RESEARCH WORKS 

In the future, we plan to develop a high-speed calculation 
method for maximum likelihood estimation of category 
occupancy so that it can be used as a general classification 
method. 
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Abstract—Symbolic AI is indispensable for the current LLM 

agents that are used for example to reason the context of the 

questions. An expert system is a symbolic AI that can explain the 

reasoning it reached to, which typically is a rule-based system 

has been attractive for different domains such as medicine, 

agriculture, and operations. On average, these systems involve 

hundreds of rules that are instable; moreover, they are coded at 

low levels of abstraction. Therefore, designing and reengineering 

an expert system is still costly and needs technical knowledge 

because of the manual process and maintaining of a low-level 

abstraction. On the other hand, model-driven architecture 

(MDA) has proven to be a successful technology that raised the 

abstraction level and formalized it to automate software 

development. It specifies business aspects in the platform-

independent model (PIM) and implementation aspects in a 

platform-specific model (PSM). It then automates mapping 

between them using a standard mapping language called Query- 

View- Transform QVT. This paper argues that utilizing MDA 

principles such as the automation and abstractions represented 

by the descriptor PIM and PSM and mappings metamodels will 

not only overcome the instability of rules of expert systems, but 

also provides new insights for its usage. Therefore, this work 

proposes an MDA-compliant methodology that adopts a UML 

sequence diagram, a class diagram for the PIM descriptor, and a 

generic PSM) based on production rules. Moreover, a UML 

profile to support lacking features in the sequence model has 

been developed. However, the paper argues for a new kind of 

process-oriented expert system. Therefore, it not only allows 

domain experts to develop or participate in expert systems but 

also reduces the cost of developing new systems and re-

engineering or maintenance of the critical and large-scale legacy 

expert systems. 

Keywords—Model-Driven-Architecture(MDA);Unified 

Modelling Language (UML); Platform-Independent Model (PIM); 

Platform-Specific Model (PSM); Query- View- Transform (QVT) 

I. INTRODUCTION  

Expert systems (ESs) are historically the most successful 
product of artificial intelligence (AI) [1]. It is widely used and 
designed to solve complicated problems that require reasoning 
about knowledge using mathematical logic. In fact, ―based on 
Chatbot Agent—Google Bard‖ makes use of some reasoning 
based on logic to appear consistent and accurate. In AI, 
symbolic knowledge is represented as symbols that model 
concepts and relationships in the form of rules. It turns out that 
a variety of ESs that have been developed successfully and 
served stakeholders over a long period of time have become 
assets for many organizations. For example, an expert system 
was developed to provide clinical interpretations from thyroid 

hormone pathology tests decades ago. It had like 700 rules 
representing the knowledge-based approach, which provided 
6,000 interpretations per year [2]. Also currently, the MD 
Anderson Cancer Center Expert System [3] helps oncologists 
make more informed treatment decisions. This system has a 
large knowledge base for oncology; it is expected to have 
thousands of rules. 

However, the commonality among these systems and many 
others is the rapid change in the knowledge base because of the 
progress in the landscape of the field; for instance, new 
treatments, diagnostic techniques, and clinical guidelines that 
support the domain, as well as a technological change. 
Moreover, there is an essential business requirement for 
integrating these systems with others, such as electronic health 
records (HER), enterprise resource planning (ERP), and others, 
to increase their capabilities. 

Although ES is an old field of study and there are many 
competing disciplines contributing to decision support 
problems, such as data mining, deep learning, and large 
language models (LLM), which are data-oriented approaches 
[4], ES conserves its unique properties of supporting problems 
that are rule-based and the capability of explaining reasoning. 
On the other hand, a hybrid model is typically used [5], 
whereby a weakness (i.e., learning capability from unstructured 
data) of one can be improved with the strength of the other 
(i.e., machine learning). In fact, rules are an intrinsic element 
of organizations, so decisions are driven by rules that support 
the production of services or products. Moreover, ES has 
attracted to some extent new domains, such as environmental 
data management analysis [6] and policy automation [7]. 

Given this situation and the fact that adopting code-based 
approaches such as Pyke, CLIPS, Prolog, Lisp, and other 
platforms for building ESs remains critical and costly, 
improvement is essential [8]. For instance, one reason for the 
interruption of some big systems (i.e., Garvan and IBM) is the 
high cost of maintenance and reengineering [9]. For example, 
frequent rule changes, driven by tech or business needs (i.e., 
adding some quality), require tedious hard coding, raising 
maintenance and re-engineering costs. On the other hand, there 
is a need to find new ways to make it easier for domain experts 
to develop or participate in ES. However, utilizing new 
engineering methodologies can provide a remedy for these 
problems. 

However, the Object Management Group (OMG) has 
developed Model-Driven Architecture (MDA) as a 
methodology for automating software development, which is 
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standardized by OMG and supported by many tools, such as 
the Meta-Object Facility (MOF) design language [10], Object 
Constraint Language (OCL) [11], and XML Metadata 
Interchange (XMI) [11]. MDA encourages investment in 
metamodels using MOFs that are platform-independent, 
thereby paying back the low cost of development. A 
metamodel, or model of model, is a conceptual model of some 
design language that could have different implementations. In 
fact, having for different languages formally an equivalent 
representation (a phenomenon frequently referred to as 
syntactic sugar) is common (i.e., for language designers), such 
as Structured Query Language (SQL), relational algebra, tuple 
relational calculus, and query by example (QBE), which have 
the same underlying structure—the same metamodel [12]. In 
this case, this metamodel is known as abstract syntax, and its 
representation is called concrete syntax [13]. The strength of 
decoupling abstract syntax from concrete syntax allows much 
freedom in having different concrete syntaxes that re-use the 
same formal abstract syntax. Consequently, concrete syntax 
changes do not necessarily require abstract syntax to change. 
This flexibility allows you to re-use the same supporting 
software for a metamodel. For example, if we have the abstract 
syntax of SQL (a metamodel) itself and it is modeled in BNF 
(meta metamodel), it would be possible to send it a tool to 
render it into OCL, relational algebra, and probably first-order 
predictive calculus (i.e., specification of some constraints or 
assertions over a schema is needed). More importantly, MDA 
realizes the automation of mappings between these different 
metamodels using a standard mapping language called Query-
View-Transform (QVT). Therefore, this separation of 
concerns, for instance, allows us to adopt a change without 
much cost incurred because of the high degree of 
sustainability. We argue that this trend is most suited to the 
instability of rule phenomena or the frequent changes in 
business requirements and technology in the context of ES. 

A. Expert System  

An ES is a computer program that manipulates facts and 
rules that constitutes a knowledge of some domain to solve 
complicated reasoning problems efficiently and effectively 
[14]. These problems require domain experts‘intervention to 
capture the knowledge [15] which is limited by human 
capability of handling hundreds of factors at the same time. 

Many applications in health, industry, or education fields 
are using   ES [16], [17], [18]. In these cases, the utilization of 
ES is geared toward delivering exemplary performance in 
addressing intricate challenges within a particular domain. ESs 
are instrumental in offering explanation and incorporating 
symbolic reasoning methodologies during problem-solving 
processes. Consequently, diagnostic ESs continue to hold 
prominence as the most frequently employed applications in 
this regard [19]. More important, ES can serve different class 
of problems such as acting as a classifier, predictor, and 
estimator to serve different sort of application domains that 
require automation support for decisions. 

Moreover, ES has two core components: a knowledge base 
(KB) and reasoning engine [20]. The propositional ES has a 
KB formalized using propositions logic; it models the real 
world in the form of predicates and rules that can be evaluated 
to check its truthiness with initiations of variables. The KB is 

like a warehouse that contains knowledge about a specific 
domain captured by human experts in a form of production 
rules. Typically, it is a result of an expensive process called in 
literature a knowledge-Acquisition that involves strong 
communications between domain experts in one knowledge 
area and ES developers. It is the critical part in engineering ESs 
because of the requirement for developers to transfer this 
rigorous nature of rules of a domain knowledge into symbolic 
abstraction using logic-based structure. The classical 
engineering methods in this context follow an informal 
approach where engineers build informal models to capture the 
requirements of the system [21]. While the reasoning engine is 
an interpreter that draws a conclusion from premises that are 
represented using like first order predicate calculus (FOPC). 
The well-established theory behind that is the mathematical 
logic and theorem proving [22]. An example of the theories 
behind reasoning are Mode‘s pones [23] that allows to draw a 
conclusion from premises; It says if P proposition is known 
and has the fact that P implies Q then we also know Q as a 
conclusion. Traditionally may software tools that are aczt as 
inference engine are used to support the execution  of ESs: 
Shells like Drools [24], G2 [25], JADE [26] which is based on 
the theory of agents and the standard FIPA [27], and Oracle 
Intelligent Decision Management (OIDM) [28]. These 
inference engines or Shells are classified based on forward 
changing (goes from known premises to reach goals by 
applying rules) or backward changing (works from goal to find 
the necessary premises) types of reasoning. Because users and 
domain experts need to understand how these tools reach to 
some conclusion, Shells have typically adopted a third essential 
component the explanation facility that could be in different 
forms: sequence of rules, conditions under which a rule fires 
and the conclusion it draws, and high-level detailed 
specification for the reasoning step [29]. In addition, the user 
interface component is for inserting quires, inputs and 
converting the rule from the internal representation to be user-
understandable form. 

B. Model-driven Architecture 

OMG has developed and standardized MDA with the aim 
of developing software without writing code. Models are first-
class entities in MDA that enable the re-use of existing 
software assets, thereby reducing the complexity and cost of 
development. In MDA, a Platform-Independent Model (PIM) 
is used to specify the application concepts, while a Platform-
Specific model (PSM) is used to specify the implementation 
issues independent of a technology. Then a standard mapping 
between PIM and PSM is specified using a Query- View- 
Transform (QVT), a standard mapping language that performs 
mappings between metamodels. MDA is an approach for 
building models, making the transformation of a source model 
into a target model [11].  To realize MDA, OMG has worked 
in the set of tools and standards that have been defined and 
standardized by OMG to support a good infrastructure. These 
OMG standards include UML, Meta- Object Facility (MOF), 
XML Metadata Interchange (XMI), Object-constraint language 
(OCL) and QVT. However, MDA has three types of 
abstraction:  Computational Independent Models (CIM), PIM, 
and PSM. Each type is an abstraction technique for focusing on 
a particular part of concerns within a system and can be 
represented via one or more models. 
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A PIM is a conceptual model that is platform-independent 
and focuses on modeling domain concepts. PIM has a higher 
degree of independence from different platforms (e.g., .NET, 
CORBA and J2EE). In order to implement a PIM concept there 
should be a corresponding implementation abstraction involves 
a concept which can map it, typically the PSM abstraction. 
PSM is built from some technology‘s perspective but 
independent of it because MOF-based language is used. For 
example a developing database application requires to model 
the relational model using MOF; the example used in QVT 
standard document then by automating the transforming of the 
PIM instances into PSM instances, the main part of writing 
code is achieved. Thus, the PSM is considered a high-level 
APIs specification for a well-established platform such as 
database manager in. However, the main question here is how 
it would be able to relate a   PIM concept with PSM concepts 
that will be automated. Also, what are the suitable models for 
representing problem space and solution space? 

C. Query / View / Transformation 

The OMG has defined a standard for model transformations 
in the MDA architecture which is QVT. It represents the 
intrinsic activity in MDA engineering of applications whereby 
it converts a source model to a target model. It is required that 
the source model and the target model must both be compliant 
with the MOF meta-model [30]. QVT defines three specific 
languages named: (1) Relations, (2) Core (3) 
Operational/Mapping. Relations and Core are declarative 
languages with two different levels of abstraction. The QVT 
Operational / Mapping is an imperative language, it provides 
common constructions in imperative languages (i.e. loops, 
conditions.). 

Because the relation language allows a round trip mappings 
between metamodels, this paper uses relational QVT language, 
specifically MediniQVT [31] engine to test the developed rules 
of the proposed mappings. Relational QVT has two main 

clauses: (1) Check only and (2) Enforce. 

The "check only" clause focuses on validating source and 
target models against pre- defined rules and constraints without 
modifying the target model and act as precondition. On the 
other hand, the "enforce" clause carries out the actual 
transformations on the target model based on predefined 
relationships made between PIM and PSM metamodels. For 
instance the following example is a part of a complete 
transformation example that maps UML conceptual model 
(PIM) for database application into a relational model (PSM) 
[30] : 

Top relation PackageToSchema  { 

checkonly domain uml p: Package {name=pn} 

 enforce domain rdbms s: Schema {name=pn}} 

The provided example shows a transformation rule or 
relation named "PackageToSchema" that transforms objects 
from the "uml", the source domain to "rdbms" target domain. It 
says that if it is true that an instance of package exists in the 
source, creates a corresponding instance of type schema in the 
target. A domain is a typed variable that can be matched with a 
model of specific type which consists of patterns (i.e.  p: 

package {name=cn}. A pattern can be grasped as a set of 
variables and constraints that needs to be bound by elements 
from a model to satisfy it with a valid binding. A domain 
pattern is a blueprint for the objects and their properties that 
must be found, changed, or made in a candidate model in order 
to meet the relationship [30]. 

II. RELATED WORKS 

The development of ESs using a model-based approach 
within the MDA process mapping is still an ongoing area of 
research, with limited studies focusing on this domain. 
Chungoorae et al. [14] suggested an approach based on MDA 
and ontology-driven system development to implement 
Interoperable Manufacturing Knowledge Systems (IMKS) for 
product lifecycle applications. It involves developing the PIM 
level using manufacturing core ontology and transforming it 
into a PSM in the XKS format. This approach lacks 
generalization for PSM and is limited to specific platforms. 
Moreover, it omits the mention of the mapping language used 
from PIM to PSM. Additionally, it primarily focuses on data-
oriented ES type. 

The BOM approach, within MDA, automates software 
generation using PRISMA architectural models, as described 
by Cabello et al. [15]. The approach utilized conceptual 
models, PIM, and CIM without specialized languages, 
resulting in generated program codes for C# .NET. This 
approach lacks generalization for PSM and is limited to 
specific platforms. Moreover, it omits the mention of the 
mapping language used from PIM to PSM. Furthermore, it 
does not specify the type of ES being utilized.   

Yurin et al. [16] proposed using MDA to generate an ES 
for analyzing construction material damage. The 
implementation involves conceptual models, rule visual 
modeling language (RVML) for mapping PIM to PSM, and 
implemented in the form of a software prototype personal 
knowledge base designer (PKBD). This approach lacks 
generalization for PSM and is limited to specific platforms. 
Moreover, it utilizes an operational language that does not take 
maintenance into consideration. Additionally, it primarily 
focuses on data-oriented ES type. 

Another research by Maylawati et al. [17] focused on UML 
diagrams (use case, class, and sequence) to describe ES 
components, including actor interaction and object 
relationships. Each use case requires a sequence diagram for 
normal and alternative processes, while the class diagram 
represents object interrelationships and adaptable 
attributes/methods for problem-solving. This approach 
involves the development of ES using UML diagrams in a 
general sense, without specifying the principles of MDA. 

In study [18], the authors proposed developing decision-
making modules for an intelligent system based on MDA 
principles. They start with the CIM, transforming spreadsheet 
data into a conceptual model using UML class diagrams. The 
PIM is then created as a rule-based module, formalizing 
decision tables with concepts from the CIM. RVML schemas 
represent these concepts. The PSM is developed depending on 
the knowledge representation language and converting decision 
tables into an RVML module. Program codes are generated 
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using PKBD for the specific platform. This approach lacks 
generalization for PSM and is limited to specific platforms. 
Moreover, it utilizes an operational language that does not take 
maintenance into consideration. Furthermore, it does not 
specify the type of ES being utilized. 

Overall, the existing literature lacks comprehensive 
compliance with MDA principles.  For instance, strong support 
for re-usability and platform independence such as having 
PSM that is special-case and PIM that is cluttered with PSM 
aspects. Also, the lack of maintenance considerations because 
of using operational mapping languages as well as in overall 
there is no support for it.  Our proposed approach aims to 
generate a generalized PSM that can be adapted to different 
platforms as well as support maintenance. This is enabled by 
utilizing a relational QVT and developing reverse mapping 
rules. Moreover, this work recognizes a new type of process-
oriented ES and enables both types of ES: process-oriented and 
data-oriented. 

III. RESEARCH METHODOLOGY 

This paper aims to automate the creation of rule-based ES 
through the utilization of MDA. MDA, as explained, intends to 
automate software development without writing code by 
raising the abstraction level, so the process is driven by high-
level models and mappings. The proposed approach argues for 
process-oriented ES as well as data-oriented ES. However, 
MDA principles compliance is a target for this work as well as 
considering the maintenance support. Therefore, these reforms 
the classic process of developing ESs that use a code-based 
approach into a new methodology for the development that 
uses models as first-class entities. The following subsections 
deal with the following questions: What are the suitable models 
to represent the PIM and PSM metamodels? Is there any gaps 
(i.e. concepts) exist in the source or target design language?   
How are PIM concepts related to PSM concepts? How to 
abstract Shells (platforms) in a generic PSM? And finally how 
low-cost maintenance is supported?  

The answer to these questions can be organized around 
main principles of the proposed approach: (1) Modeling Expert 
Business Rules in PIM metamodel, (2) Building a UML 
Profile, (3) Developing PSM of Production Rules (4) Building 
the mapping between PIM and PSM. 

A. Model Expert Business Rules in PIM Metamodel  

The expert system usually stemmed from business rules 
that represent the decision instrument which requires 
automation support. These rules classically captured manually 
in a form of conditional statements rendered as FOPL that 
probably augmented with the syntax of platform. They are two 
abstraction levels act as one level which makes it difficult for 
domain experts as well as developers to deal with these 
technical aspects. In contrast, the PIM is an alternative 
abstraction decuples the technical aspects of ES from 
application concepts therefore pertain to a conceptual model 
for problems under consideration typically developed 
independent of a platform so hides implementation details. Due 
to its abstract nature, it can capture essential features and 
requirements, which can help experts from different domains 
communicate by enabling shared understanding. MDA 

approach proposes MOF-based language such as any UML 
models to act as PIM metamodel [10]. The PIM can be 
metalevel 1 or metalevel 2. The concrete instances of a UML 
model that represent specific case of ES (i.e. some diseases 
diagnose system), while UML is at metalevel 2 because MOF 
can model it which is a metalevel 3 [32]. This flexibility allows 
different modeling representation capabilities that address the 
diversity of system. The business rules for ES in code-based 
approach are dependent on a clear understanding of the ES‘s 
requirements. This understanding may be achieved through 
close collaboration with domain experts, stakeholders, and end-
users. But usually there is no corresponding explicit formal 
model such PIM metamodel that can capture these 
requirements. 

More importantly this work argues for process-oriented that 
centers on the workflow or operational procedures of a given 
expert system, such as production processes, scheduling 
operations, and generally processes. In this type of systems, the 
rules are injected within a process, not like the classic ES that 
focuses on data so called data-oriented, process is dominating 
element. For example, in an academic system; a student can 
only register for 12 credit hours if his GPA is less than 2 and, 
while in manufacturing system; IF machine temperature 
reaches critical threshold, THEN stop the machine and call 
maintenance procedure. The former rule is a constraint 
augmented with an action – register, while the later expresses 
object properties constraints, the temperature of the machine. 
The distinction between them is useful for acquisition of 
knowledge process as well as it has impact in the design   
under the context of this work. Although, the model we have 
introduced is capable of accommodating either of these types, 
its emphasis is primarily on the latter (i.e., process-oriented). 
However, business rules, are set of guidelines or policies that 
dictate how an organization operates, are frequently embedded 
within processes to ensure and enforce consistency and 
integrity [33]. It is therefore a good candidate for PIM. 

However, this paper proposes specifying business rules for 
ES in PIM, using both class and sequence diagrams. In which 
class diagram serves as a descriptor of facts or data with their 
schemas that is needed by the ES, while the sequence diagram 
is used for capturing the behavior of the system that usually is 
augmented with rules. Although there are alternatives to this 
design decision such as activity diagram, sequence diagram is 
less elaborative so more compact and easier to learn and 
communicate the problem of ES. Nevertheless, the relationship 
between UML sequence diagram and UML class diagram is 
that the sequence diagram involves objects and messages that 
are eventually comes from classes that are supposed to be fully 
specified by the UML class model. Therefore, the UML class 
diagram supplies the sequence diagram with schemes of data 
and their relationships. 

1) PIM sequence diagram metamodel: A metamodel is a 

model of the model that is required here to capture the 

elements needed to support process-oriented ES instances; that 

is a UML PIM metamodel. We need to investigate the big 

enough and suitable UML sequence diagram metamodel to be 

ready for representing the instances of PIM that will be 

developed by domain experts and developers as well as guides 
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the mapping process later. A developer in this case typically 

develops models for ES at metalevel 1 where it models objects 

of specific ES such as a manufacturer production   expert 

system or car faults diagnoses system.  The intention of a 

sequence diagram in UML is to communicate the specific 

behavior by sketching the sequence of messages communicated 

between objects in a system so it‘s a dynamic view. Fig. 1 

presents the necessary and big enough metamodel elements 

needed to model any business rules for experts. 

 

Fig. 1. PIM sequence diagram metamodel [34]. 

Fig. 1 is the abstract syntax of the sequence diagram that is 
part of the UML metamodel which fits the problem addressed 
by this work. The metamodel says a Message (with name and 
kind properties) can have zero or more Arguments (with name, 
direction, value properties). It can have a Return Type that 
specifies the type of value that is returned. In addition, the 
Message has the Message End indicates two ends of a message 
exchanged between two Lifelines (usually named element) 
where the first represents the source (base) and the second is 
the destination. A Message End is either an Object or an Actor. 
A lifeline can have more than one message. It indicates that a 
message has been successfully transmitted from the sender to 
the receiver, and that the receiver has finished processing the 
message. 

The CombinedFragment is an essential component in 
diagrams that allows for the specification of complex control 
structures such as loops, parallelism, and conditions. Its 
behavior is determined by the chosen InteractionOperator, 
which dictates how the fragment behaves. For example, when 
using "alt" as the InteractionOperator, the CombinedFragment 
represents a choice of behavior where only one option is 
executed. Semantically an Operand selection within the "alt" 
fragment is based on guard expressions, which determine the 
conditions for executing each option. The use of the "else" 
guard expression represents a negation of all other guards 
within the CombinedFragment. If none of the options have 
guards that evaluate to true, none of them are executed, and the 
remaining part of the diagram continues. Note that an 
enumeration class called InterationOperKind is used to supply 
the kinds required for InteractionOperator. It is a useful feature 
can be utilized in expert systems in exceptions as well as 
normal conditional state. 

2) PIM class diagram metamodel: The UML class model 

utilizes class diagram notation [35] to describe the data and 

their relationships using class, properties, inheritance 

(generalization-specialization) and association concepts. For 

example, in the journal system a Reviewer and Paper are 

classes (objects of metalevel 1), and a Review class has the 

association with   Paper between them that represents the 

relationship a reviewer provides a review for a certain paper 

which also has an association with a Review class that 

represents the feedback. In the following, Fig. 2 illustrates the 

UML class diagram metamodel that is part from UML standard 

specifications developed by OMG to act as a descriptor for 

data and facts needed in ES with their integrity constraints. 

 

Fig. 2. PIM class diagram metamodel [30]. 

Fig. 2 shows part of the abstract syntax of the UML class 
diagram [20]. In which UMLModelElements are classes, 
interfaces, packages, and relationships. For example, a class 
diagram could include several UML model elements such as 
Classes, Attributes, and Associations, to model classes of 
objects with properties and the relationships between different 
objects in a system.  A metaclass class in Fig. 2 is a central 
concept of the language and it is a kind of a classifier. A 
classifier in UML means a class that can be instantiated or has 
instances different from Abstract classes that do not have. 
Classes are defined by a set of attributes and methods that 
objects of that class will have. Because usually a class like 
Reviewer has attributes: ID, name, and Area of interest there is 
of metaclass Attribute to model this. Attributes are 
characteristics or properties of a class, and they define the data 
that objects of that class will have. In addition, Association, 
which describes the relationships between two or more classes. 
Associations define how objects of one class are related to 
objects of another class. Moreover, a Package is a grouping 
mechanism used to organize related elements, including 
classes, interfaces, and other packages. A PackageElement is 
an abstract class that is a kind of package.Therefore, a diagram 
usually exists in a package. Another critical UML element is 
the Classifier, which describes a set of objects that share 
common characteristics and behavior. Lastly, UML includes 
PrimitiveDataTypes, which are basic data types built into the 
modeling language or programming language used to represent 
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data. Examples of UML primitive data types are Boolean, 
integer, and string. 

3) UML profile for PIM metamodel: A profile is a 

powerful lightweight extension mechanism that adds concept, 

syntax, and semantics to the metamodel [13]. It does not 

require substantial change to the metamodel so less costed 

approach because UML editors does not change because of 

extensions. A profile consists of stereotypes, tags, and 

metaclass classes of the elements that need to be extended, 

which are classifiers. The stereotype represents a new concept 

or syntax that is needed for extension while a tag adds some 

properties if needed to the stereotype. However, it is necessary 

to have an end of an extension that represents some metaclass 

class; a solid line notation designates this extension usually 

drawn between the two ends in UML standard. Profiling plays 

a pivotal role in filling the gaps in the metamodel. Because in 

this work there is a gap in the Sequence Diagram; it is not 

defined by UML Sequence metamodel which are the modeling 

elements: Not, OR, and Head that exist in the target (Shells). 

Therefore, there is to design a profile in order to allow 

developer/domain expert to use these concepts. Fig. 3 shows 

the UML profile diagram for the proposed approach. 

 

Fig. 3. PIM profile diagram metamodel. 

In Fig. 3 a profile is designed for the PIM sequence 
diagram with three distinct stereotypes needed. These 
stereotypes serve to provide concepts that the PIM sequence 
model is lacking. It basically extends two metaclass classes: 
Message and Actor because semantically OR and NOT are 
related to messages in the level of abstraction and later to 
predicate as we will see in the mapping. The first stereotype of 
the ‗Actor‘ element is named a ‗head,‘ concept to allow 
designers of ES to utilize the concept of specifying the focal 
point which gets the benefit of the service provided by 
sequence diagram. A tool cannot easily determine without cost, 
so the profiling mechanism is a less costed solution.  The 
second stereotype pertains to messages and introduces an ‗OR‘ 
operator concept. This ‗OR‘ is an indicative of multiple 
possible interactions that can exist between messages, a 
common practice in ESs (multiple rules with same head). The 

third stereotype extends the Message to introduce a ‗NOT‘ 
operator concept. In this context, the ‗NOT‘ signifies 
conditions or interactions that are explicitly negated or 
excluded (it is also common in ESs). Therefore, the utilization 
of these stereotypes within the profile diagram serves the 
purpose of specifying rules that involve disjunction, negation 
and as well discriminating the Head of the rule. We are ready 
now to look at how we design a generic PSM. 

B. Develop PSM of Production Rules 

A production rule traditionally used in different fields such 
complier, natural processing languages and logic which 
specifies how input stimuli are transformed into output 
responses (produce a symbol output from a symbol input). It 
consists of a set of rules, each consisting of a condition and an 
action or LHS and RHS. A condition specifies a set of 
constraints that must be satisfied by the input, whereas an 
action specifies a set of operations to be performed on the input 
[36]. To fire it means to replace the LHS with the RHS. To 
model production rules using PSM, it is necessary to identify 
the specific elements of FOPC [37] because it is what Shells of 
ES are based. Fig. 4 illustrates the PSM metamodel for the 
proposed ES. 

 

Fig. 4. Rule-based expert system PSM metamodel. 

In this context, a typical production rule might be expressed 
in natural language, as in the example provided: "If the car 
won't start and there is no clicking sound when the key is 
turned, then the problem is likely a dead battery‖. To get the 
metamodel of FOPC as in Fig. 4, since after investigation 
instances of rules exist in this world, we need a metaclass 
called Rule in the PSM metamodel. A Rule can be identified 
by ID, so we need an attribute called ID of type integer. Since a 
Rule has ascendant that act as a set of conditions must be met 
for a rule to be applied or executed, we call it the right-hand 
side and the consequent or action   will call it left-hand side. 
Therefore, it is necessary to define a metaclass classes called 
RightHandSide(RHS) and LeftHandSide (LHS) because there 
are many instances will be of this kinds for rule. Moreover, we 
observe that each of them consists of a basic building block 
known as predicates; so, we need to model a metaclass class 
called Predicate because there are many instances of it in a 
single rule. In addition, usually a Predicate involves parameters 
that are variables that should be bound during execution; we 
need a model it as a metaclass class called Parameter, which 
provides parameter‘s name and type. Now we can turn into the 
relationships between the PIM and PSM. 
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C. Build the Mappings between PIM and PSM 

The aim of MDA eventually is to map the source (PIM 
metamodel) into a target (PSM metamodel) which acts as a 
part of writing the code in the development process. This 
model transformations should be done through the standard 
language QVT which is independent of both ends.  In the 
context of rule-based ES, the expected output of this mapping 
process is a PSM instances that can be used to represent 
executable facts and rules for the target platform. It is typically 
a UML model instances or objects of metalevel 1 [32]. The 
PSM should be able to implement the PIM objects so translate 
them into specific constructs or patterns that are suitable for the 
target platform. The following subsections discuss the mapping 
rules of the proposed approach: (1) PIM Sequence Metamodel 
to PSM Metamodel, (2) PIM Class Metamodel to PSM 
Metamodel. 

1) PIM sequence metamodel to PSM metamodel: 

Sequence diagram is utilized initially to facilitate the decision- 

making process by depicting the business process aspects of 

the ES in a high-level model that allows domain experts to 

communicate the problem easily. However, the goal is to 

convert business rules that act as the knowledge of expert in 

some domain into implementation using PSM concepts. As 

consequence of this, we need to find relationships between 

sequence diagram concepts and the PSM concepts which are 

production rules that are commonly represented using FOPC 

[37]. Table I shows these relationships of both metamodel 

concepts. 

TABLE I. PIM SEQUENCE DIAGRAM TO PSM RULE-BASED ES MAPPING 

RULES 

Rule Transformation Rule Source Model Target Model 

R1 MessageToLHS Message: kind= ‗goal‘ LeftHandSide 

R2 MessageToPredicate 
Message: kind= 

‗normal‘ 

RightHandSid

e 

R3 AltToHead 

Combinedfregment: 

interactionOperator='a
lt' and Message:kind= 

‗goal‘ 

LeftHandSide 

R4 AltBodyToRHS 

Combinedfregment: 
interactionOperator='a

lt' and Message:kind= 

‗normal‘ 

RightHandSid

e 

R5 ArgumentToParameter Argument Parameter 

R6 
MessageEndToRelation
ship 

MessageEnd Relationship 

R7 Negation Message (has NOT) 
Negated 

predicate 

These transformation rules play a crucial role in converting 
from PIM sequence model to PSM of rule – based ES. For 
instance, the "MessageToLHS" rule maps a message with the 
'goal' kind into the LeftHandSide format, while the 
"MessageToPredicate" maps a message with the 'normal' kind 
into the RightHandSide. The "AltToHead" rule transforms a 
Combinedfregment with interactionOperator='alt' and message 
with kind= ‗goal‘ into the LeftHandSide. The 
"AltBodyToRHS" rule transforms a Combinedfregment with 
interactionOperator='alt' and message with kind= ‗normal‘ into 
the RightHandSide. Similarly, the "ArgumentToParameter" 

rule converts an argument into a parameter, and the 
"MessageEndToRelationship" rule transforms a message end 
into a relationship. Lastly, the "Negation" rule is employed 
when a message includes 'NOT' to create a negated predicate in 
the target model. These rules are acting as separate artefacts so 
preserve the separation of concerns principle. 

To automate the mapping process, mapping rules must be 
specified using QVT standard transformation language. The 
QVT mapping rules has the following structure: 

transformation map (source: sequence, target: psm) 

This transformation specification is like a procedure map or 
make a transformation from a source model represents as a 
sequence diagram (source) to a target model represents a PSM 
(target), it is telling the tool that the mapping direction.  

The following formalizes the informal mapping rules 
specified in Table I for the specific mapping between PIM and 
PSM. Rules will be numbered (ascending order) for easier 
reference (All these rules are tested using (MediniQVT tool). 

R1: 

top relation MessageToLHS { 

k, cn: String; 

checkonly domain source m: sequance::message{kind = 
'goal', name =k}; 

enforce domain target p:psm::predicate{at= a:psm::LHS{}, 
name = k}; 

where {ArguementToparmeter(m,p); 

In R1, the source domain, involves a pattern that checks for 
messages in the sequence diagram with a specific kind = 
"goal" and a name that will bound using variable "k‖ based on 
instances of the source. If it‘s true, then in the target domain, 
the rule enforces the creation of a predicate in the PSM; with a 
repository, with the name as "k" and an attribute "at" assigned 
to a parameter "a" of type "psm::LHS". Additionally, the rule 
includes a constraint that the relation "ArgumentToParameter" 
must be called after executing this rule which ensures 
transformation from argument to parameter. Because mapping 
to arguments is postcondition (executes after the first part 
above) and a complement, where clause is added. 

R2:  

relation MessageToPredicate { 

pn: String; 

checkonly domain source m: 
sequance::message{kind='normal', name=pn}; 

enforce domain target p : psm::predicate {at = a 
:psm::RHS{}, name=pn}; 

where { ArguementToparmeter(m,p);}} 

The rule R2 directs a transformation from the sequence 
domain to the psm domain. It checks if there is a message with 
a specific kind (normal) and name = pn (bound to the current 
instances in the source) in the sequence diagram. if true, then in 
the target domain, it creates a predicate with a matching 
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name(pn value) and assigns to the attribute ―at‖ a parameter 
―a‖ of type "psm::RHS". The rule also includes a constraint, 
postcondition that the rule R5 -"ArgumentToParameter"  for 
parameter transformation must be executed afterwards. 

R3:  

top relation AltToHead{ 

cn,n:String; o: Integer; 

checkonly domain source f:sequance::combinedfregment{ 

interactionOperator='alt',ID=o,lifelinee=k:sequance::LifeLi
ne{name=n, 

messages=m:sequance::message{name=cn,kind='goal'}}}; 

enforce domain target lt:psm::RHS{ID=o}; 

enforce domain target ltt:psm::LHS{ID=n}; 

enforce domain target 
p:psm::predicate{name=cn,at=a:psm::LHS{iD=n}};} 

R3 is a rule that checks if the sequence model has a 
fragment with an interaction operator set to "alt" and an ID 
matching "o" (bound with current instances).Also, it verifies a 
lifeline with the name "n" and a message with the name "cn" 
and kind "goal" within that fragment. If true, then in the PSM 
model, the rule enforces creation for the right-hand side (RHS) 
with an ID matching "o", a left-hand side (LHS) with an ID 
matching "n", and a predicate with the name "cn" and an 
attribute referring to the left-hand side with ID "n."  This rule 
does the initiation task where the rest of the rule will base. 

R4: 

top relation AltBodyToRHS{ 

i:Integer;cn,n:String; 

checkonly domain source f:sequance::combinedfregment{ 

{iD=i,interactionOperator='alt',lifelinee=k:sequance::LifLin
e{name=n, 

mesages=m:sequance::message{name=cn,kind='normal'}}; 

enforce domain target 
p:psm::predicate{name=cn,att=a:psm::RHS{iD=i}}; 

where { ArguementToparmeter (m,p);}} 

R4 is a complement rule to R3 rule, asserts a combined 
fragment in the source sequence model with an interaction 
operator set to "alt" and an ID matching the given value of "i". 
It also asserts a lifeline with the name "n" and a message with 
the name "cn" and the kind "normal". If true, in the target 
domain, creates a predicate with the name "cn" and the  
attribute "att" assigned  the right-hand side (RHS) object with 
the ID value for "i".Also, R5 is postcondition so needs to be 
executed afterwards as where clause exists. 

R5: 

relation ArguementToparmeter { 

Cn ,n,q: String; 

checkonly domain source m: sequence::message{kind = 
q,name = Cn, 

pars = w:sequance::argument{name = n}};        

enforce domain target p:psm::predicate{name = Cn, 

args = k:psm::parmeter{name = n}};} 

R5 relation asserts for a message in a sequence diagram 
with a specific kind and name, and pars attribute with argument 
that has  name= Cn,  if turr in a target domain,  will be the 
creation of a predicate with the same name and parameter. 

R6: 

top relation MessageEndToRelationship{ 

checkonly domain  source  b:sequance::messageend{name 
= cn,  

sender = e:sequance::message{ kind = 'normal' }}; 

enforce domain target  w :psm::relationship{name ='AND', 

srcP =  ps:psm::predicate{}}; 

where {MessageToPredicate(e,ps);}} 

R6 asserts if  a message end in the source sequence diagram 
with a specific name and a sender that is a ―normal‖ message. 
Accordingly, in the target domain, it enforces the creation of a 
relationship with the name 'AND' and a source predicate. This 
rule builds the relationship between predicates that usually is 
‗And‘ if not specified ‗OR‘.  R2 is required as postcondition. 

R7: 

top relation negatedTopredicate { 

Cn ,n: String; 

checkonly domain source a:sequance::message{kind= 
'negated',name = Cn}; 

enforce domain target o:psm::predicate{name=Cn +'not'};} 

R7 rule checks for a message in the source sequence 
diagram with a specific kind "negated" and a name matching 
the variable "Cn". If true,in the target domain, it enforces the 
creation of a predicate with a name formed by appending "not" 
to the original name. 

2) PIM Class Metamodel to PSM Metamodel: The class 
diagram is utilized initially to act as a descriptor for data and 
facts needed in ES. However, the goal is to convert the facts of 
experts in some domains into implementation using PSM 
concepts. As a consequence of this, we need to find 
relationships between class diagram concepts and the PSM 
concepts. Table I shows these relationships after a close 
investigation of both metamodel concepts. Table II shows 
transformation rules representing the mapping between PIM 
class diagram to PSM rule- based ES. 

In Table II, the "ClassToFact" rule performs the 
transformation of classes into a fact in the target model. 
Similarly, the "AttributeToParameter" rule is employed to 
convert an attribute into a parameter. These rules play a vital 
role in the process of adapting and reshaping data within the 
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modeling contextualizing the need for facts that represent the 
essential part of knowledge. 

TABLE II. PIM CLASS DIAGRAM TO PSM RULE -BASED EXPERT SYSTEM 

MAPPING RULES 

Rule Transformation Rule Source Model 
Target 

Model 

R1 ClassToFact Class Fact 

R2 AttributeToParameter Attribute Parameter 

The QVT mapping rules starting with this statement: 

transformation map (source: class, target:psm) 

This transformation specifies the mapping between a 
source model represented as a class diagram (source) and a 
target model represented as a PSM (target). 

The formal QVT mapping rules corresponds to Table II: 

R1: 

top relation ClasstoFact{ 

 Cn , n : String; 

checkonly domain source a:cla::classs{name = Cn}; 

enforce  domain target o:psm::Fact{name = Cn}; 

where {AttributeToParameter(a,o);}} 

R1 relation transforms a source model (class) to a target 
model(psm). It checks for a class in the source domain with a 
specific name "Cn". In the target domain, it enforces the 
creation of a Fact with the same name "Cn". Additionally, it 
includes a constraint R5 executes afterwards that ensures the 
mapping of attributes from the source class to parameters in 
the target for Fact. 

R2: 

relation AttributeToParameter{ 

Cn , n , v: String; 

checkonly domain source a:cla::classs{name = Cn , 
attribute = ar:cla::Attribute{ 

name = n, value= v}};  

enforce  domain target o:psm::Fact{name = Cn, parmeters 
= w : psm::parmeter { 

name = n, value= v}}; 

R2 relation is part of the "ClasstoFact" transformation. It 
checks for an attribute within the source class that matches the 
variable "n" and has a value matching the variable "v". In the 
target domain, it enforces the creation of a parameter within the 
Fact with the same name and value. This relation ensures the 
mapping of attributes to parameters during the transformation 
process. 

D. Round- Trip Mapping  

The extant issues encountered in the development of ES via 
a code-based approach has strong resolution through the 
contemporary application of MDA. This approach enables 
developers to focus on the high-level concepts of system 

design, reducing the complexity of development and 
facilitating the reuse of code and knowledge [12]. For instance, 
MDA offers cost-effective maintenance through the utilization 
of automation and the implementation of a round-trip mapping 
mechanism. This work argues for support of maintenance using 
relational QVT language (QVT-r is supported by EMF). It 
reflects the changes that happened to PSM such as having a 
new version of the software of shells. More important the 
changes in the PIM model (i.e., business rules change) will not 
change the PSM or mapping assets so can be re-used. This 
adds great value to the re-engineering effort required for ES. 
By structuring mappings in this manner, developers gain 
enhanced and ease mechanism to make change such as update 
to the rules. This approach optimizes the maintainability of the 
system, as it streamlines the process of rule manipulation and 
adaptation within the MDA framework. More importantly, 
there are legacy ESs serving organizations for a long time that 
can benefit from this model whereas in extreme cases models 
can be reverse engineered so can be changed and synchronized 
automatically with required changes. For instance, a rule can 
be developed for round- trip mapping for PSM – PIM 
Sequence Diagram where each represents different sort of 
changes: 

RM1: 

relation LHSToMessage{ 

k : String; 

checkonly domain p :psm::predicate{ at = a:psm::LHS{}, 
name = k   }; 

enforce domain target m: sequance::message{ kind = 'goal', 
name = k}; 

where {parmeterTOArguement (p,m);}} 

The purpose of this rule is to enable the redirection of 
mapping from the left-hand side (LHS) back to the message, 
facilitating any necessary changes.  

RM2: 

relation PredicateToMessage{ 

pn: String; 

checkonly domain target p: psm::predicate {at = a 
:psm::RHS{}, name = pn}; 

enforce domain target m: sequence:message 
{kind='normal',name = pn }; 

where { parmeterTOArguement (p,m);;}} 

The purpose of this rule is to enable the redirection of 
mapping from the predicate back to the message. These rules 
establish a mechanism for reverse mapping that is not only 
applicable to the specific rules but also to other rules derived 
from the PIM Sequence Diagram to the PSM. 

The round- trip mapping for PSM- PIM Class Diagram: 

RM3: 

top relation FactToClass{ 

Cn, n : String;  
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checkonly domain source o: psm::Fact{name = Cn}; 

enforce domain target a: cla::classs{name = Cn} 

where {ParameterToParameter(o,a);}} 

The purpose of this rule is to enable the redirection of 
mapping from fact back to the class.  

RM4: 

relation ParameterToAttribute{ 

Cn , n , v: String;  

checkonly domain source o: psm::Fact{name = Cn, 
parmeters = w: psm::parmeter {name = n, value= v}}; 

enforce domain target a: cla::classs{name = Cn , attribute = 
ar:cla::Attribute{name = n, value= v}};}} 

The purpose of this rule is to enable the redirection of 
mapping from parameter back to the attribute. Also, these rules 
establish a mechanism for reverse mapping that is not only 
applicable to the specific rules but also to other rules derived 
from the PIM Class Diagram to the PSM. 

IV. REENGINEERING AND NEW INSIGHTS 

This section analyzes and discusses the feasibility, insights, 
and opportunities of using MDA at different scales of change 
in the scope of the ES. The reengineering of a system typically 
involves a radical change for the entire system to achieve some 
result, while maintenance tackles parts of a system to improve 
it by making corrective action or minor modifications [39]. In 
this work, we use the term reengineering in a broad context. 
For instance, maintenance could be applicable to any part of 
PIM, PSM, or mapping rules, while the process of making 
radical changes (from a code-based approach to a model-based 
approach) to the legacy ESs by using MDA is a re-engineering 
process. However, the capability of interoperability is also one 
of the main concerns of MDA, which is defined as the ability 
to seamlessly integrate different systems or components to 
exchange information and work together [11]. 

There are many reasons why current ESs need to change 
under the umbrella of maintenance or reengineering, for 
example, the need to interoperate or integrate with other 
systems. The basic assumption of the data or facts underlying 
ESs is to be provided in a static way for reasoning. Nowadays, 
this is not the case where data should be updated by dynamic 
systems such as in the medical field by EHR (i.e., supply 
patient data) or general business ERP (i.e., provide production 
information such as a master or detailed schedule). The data 
involved in such systems is not only current but also 
comprehensive. For instance, patients with new symptoms or a 
production machine show new odd behavior in one 
manufacture. Based on the application requirements, data 
needs to be pulled or pushed from these systems to the relative 
ES. It is obvious that manual pulling or pushing is not practical 
in this sense. This visibility is a sort of strong business 
requirement that must be achieved today. On the other hand, 
rules as shown are subject to change due to different reasons, 
such as progress or a shift in the landscape of the knowledge of 
a field (i.e., medicine), but we argue that our approach enables 
automated supplementation of rules because the transformation 

process in MDA is a separate and dynamic process with stable 
mapping rules. This will not only provide a dynamic way of 
running the ES but also provide new insights. One can imagine 
that GPT agents (like ChatGPT or Bard) or similar intelligent 
systems can utilize this feature. Indeed, these GPT-based AI 
tools use symbolic knowledge-based questions or queries to 
find the relevant information or identify the context of the 
question (using inferencing rules and knowledge). This view 
suggests that an integration mechanism allows data to be 
outsourced as well as rules, so ES can be provided as a 
dynamic service. 

In addition, interfaces of an old legacy systems became 
obsolete and so there is tendency to be upgraded to new 
standards such as Jetpack Compose [40] developed by google 
for building native Android applications, SwiftUI [41] for IOs 
and mac applications, CSS frameworks than enable web-access 
for ESs, and many others taking into account in single system 
such as mobile you find different of GUI standards.  

We now turn to the question of how MDA can support this 
strong demand for integration with these different systems. On 
the one hand, MDA has the abstraction of a PSM that is based 
on MOF to represent the technical aspects of a platform, one of 
which is GUI platforms or others such as APIs for specific 
platforms (i.e., EHR and ERP). So specifically, PSM for any of 
this need to be developed and a couple of transformations 
using like QVT [38].  More than a decade ago, typically the 
integration between systems followed standards such as 
service-based system technologies, web services, and WSDL 
[42], JOSON and RESTFul [43] or SOAP [44]. They 
contributed to interoperability between different tools and 
encourage more integration to be practiced. Cloud systems are 
basically complex, diverse systems that use these standards. 
More importantly, the literature is rich with some of these 
standards that exist as PSMs and can be re-used to reduce 
development costs. On the other hand, PIM is a business-level 
abstraction built independently of even PSM, so the portion of 
PIM related to interoperability, such as GUI or others 
discussed above, can be projected using the transformation 
capability of MDA. In this case, mapping rules only need to be 
changed if the PSM is already published (GUI, WSDL). 
However, there might be intermediate steps (pre-processing 
steps) needed, such as using the QVT view maintenance [30] 
capability to map PIM into more refined PIM or PSM into 
more refined PSM.  

  To conclude, MDA has rich architecture support for 
change, such as interoperability, that can allow even non-MDA 
systems to integrate in a manner that reduces the re-
engineering cost. More importantly, this interoperability in this 
context provides new insights into using traditional expert 
systems, such as exposing expert systems as a service, and 
gains the power to of dealing with dynamic changes in facts or 
the instability of rules. 

V. EVALUATION USING CASE STUDY 

An academic advising ES has been introduced to bridge the 
gap between students and advisors by shifting advising, 
complaining, evaluating, and suggestions from traditional ways 
to a more contemporary one [45]. The decisions need to be 
made by students during their academic journey such as course 
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enrolment, course withdrawal, postponing study, etc. In this 
paper, we take on a scenario of a rule-based ES for academic 
advising in the university system. The need for ES for 
academic advising is to take a decision for different actions 
involves uncertainty and a couple of factors need to be tested. 
For example, the decision to drop a course for low GPA 
students has different consequences which is not 
straightforward decision. Similar thing can be said for 
postponed study, drop a semester and so on. 

The ES will build the work plan by identifying the student 
through some important points: 

 Perquisite courses.  

 Knowing the student's performance. 

 The student’s weakness points. 

 Domain skills. 

 Skills that a student needs to improve. 

 Student goals. 

 Track the student pathway. 

The ES works to facilitate the communication between 
students and the advisors by raising the student's performance 
giving some recommendations that help the low GPA student 
to develop specific skills for different semester actions such as 
course enrolment, course withdrawal, postpone study, etc. 

A. Developing Process Model for ES 

A student who is struggling with a low GPA might 
approach their academic advisor for assistance in considering 
the option of dropping a course for the current semester. The 
ES is responsible for determining when the low GPA student is 
eligible for dropping a course according to the following 
conditions: 

 Perquisites Course: Perquisites course must be ‗Not 
Major‘ category.  

 Skill Assessment: Students skill must be a ‗Weak Skill‘ 
in this course. 

The advisory academic rules are: 

 Rule:DropCourse(SID,CID)=IfGet_PreCourse(CList)
AN Check_PreCouese_Category(CID)AND 
Check_Skill(Skill) 

 In all other cases, the system does not allow the student 
to drop the course. 

These rules consider the relevance of the PreCourse 
category and the strength of the student's skill set. If the 
conditions are met, the system facilitates the selection of 
appropriate PreCourse categories and skills, while disallowing 
the student from dropping the selected course. Conversely, if 
the conditions are not met, the system permits the student to 
drop the course if desired. Fig. 5 illustrates the sequence 
diagram outlining the process for dropping a course for a 
student with a low GPA. 

 

Fig. 5. Drop a course UML sequence diagram. 

Fig. 5 presents the process involving the Advisor, System, 
and PreCourse, Category, and SkillSet objects, illustrating how 
t odecide on the drop of a course. The interaction commences 
as the advisor engages with the system, focusing on the rules 
associated with dropping a course. The first message, "If the 
PreCourse category is classified as 'Not Major' or the student 
possesses a 'Week' skill in a particular subject (skill='Weak'), 
then the system proceeds with the selection of the PreCourse 
category (CID) through the predicate 
SelectPreCourseCategory(CID) and the selection of the skill 
(CID) through the  SelectSkill(CID).Following this, the system 
responds with the message "DropCourse" for dropping the 
course, provided the conditions specified in the previous 
message are met. However, in all other cases, the system 
responds with the message "NotAllowtoDropCourse". 

As noted earlier, MDA develops rule-based ES by mapping 
transformation from PIM to PSM. The mapping process is 
performed using the MediniQVT tool, where the source file is 
the Ecore file [46] representing the Sequence diagram PIM 
metamodel, and the target file is the Ecore file representing the 
Production rule PSM metamodel. Also, an XMI file acts as an 
input containing instances of the sequence diagram metamodel 
for this case for example is utilized. Subsequently, the 
relational QVT mapping rules mentioned above are applied to 
create the production rules of ES. Table III shows the mapping 
rules used and Fig. 6 shows a sample of execution for final 
result of mappings. 

B. Developing Data Model for ES 

As mentioned, the UML class diagram is used as a 
descriptor to represent the data and facts of ES. Fig. 7 explains 
the UML class model by the using example of a case study of 
academic advising system in university. 

As shown in the UML class diagram is that Student has a 
relationship with Course. In addition, the Course has a specific 
domain (such as Math, programming) consisting of skills 
needed as outcomes for the course(s) in this domain. Further, a 
course sometimes has Prerequisite course; the association 
between Course and Prerequisite course, which models this 
business rule. This will enable checking the integrity constraint 
that that Student must take the Prerequisite course and pass it 
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before registering in a new course. According to the types of 
courses, there are two types: 1- Taken Course, 2- Next Plan 
Course. Taken course refers to the taken courses in the 
semester, and next plan courses refers to the planned courses in 
the next semester. Nevertheless, Student must have a study 
plan to follow according to the program requirements. The 
academic advisor wishes to help students complete this study 
plan successfully with low risk by making the right decision at 
the right time which is the source of the calling the experience 
of the ES. 

 

Fig. 6. PIM sequence diagram for drop a course target file. 

Fig. 7. PIM Sequence Diagram to PSM Rule -based Expert System Mapping 

Results 

No. Predicate Parameter 
Predicate 

type 
Justification 

1 
Drop 

Course 

Student 

ID, Course 

ID 

Left 

Hand 

Side 

This predicate represents the 

LHS predicate of the drop a 

course rule. 

2 
Get Pre-

Course 
Course 

List 

Right 
Hand 

Side 

This predicate represents the 

RHS predicate of the drop a 
course rule.  It has an AND 

relationship with next RHS 

predicate 

3 

Select Pre-

Course 
Category 

Course ID 
Right 

Hand 
Side 

This predicate represents the 

RHS predicate of the drop a 

course rule.  It has an AND 
relationship with next RHS 

predicate 

4 
Select 

Course 
Course ID 

Right 
Hand 

Side 

This predicate represents the 
RHS predicate of the drop a 

course rule. 

As noted earlier, MDA develops rule-based ES by mapping 
transformation from PIM to PSM. Where the source file is the 
Ecore file representing the (Class diagram metamodel), and the 
target file is the Ecore file representing the (PSM metamodel). 
Additionally, an XMI file containing instances of the class 
diagram metamodel is utilized. Subsequently, the relational 
QVT mapping rules mentioned above are applied to create the 
facts of ES. Table IV shows the results of the mapping process, 
there are eight facts generated, each of which is associated with 
a specific parameter. These results provide a comprehensive 
description of the facts utilized by the domain experts in 
leveraging the ES effectively and Fig. 8 shows a sample of 
execution for final result of mappings. 

 

Fig. 8. Academic advising system UML class diagram. 

TABLE III. PIM CLASS DIAGRAM TO PSM RULE TO BASED EXPERT 

SYSTEM MAPPING RESULTS 

No. Fact Parameter 

1 Performance Full Load 

2 Student Student ID 

3 Study Plan Credit Hours 

4 Course Course Name 

5 Perquisite Courses Skills 

6 Low GPA Student Current GPA 

7 Taken Course Date 

8 Next Plan Course NA 

 

Fig. 9. PIM class diagram for advising low GPA students in university target 

file. 
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VI. RESULTS AND DISCUSSION 

The investment on the quality of software development 
became evident that will pay back the cost. Having the case 
that many legacy ESs contributing to different domains exist 
over a long period, such as in medicine ,health, and education 
[16],[17],[18], necessarily entails requirement changes such as 
in platform or business rules. More importantly, the discovery 
of the entrance of ESs into new domains (environmental 
management and cybersecurity) requires flexibility and less 
costly development methods. However, using MDA in this 
work provides these qualities. The PSM metamodel from 
production rules developed as a generic PSM and mapping 
rules can act as assets so they can be re-used with the 
development process of any kind of ES; therefore, the 
principles of reusability, platform independence, are achieved 
and hence reducing the cost. For instance, changing Prolog 
with the Pyke platform for any reason such as utilizing a 
forward chaining tool instead of backward changing tool, does 
not cause a change in the PIM, PSM, and properly minor 
change to mapping rules. Also, changing to a new version of a 
platform such as upgrading to acquire new features, the 
proposed approach does not require to change PIM or PSM and 
mappings.  

Similarly, in more extreme maintenance cases where rules 
are updated or modified, only the PIM (model instances) needs 
an update, the rest will be re-used therefore coping with the 
rules instability. Moreover, the raising of abstraction afforded 
by MDA, such as in the PIM descriptor, allows domain experts 
to participate or write expert system, which bridges the gap 
between domain experts and developers.  

On the other hand, the integration of an ES with other 
systems (i.e. HER) under reengineering process or 
maintenance, is an inexpensive approach because of the re-
using utility provided by metamodeling and formalizations 
(using MOF) of the descriptors: PIM, PSM, and mapping rules. 
Thereby provides costless reengineering. Because different 
Shells have different features, the PSM developed is standard 
one and therefore comply with the principle of platform-
independence so like portability can be achieved. It can be 
modified to incorporate additional features if is to put into 
practice, but it should be the commonality among all shell 
platforms. The XMI standard allows either PIM or PSM to be 
migrated to another tool so can be edited or manipulated. 

The sequence diagram, in reality, reflects the nature of 
interactions involving the business rules of a desired ES. 
However, this study argues for a type of ES that is process-
oriented, where a set of actions with a sequence that represents 
constraints such as pre-conditions and post-conditions need to 
be specified for the desired outcome. For example, the process 
of checking ripe and unripe fruits, the process of optimization 
such as in manufacturing (i.e., efficiency of steal production), 
control process, real-time recommendations process, and 
planning and scheduling processes. 

VII. CONCLUSIONS 

This work is about automating ESs from high-level models 
using the principles of MDA. ES is a long-sounding successful 
product of AI but lacks advanced methods of development and 

re-engineering, which leads to an increase in the cost of 
maintenance and development. Moreover, effective 
communication between developers and domain experts is a 
crucial yet challenging aspect of designing ESs. The inherent 
differences in technical knowledge and domain expertise often 
lead to communication gaps, hindering the accurate translation 
of domain knowledge into functional system components. 
However, MDA raises the abstraction level of the development 
of an application as well as provides a structured approach for 
automation so ES applications can leverage this feature. MDA 
decouples application concepts or domain of the problem that 
needs to be specified in the PIM metamodel from the technical 
aspects of implementation, which will be specified in the PSM 
metamodel; then mapping the first end (PIM) into the second 
(PSM) using the standard mapping language, QVT.  

The proposed approach addresses some limitations in the 
literature, such as the lack of generic PSM and specific 
compliance to the MDA principles, as well as recognizes and 
supports a class of expert systems identified as process-
oriented ES. A UML sequence diagram is used to model 
business aspects of this type of ES, and a class diagram is used 
to model facts by representing entities and their attributes. It is, 
therefore, establishing high-level specifications of business 
rules and processes. The generic PSM is developed based on 
pure production rules (FOPC), which makes it adaptable to 
different rule-based engines or Shells that implement PIM 
models of business aspects. Furthermore, we designed a UML 
profile diagram that extends the PIM sequence diagram, to 
support the lack of some features in the UML sequence model 
(OR and Not). Finally, in this tackle, we developed the 
necessary mapping rules (QVT) that act as a standard for the 
transformation of PIM sequence diagram metamodel into a 
rule-based PSM metamodel, generating the necessary rules and 
generating ES facts from UML class models as well as the 
developing round-trip mapping that supports the maintenance 
of ES. 

To evaluate our proposed approach, which is design 
science research, a real case study of an academic advising 
system for low GPA students, was used for evaluation. QVT 
mapping rules that facilitate the transformation from the PIM 
to the PSM have been developed. In this process, we establish 
mapping rules that convert the PIM sequence diagram into a 
rule-based ES, generating the necessary ES rules. Additionally, 
we defined mapping rules that transform the PIM class diagram 
into a PSM rule-based ES, resulting in the creation of the 
required facts for ES. More importantly, utilizing the QVT 
Relational language that enables round-trip mapping thereby 
support potential changes (i.e. in rules, business requirement, 
platform) of PIM, PSM, mapping rules itself. A less costly 
maintenance therefore achieved because of the automation and 
the standardizing of round-trip mapping rules being developed. 
The results obtained from this case study provide practical 
evidence of the applicability and utility of our proposed 
approach in real-world scenarios. 

Nevertheless, it is important to acknowledge the limitations 
of the current work. The connection between PSM and a 
platform is not tackled but since a generic PSM is developed 
the process is straightforward. Also, the consequences of the 
inclusion of OCL in UML models. In addition, although the 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 1, 2024 

328 | P a g e  

www.ijacsa.thesai.org 

introduced model is adaptable to both process-oriented and 
data-oriented approaches, its primary focus lies in the process-
oriented aspect. Also, the models lack the capability of using a 
relational or mathematical expression that can be needed in the 
PIM metamodel.  

In future endeavors, our objective is to further advance the 
ES design approach by implementing and evaluating the 
proposed design on different domains of ES, ensuring its 
practical applicability and effectiveness, and supporting the 
lacking features in PIM. Also, incorporating the UML profile 
in the mapping process and resolving the limitation of tools 
(mapping engine) to recognize profiles. 
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Abstract—The technological evolution in smartphones and 

telecommunication systems have led people to be more dependent 

on online shopping and electronic payments, which created 

burdensome task of transaction validation for many financial 

institutions. This paper examined and evaluated the efficacy of 

Support vector machine (SVM) kernels on Generative 

Adversarial Network (GAN)-generated synthetic data to detect 

credit card fraud transactions. Four SVM kernels have been 

investigated and compared; linear, polynomial, sigmoid, and 

redial basis function. The accuracy results indicated that linear 

and polynomial kernels reached over 91%, while sigmoid and 

redial basis function reached 79% and 83% respectively. Linear 

and polynomial models received over 90% ROC and F1 score, in 

contrast the ROC scores were lower for sigmoid (81%) and 

redial basis function (83%). Both sigmoid and redial basis 

function achieved over 80% in terms of F1 score. The precision 

score demonstrated a high score for both linear and polynomial 

kernel reaching 99%. Additionally, sigmoid and redial basis 

function achieved over 80%. These results overcame the 

imbalance dataset issue through the generation of synthetic data 

by applying the SVM kernels using GANs algorithm.  

Keywords—Fraud transactions; credit card; Generative 

Adversarial Network; Support Vector Machine kernels; imbalance 

dataset 

I. INTRODUCTION 

The evolution of telecommunications technologies and the 
adoption of electronic payments from vast financial institutions 
led to unanticipated spike in fraud transactions. Personal and 
organizational assets nowadays are vulnerable due to 
cybersecurity breaches [1]. In 2020 alone, banks have suffered 
over $28 billion in credit card losses globally. The numbers are 
predicted to surpass $49 billion by 2030 [2]. Engaging artificial 
intelligence in banking system will enhance fraud detection, 
thus protecting assets and reinforce customer fidelity [3]. The 
fraud and control report in [4] sheds light to almost 26% of 
electronic transactions were categorized as fraud or attempted 
fraud. Detecting electronic fraud transactions using Machine 
Learning (ML) can be cumbersome according to the research 
presented in [5]. Diverse ML credit card fraud detection system 
has been previously reviewed [6, 7]. The complexity of 
imbalance dataset exists in different real-world ML scenarios. 
In the credit card dataset, the irregular distribution of one class 
was evident due to the fact that valid transaction exceeds 
fraudulent transactions [8]. Numerous credit card fraud 
detection methods capable of avoiding fraudulent transactions 
in the banking sectors include data mining, modeling 
algorithms, which comprise of clustering methods and fraud 
detection [9].  

This research investigates an important issue in credit card 
fraud detection using ML techniques, which raises the 
following questions: 

 Has any of the previous research examined different 
SVM kernels to detect credit card fraud transactions on 
imbalanced dataset? 

 How does the Generative Adversarial Network (GAN) 
perform on generating tabular data?  

 How the four SVM kernels perform against each other. 

To answer the preceding questions of this research, 
numerous objectives required to be met, including:  

 Reparation of imbalance dataset in tabular data.  

 Using specific GAN to generate synthetic tabular data. 

 Detecting credit card fraud using SVM kernels and 
evaluate the performance of each kernel among other. 

Although GANs are mainly used to synthesize visual data, 
several research have successfully managed to use them to 
generate tabular. The significance of this study is overcoming 
the issue of imbalanced dataset while investigating the 
performance of different SVM kernels.  

This paper is categorized as follows: Section II presents 
related efforts on several ML fraud detection study; Section III 
discusses the methods used to predict the results. In Section IV 
an extensive review of the results and analysis is detailed. 
Section V is reserved for discussion and comparisons. Section 
VI presents the conclusion of the research. 

II. RELATED WORK 

The research in study [10] presented an approach to 
observe credit card fraud. The author focused on reaching 
unbiased and consistent techniques to automate fraud risk 
evaluation. The approach proposed an algorithm that calculated 
variables’ relationships and related information. The solution 
successfully improved accuracy and diminished 
dimensionality. The study in [11] illustrated a comparison of 
various credit card fraud detection methods using supervised 
and unsupervised learning. The results show a prime for 
unsupervised learning, while emphasizing the effects on 
performance when using supervised learning methods. A fraud 
financial detection method was presented in [1] named 
Intimation Rule Based (IRB) alert generation algorithm using 
ontology-based system which benefited from ontology alert. 
The author constructed their method by including forty 
categories and sub-categories which effectively can capture 
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fraud by sending different notifications according to their 
extremity. In study [12] the author examined the utilization of 
supervised and unsupervised methods to identify 
inconsistencies in financial transaction records. The research in 
[13] proposed a hybrid ensemble model to detect anomalies in 
credit card transactions. The research used adaboost, random 
forest, and logistic regression as classifiers, imbalanced dataset 
was addressed by oversampling method and removal of 
outliers. The study examined SVM along with different ML 
methods including an adaptive boosting (AdaBoost) and 
decision tree on real world dataset. The experiment involved 
the use of real-world dataset and applying vectorization on the 
sub-leader account size to tangle irregularity. Most classifiers 
are incapable of procuring acceptable outcome during 
imbalance data classification, the author in [14] proposed an 
optimized SVM by Genetic Algorithm, dataset balancing is 
done through cluster centroids sampling.  

The study in [15] applied SVM along with decision trees on 
an extremely imbalanced real-world dataset. A handful of 
numbers of machine learning techniques were examined that 
include outlier detection and ensemble algorithms. The author 
employed feature engineering to calculate the effect of feature-
selection on performance. The research in [16] reviewed the 
latest progress in detecting fraud transaction using Deep 
Reinforcement Learning (DRL) and ML. The research carried 
out an experiment on an exceedingly imbalanced dataset using 
resampling technique to deal with complications and 
implementing several ML and DRL methods. An extensive 
analysis was carried out on non-linear models in [17]. The 
study proposed binary types of fraud detector models, one that 
can be interpreted and the other cannot be bound to a specific 
way. The models are utilized concurrently with ML methods. 
Furthermore, Black Box model is avoided in the study by 
supply tracing information that associates inputs and outputs. 
Credit card fraud detection methods using several neural 
networks concurrently with resembling methods were 
demonstrated in [18]. A combination of Harris Hawk 
Optimization (HHO) and SMOTE was introduced in [19]. The 
study tried to identify the appropriate sampling pace for the 
HHO and combines it with the SMOTE algorithm. The main 
aim of the study is to maximize classifier accuracy in 
imbalanced datasets. Different ML techniques were discussed 
such as: recurrent neural network, convolutional neural 
network, and ensemble methods. The research attempted to 
investigate obstacles and limitations related to IoT anomaly 
detectors.  

The research in study [20] presented a system that 
integrates Deep Neural Network (DNN) and Catboost, to test 
any overlap in classification rate improvement. The experiment 
was carried out on IEEE-CIS dataset composed of 590,540 
instances. Miscellaneous classifiers have been tested on highly 
imbalanced datasets in [21]. The author applied random over 
sampling (RO), which replicate instances from the minority 
category followed by applying SVM, NÏVE BAYS (NB), 
Artificial neural network (ANN), and C5.0. The review in [22] 
discussed oversampling and undersampling to handle 
imbalance dataset and comparing convolutional to an ensemble 
algorithm during credit card fraud detection, concluding that 
ensemble was more effective. An ensemble methodology was 

used by applying decision tree, logistic regression, and NB side 
by side in [23] highest output is picked by hard voting. In study 
[24] rough set theory was used for initial data refinement 
consisting of attribute estimation and reduction, lease square 
support vector later applied to classify and predict credit card 
churn behavior. Hierarchical temporal memory, based on 
cortical learning HTM-CLA algorithm, was presented in [25] 
to recognize fraudulent transaction. The authors also measured 
the difference between the HTM-CLA outcomes of using 
traditional Artificial Neural Network tree (ANN) in contrast to 
simulated annealing ANN. The research in study [26] used 
GANs along with logistic regression, decision tree, naïve bay, 
random forest, extreme gradient boosting, and adaptive 
boosting algorithms to detect credit card fraud transactions.  

III. METHODOLOGIES 

A. Implementation 

The used tools through this research include intel i9-9900K 
3.60GHz, 64GB RAM, Nvidia 2080TI was utilized for GAN 
synthetic data generation and SVM kernels training and testing. 

B. Original Data 

The dataset contains credit card transactions by European 
cardholders in October 2013. The dataset consisted of 
transactions that occurred in two consecutive days. The dataset 
is imbalanced since it had 492 flagged as fraudulent out of the 
284,807 transactions. With accordance to client’s 
confidentiality and privacy, the dataset underwent the Principal 
Component Analysis (PCA), resulting in numerical variables. 
The dataset consisted of 31 features that are Class, Time, V1, 
and V28. 

C. Synthetic Data 

Different researchers have tried to cope with the 
complexity of imbalanced dataset in the existing area using 
Synthetic Minority Oversampling Technique (MOTE) found in 
[27], [12], and [28]. SMOTE is an effective oversampling 
technique used to generate synthetic data from minority class 
[29]. Synthetic data was adopted in [30] using Monte Carlo 
simulations, a whole dataset was assembled including a 
number of features. GANs have been adopted in numerous 
domains recently to refine synthetic images producing a 
realistic representation. Other example of GANs adoption was 
done by Alonso et al. in [31] their model generates handwritten 
text. Their generator is conditioned on a sequence of 
characters, subsequently the generator starts producing 
synthetic data in the form of handwritten instances for different 
words. Creating synthetic data out of a random noise is not 
GANs prominent purpose, its capability lies in estimating the 
uneven class and generating data from a small set of samples 
[32]. The proposed approach uses synthetic data, which can be 
generated using GANs method discussed and explained 
thoroughly in Section III. 

D. Generative Adversarial Network 

GAN was created by Ian Goodfellow in 2014, and it is 
classified under unsupervised learning [33]. Generative models 
are capable of learning and imitating any distribution of data. 
GANs consist of two neural networks trained competitively 
thus; they are referred to as adversarial. GANs utilize the deep 
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neural network as a training algorithm. Imbalanced dataset is a 
frequent matter during modeling and may result in a weak 
model therefore; GANs can be employed to generate synthetic 
data which could solve some of the complexity [34]. GANs 
consist of binary neural networks operating in a contrary mode, 
the former is identified as the generator, and the latter refers to 
as the discriminator. Collection and generation of samples are 
the purpose of Generator Network presence. The probability of 
discriminator network to mis-classify would grow 
proportionally during the training of the generator network. 
GANs equation is found in Eq. (1) where G is the generative 

model learning from the training data x, D is the discriminator, 
which separate among various classes of data. The 
discriminator identifies whether the received data were 
generated from a real sample using a binary for output ranging 
from 0 to 1. In Eq. (1) the generator receives a slight noise 
sample from z. ~μ_z refers to the generator distribution and 
~μ_ref refers to the real data distribution. GANs architecture is 
presented in Fig. 1. 

 (   )           [   ( )]       *  (   ( ( )))+

 (1)

 

Fig. 1. Generative adversarial network. 

E. GANs for Tabular Data 

Applying GANs over tabular data, can rise numerous of 
challenges such of which are indicated below: 

 Tabular data can be of a mixed type. 

 GANs are effective in image data, and they distribute 
them over space. On the other hand, tabular data are 
non-Gaussian that could affect the network not being 
able to propagate gradient details.  

 The generator is not capable of recognizing imbalanced 
categorical columns when using generated samples 
from standard multivariate distribution. 

CTGAN is implemented in this research which is a GANs 
based method capable of solving non-Gaussian obstacle by 
applying mode-specific normalization. Moreover, it uses all 
existing features of the dataset [35]. In Fig. 2 an illustration of 
the proposed framework of credit card detection approach is 
demonstrated. 

F. Machine Learning 

ML was defined since 1959 by the AI pioneer Arthur 
Samuel who indicated that computers will be capable of 
learning from experiences rather than being programmed. ML 
is classified into three categories: supervised learning, 
unsupervised learning, and reinforcement machine learning 
[36]. Fig. 3 illustrates SVM kernel classification utilized in this 
research. 

 

Fig. 2. Framework of the proposed credit card detection approach. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 1, 2024 

333 | P a g e  

www.ijacsa.thesai.org 

 

Fig. 3. SVM kernel classification. 

G. Support Vector Machine 

The SVM algorithm is a supervised learning algorithm 
developed in Bell Lab by Vladimir Vapnik. SVM has the 
capability of solving regression and classification problems. 
SVM can separate two categories by drawing a hyperplane. 
The performance of SVM is thoroughly impacted by the 
selected kernel and the parameters as default or set values. The 
use of kernel aims to assemble a nonlinear hyperplane 
including all the set of input values to execute the classification 
[37].  

H. Kernel Functions 

Kernel functions come to place in situations where samples 
are linearly non-sparable. SVM kernel includes decision 
functions to non-linear class by mapping input sample and 
projecting them into a higher dimensional space, not requiring 
calculating the mapping explicitly. Optimistically, the samples 
will achieve significant linear structure. Moreover, the kernel 
function can be thought of as a measure of similarity between 
samples [38], which grants SVM to carry out separations 
regardless of very complex boundaries. Different kernel 
settings will be discussed the following section. 

I. Radial Basis Function RBF Kernel 

Radial Basis Function falls under the neural network types. 
It is used to solve diverse problems such as: classification, 
prediction, and regression. The approach that RBF uses to 
process classification problems differ compared to ordinary 
neural network. Ordinary neural network performs data 
separation using linear manipulations of activation function. 
On the other hand RBF organize data by density-based 
transformation. RBF equation is stated below where X  is the 
input,  C is the mean center between lowering the training error 
and surging margin[15], and σ is the spread. 

 ( )     ( 
‖    ‖ 

   
)   (2)

J. Polynomial Kernel 

Polynomial kernel is another type of SVM kernel, while it 
benefits from the polynomial function. The polynomial kernel 
is used to resale data into greater space. This operation is done 
by taking the scalar product of data points, the existing space 
with the polynomial in the newer space. Using polynomial 
functions allows for greater dimensional mapping for data. The 
equation of polynomial kernel is shown below where x and y 
are vectors and c is a constant in the existing space. d is the 
degree of the polynomial function. 

 (   )   (      )    (3)

K. Sigmoid Kernel 

The idea of sigmoid kernel evolved from neural networks. 
Sigmoid kernel usage can be problematic due parameters 
adjustments [39]. The equation of Sigmoid kernel is shown 
below where    and    are vectors,    is the slope, and      is 

the intercept. 

 (     )      (    
       )  (4)

L. Linear Kernel 

Linear kernel is the simplest kernel, unlike the polynomial 
or the logistic regression where data are projected to the upper 
space. In linear kernel, it obtains a single dimensional nature. 
In other words, linear kernel is capable of separating classes 
using the hyperplane with linear boundaries [40]. The equation 
of linear kernel is listed at Eq. (5) where      represents the 

data to be classified. 

 (    )     (    )  (5) 

M. Evaluation Metrics of SVM Kernels 

SVM kernels performance were evaluated and tested using 
confusion matrix. Which contain True Positive (TP) to 
correspond to valid transactions that were predicted correctly, 
false positive (FP) refers to fraud transactions that were not 
captured, true negative (TN) indicate fraud transactions that 
were predicted accurately, and false negative (FN) illustrating 
fraud transactions that were not identified as fraud by the 
model. The equation presented in Eq. (6) was used to measure 
accuracy of correctly predicted transactions over the total 
number of transactions, sometimes referred to as error rate. 

          
     

           
  (6)

Precision metric computes positive instances that are 
accurately predicted from the total positive predictions. The 
equation of precision is presented in Eq. (7). One thing to note 
is that precision and recall do operate in contrast usually one is 
higher than the other. 

          
  

(     )
  (7)

Recall metric displays a calculation of a portion of positive 
instances that are accurately classified. Their importance stems 
from their capability of capturing positive cases and that higher 
recall value prevents missing fraudulent transaction [3]. The 
equation of recall is found in Eq. 8.  

       
  

(     )
   (8)

F1 metric is used to obtain the harmonic mean between 
precision and recall. F1 has a score between 0 and 1, higher 
values reflect high model performance. The equation of F1 
appears at Eq. (9).  

          
                  

                
  (9)

Matthews Correlation Coefficient (MCC) was invented by 
Brian Matthews in 1975. MCC measures the quality of the 
classifiers between observation and prediction. It can be 
described as a confusion matrix method of calculating the Pearson 
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product-moment correlation coefficient between predicted and 
actual value [16]. 

    
                 

√(        )(        )(        )(        ) 
  (10)

IV. RESULTS 

Metric evaluation is summarized in Table I and Table II. 
An additional method to evaluate the results is through the 
confusion matrix, which can be used for both binary 
classification as well as multiclass classification. In the current 
state, which is binary classification, the confusion matrix 
generates table of 2*2. The output consists of TP, FP, TN, and 
FN which were discussed earlier in section III. This section 
illustrates the outcome of the four SVM kernels discussed in 
Section III. The accuracy results in Table I showed that LN 
kernel score was the highest at 95% followed by PL at 91%. 
RBF scored 83% and SG scored 79%. In precision both LN 
and PL scored 99%, followed by RBF at 84% and lastly SG 
which was at 81%. The recall results demonstrated PL with 
85% success rate by RBF 85%, led by LN at 82% and SG at 
81%. In Table II, the Receiver Operating Characteristic Curve 
(ROC) is utilized to calculate classifier performance at 
different thresholds. ROC score in Table II display PL and LN 
achieved 91%, while RBF attained 83% and SG reached 79%. 
Based on the MCC score, LN achieved 84%, followed by PL at 
83% succeeded by RBF at 66%, and lastly SG at 58%. F1 
score in Table II indicated the harmonic mean between 
precision and recall. LN has achieved the highest F1 score at 
92% followed by PL at 91%, concluded with RBF at 85% and 
SG at 81%. Confusion matrix is used in this section to ease the 
understanding of outcome, which generates 2*2 table with 
binary values representing multiclass classification; TP, TN, 
FP, and FN discussed in Section III. Fig. 4 presents the 
confusion matrix for LN kernel indicating that the classifier 
accurately predicted 4285 legitimate and 4145 fraud 
transactions. LN kernel inaccurately classified 74 fraud 
transactions as legitimate and 715 legitimate transactions as 
fraud. Fig. 5 displays the confusion matrix for PL kernel point 
that the classifier accurately predicted 4253 valid and 4160 
invalid transactions. PL classifier was not able to capture 62 
fraud transactions furthermore classified 747 real transaction as 
fraud. Fig. 6 shows the confusion matrix for RBF kernel, which 
predicted 4231 legitimate and 3468 fraud transactions 
accurately. Fig. 6 also exposes that 781 fraudulent transactions 
were classified as valid, and 769 valid transactions were 
categorized as fraud. SG confusion matrix appears at Fig. 7, 
representing that SG kernel correctly classified 4027 legitimate 
and 3305 fraud transactions. SG kernel was not able to capture 
938 fraud transactions and categorized them incorrectly; it also 
categorized 973 valid transactions as fraud. Fig. 8 illustrates 
the AUC – ROC curve, which explains the classification 
performance at different thresholds. From the figure it is 
evident that PL and LN classifiers have a better measure of 
separability than SG and RBF classifiers. The precision-recall 
curve is presented in Fig. 9, which can be employed especially 
when imbalance dataset is in existence. As the figure illustrates 
PL and LN did outperform SG and RBF. 

TABLE I. PERFORMANCE EVALUATION 

Algorithm Accuracy Precision Recall 

Polynomial 91 99 85 

Sigmoid 79 81 81 

Linear 95 99 82 

RBF 83 84 85 

TABLE II. PERFORMANCE EVALUATION: ROC, MCC, AND F1-SCORE  

Algorithm ROC MCC F1 score 

Polynomial 91 83 91 

Sigmoid 79 58 81 

Linear 91 84 92 

RBF 83 66 85 

 

Fig. 4. Linear kernel confusion matrix. 

 

Fig. 5. Polynomial kernel confusion matrix. 
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Fig. 6. RBF kernel confusion matrix. 

 

Fig. 7. Sigmoid kernel confusion matrix. 

 

Fig. 8. ROC. 

 

Fig. 9. PRC. 

V. DISCUSSION 

In Table III a summary of relevant studies is presented, 
starting with the research in [41], which examined two kernels 
LN and RBF. Based on the results from Table III it is evident 
that there is a huge variation between accuracy and recall. The 
research in [21, 42, 43, 44] does not investigate SVM kernels. 
In [42, 44] both studies evaluated their models with accuracy 
which is not always an accurate metric indicator. A 
comparative result is demonstrated in Fig. 10 which presents 
consistent overall results for the proposed solution compared to 
recent existing studies. Few research examined the detection of 
credit card fraud detection using different SVM kernels, none 
of them produced significant outcome as noted in Table III and 
Fig. 10. 

TABLE III. COMPARISON OF RELEVANT PAST STUDIES 

 
Classifie

r 

Kerne

l 

Accurac

y (%) 

Recal

l (%) 

Year of 

publication 

Referenc

e 

1 SVM - 96.34 - 2022 [44] 

2 SVM - 99 - 2022 [43] 

3 SVM - 96 39 2019 [21] 

4 SVM - 99 - 2018 [42] 

5 SVM 

LN 
97 1 

2020 [41] 
97 10 

RBF 
97 86 

97 82 
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Fig. 10. Comparative results with relevant studies. 

VI.  CONCLUSION 

The recent advancements and improvements in 
technological and telecommunication industry lead various 
sectors to integrate this technology into their system. In 
addition, due to the tremendous increase of electronic 
transactions, financial institutions are affected by fraudulent 
transactions, which meant that certain procedures must take 
place, including the adoption of ML fraud prevention 
techniques. In this paper, GAN was used to generate synthetic 
data to overcome uneven class distribution of credit card 
dataset. Four SVM kernels were used to predict fraudulent 
transactions and compared with each other and with relevant 
recent research. The findings illustrated that two SVM kernels 
LN and PL scored over 91% in accuracy however, RBF 
achieved 83% while SG reached 79%. LN and PL have 
received an over 91% ROC and F1 scores, yet SG reached 79% 
and RBF scored 83% in ROC. The F1 score for SG and RBF 
demonstrate that both kernels received over 81%. The future 
work should focus on investigating the use of different GAN 
variants with SVM and different classifiers.  
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Abstract—Customers all over the world want to see how the 

clothes fit them or not before purchasing. Therefore, customers 

by nature prefer brick-and-mortar clothes shopping so they can 

try on products before purchasing them. But after the Pandemic 

of COVID19 many sellers either shifted to online shopping or 

closed their fitting rooms which made the shopping process 

hesitant and doubtful. The fact that the clothes may not be 

suitable for their buyers after purchase led us to think about 

using new AI technologies to create an online platform or a 

virtual fitting room (VFR) in the form of a mobile application 

and a deployed model using a webpage that can be embedded 

later to any online store where they can try on any number of 

cloth items without physically trying them. Besides, it will save 

much searching time for their needs. Furthermore, it will reduce 

the crowding and headache in the physical shops by applying 

the same technology using a special type of mirror that will 

enable customers to try on faster. On the other hand, from 

business owners' perspective, this project will highly increase 

their online sales, besides, it will save the quality of the products 

by avoiding physical trials issues. The main approach used in 

this work is applying Generative Adversarial Networks (GANs) 

combined with image processing techniques to generate one 

output image from two input images which are the person image 

and the cloth image. This work achieved results that 

outperformed the state-of-the-art approaches found in 

literature.  

Keywords—Generative Adversarial Networks (GANs), virtual 

reality; human body segmentation; image generator; conditional 

generator; background removal 

I. INTRODUCTION 

Virtual fitting rooms (VFR) bring great opportunities to 
the fashion industry by enabling consumers to virtually try on 
products. However, while VFRs have technically been 
available for a while, they are less utilized because of many 
reasons, amongst them the consumers’ potential concerns of 
accuracy of the simulation, the cost of the technologies used in 
building VFRs like Kinect cameras and depth sensors, and the 
difficulty of using them by the customer because of the special 
settings they require like special types of LCDs and mirrors. 
Research has proven that online clothes purchases had 
increased, and the return requests had decreased after the 
intervention of virtual fitting rooms (VFRs) [1]. e-Commerce 
development, AI development, and pandemics shared in both 
the research and industry demand of VFRs. In this paper two 
novel outputs are obtained and explained, the first one is a 
new dataset which is large and various (i.e., containing images 
for males and females in different poses and from different 
fashion houses, without excluding any challenges from the 

collected images) for the purpose of building VFRs, and the 
second one is a real time, cost efficient, portable, easy to use, 
and accurate VFR. The rest of this paper is organized as 
follows: Section II reviews the work done in literature to 
address this problem. Section III explains the methodologies 
and techniques used in this work to build the VFR. Section IV 
demonstrates the experiments conducted to evaluate the work. 
Section V discusses the results. Finally, the paper is concluded 
in Section VI. 

II. LITERATURE REVIEW 

Recently, the idea of virtual fitting rooms has attracted 
researchers because of the emergence and development of 
virtual and augmented reality. The digital revolution and 
affordable technologies and devices also made virtual fitting 
rooms an area of interest. According to literature there are 
eight different types of virtual fitting rooms (VFR), which are: 
Body scanning VFRs, 3D avatar VFRs, 3D customer’s 
modelling VFR, 3D mannequin VFR, Augmented reality 
VFRs, Robotic mannequins, Dress-up mannequins for mix-
and-match, and the real fashion model VFR [1 & 2]. From all 
technologies and types of body scanning machines proved to 
be the most accurate, but the most expensive at the same time 
[3-6]. Although the large variety of technologies that could 
share in maximizing the customer experience while trying the 
cloth item online, the cost plays a major role of the types 
existing in the market. Some features and complementary 
methods could share in maximizing the customer experience 
besides the VFRs such as: fit guides, size charts, comparison 
avatars, virtual cat walks, brands comparisons, etc. [7 - 8]. 

Researchers used many emergent technologies to simulate 
fitting rooms, like augmented reality (AR), virtual reality 
(VR), depth information using Kinect cameras, deep learning 
approaches (DL), 3D reconstruction, and hybrid approaches. 
Pereira et al. in 2010 [9], used AR and Kinect camera to 
establish virtual fitting room using depth information, the 
authors tested their approach using Open CV and Open GL 
techniques with different six degrees of human head detection, 
but they mentioned nothing factual about their results.  

Kostas [10] used the same technologies (Kinect cameras 
and AR) to implement virtual fitting room for trying different 
cloth items, but the higher accuracy they reached was 67%. 
Dias et al. [11] also used the same approaches for the same 
purpose, but they added different features, and they developed 
a better user interface, but they mentioned nothing about the 
VFR results. Below is a sample of their results. Hashmi et al. 
[12] used the AR combined with Haar-cascades classifier to 
implement VFR. The authors tested their classifier using 50 
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subjects with 10 different dresses and they confirmed that 
their approach had outperformed other approaches in 
literature. Mehta et al. [13] had used AR, VR, and Mixed 
reality (MR) combined with Head Mounted Displays (HMD). 
The authors claimed that their VFR can give customers better 
online shopping experience, but again they mentioned nothing 
factual about the results.  

Boonbrahm et al. [14] in 2015 used VR to build VFR. The 
authors considered the differences between materials of 
clothes, and they confirmed that this matters in the final 
appearance of the dressed person. The materials they 
considered were jean, satin, silk, and cotton. França & Soares 
[15] in 2018 have discussed the idea of a complete simulation 
of Virtual Fitting Room (VFR) using virtual reality (VR) in 
which the customer feels he/she is existing in a real fitting 
room. Alfredo et al. [16] used Kinect camera along with 
gesture recognition and cloth transfer algorithm to create a 
virtual try in application. Despite the authors concluded that 
their approach combined with the depth information obtained 
using the Kinect camera made the customer experience more 
enjoyable, they mentioned nothing factual about the results.  

Sapio et al. [17] in 2018 integrated different body scanning 
technologies to create a VFR. The authors used Kinect 
combined with other more expensive body scanners, but they 
found out that their approach is not only expensive but also 
needs human intervention and cannot be considered as an easy 
automated solution.  

Silvestro et al. [18] in 2020, used avatars to allow the user 
to select the size and the shape, but regarding their results the 
authors mentioned that they are still working on their project 
to get good results. Ileperuma et al. [19] in 2020 used the 
CNNs combined with augmented reality (AR) to detect human 
body and create an image for a dressed object. The authors 
claimed to achieve 99% accuracy for their generated images. 
Nande et al. [20] in 2021 used generative adversarial networks 
(GANs) to replace the cloth item the customer already 
wearing, by the cloth item the customer wants to buy in a new 
image. The authors confirmed that they achieved structural 
similarity index measure (SSIM) matrices of 0.8.  

Chen et al. [21] in 2021 also used M5 transformer to build 
the VFR and they compared their results to other state-of-the-
art DL approaches in literature and they achieved very good 
results. Lyu et al. [22] in the same year, the authors proposed a 
High-Resolution Virtual Try-On network (HR-VTON) model 
to synthesize virtual fitting images, which consists of three 
sub-modules, namely, a clothing matching module, a try-on 
module and a refine module. They tested their proposed model 
on Zalando datset and they confirmed that they achieved 
accuracy rate of 81%. In 2021 Hyder et al. [23] studied the 
capabilities of Microsoft Kinect sensor and the role of 
augmented reality in simulating the surrounding world. The 
authors confirmed that 85% of the volunteers experienced 
their system and recommended it as a good 3D learning 
system. Singh et al. [24] in 2021 also, used Generative 
Adversarial Networks (GANs) to create a VFR. The authors 
implemented three models which are: the semantic generation 

module, the clothes wrapping module, and the content fusion 
module, and they tested their approach using the Zolando 
dataset also, and they confirmed that their approach achieved 
very robust results.  

In fact, Lye et al. and Singh et al proved to obtain the best 
results in literature, but on limited dataset with very narrow 
variety of images as shown in Section IV(A)(1). Chandani et 
al. [25] in 2022 tried many methods to build a VFR like AR, 
ANNs, and CNNs. The authors claimed that the users can 
move freely infront of camera, and change the colors of the 
outfit, but they mentioned nothing numeric about the mean 
error or the accuracy rate. Malathi et al. [26] in 2022 also used 
DL to reconstruct the 3D graphical perception of the user from 
his/her 2D image to create cost efficient VFR rather than using 
Kinect camera. The authors confirmed that their approach 
achieved very good results, with many useful features that 
maximize user experience satisfaction.  

Prabhakar [27] et al. in the same year, used Alpha Channel 
Masking to mask the user's shirt to gain an area of interest. 
The authors only worked on three different colours of the 
same style (Shirt). Mohamed et al. [28] in 2023 used the 3D 
reconstruction of human body to build VFR. The authors used 
Kinect combined with other more expensive body scanners, 
but they found out that their approach is not only expensive 
but also needs human intervention and cannot be considered 
as an easy automated solution. The authors used neural 
networks to reconstruct the 3D models of the human body and 
the cloth item and put them together in one photo. The authors 
also used CNNs combined with ResNet-50 to identify the type 
of texture to make the reconstructed image more accurate and 
closer to reality, but in their results, they showed a bit large 
mean error.  

Omkar et al. [29] in 2023 have combined AR with DL to 
build a VFR. The authors confirmed that their approach that 
renders the image cloth on the customer’s image improved the 
customer’s experience, but they also mentioned nothing 
factual about their results. Yang et al. [30] in 2023 considered 
the body mass (BM) of the user and they confirmed that their 
approach improved the virtual fitting results to a great extent.  

III. METHOD 

This work is designed to be deployed on a mobile 
application in which the process would be much easier for the 
consumer to do and much cheaper for the clothing shops. The 
proposed system mainly consists of three main phases: image 
preprocessing, the GANs part consists of a conditional 
generator to generate a new segmentation map with the person 
wearing the new cloth item, and the image generator to 
generate the final image. The generic flow of the system is as 
follows: The system asks the user to enter two input images 
which are, the person image in any pose, and an image for the 
cloth item he/she wants to buy, to generate a new image of the 
person wearing the new cloth item. Following is the 
explanation of every module. Fig. 1 demonstrates the 
complete architecture of the proposed system. 

https://ieeexplore.ieee.org/author/37088811730
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Fig. 1. The complete architecture of the proposed system. 

A. Images Preprocessing 

The input image preprocessing module is composed of 
four different components: OpenPose, DensePose, 
segmentation, and cloth mask (see Fig. 1). As mentioned 
before the user should provide the system by two images, 
which are his/her image, and the cloth item he/she wants to 
buy. Regarding the cloth image, it should be segmented using 
a masking model to be able to recognize the cloth and separate 
it from the background. Regarding the person’s image, some 
steps should be held such as: background removal, 
segmentation of different human body parts, definition of 
OpenPose key points to wrap the cloth over the person in any 
position not only from the front, 3D human image 
construction using dense-pose to enhance the final wrapped 
cloth on the person pose, and finally the combination of the 
open-pose and the dense-pose to create an agnostic image that 
would make the system able to focus on the key parts of the 
human body that should place the new t-shirt on. The outputs 
of the preprocessing module would be the dense-pose, 
clothing mask, and segmented agnostic image, which will be 
the inputs to the conditional generator that generates the new 
image. Following is a detailed explanation of the 
preprocessing steps. 

1) Human body segmentation: Human parts segmentation 

is the most important preprocessing step for the generator, as 

the following modules of the proposed system depend on its 

results. There are 20 parts in the human body image that 

should be segmented and classified accurately to identify the 

clothes’ location and these classes are: Background, hat, hair, 

gloves, sunglasses, upper clothes, dress, coat, socks, pants, 

torso skin, scarf, skirt, face, eft arm, right arm, left leg, right 

leg, left shoe, and right shoe (see Fig. 2). 

 

Fig. 2. Typical human body segmentation sample. 

The Crowd Instance-level Human Parsing (CIHP) model 
[31] was used to segment the parts of the human body. This 
model relies on the concept of part grouping network (PGN) 
[32] where the input image is scaled into six scales which are: 
0.5, 0.75, 1, 1.25, 1.5, 1.75 of the original width and height. 
The input to this model should include the human image its 
invert. In other words, the input to this model is a stack of 
image pairs; the image and its invert [image, image invert]. 
For each input the average of scales is calculated for every 
input image. This pipeline consists of six models makes the 
inference time very large (140 sec), but it gives very accurate 
results, however, this huge inference time is not suitable for 
this use-case, so we thought how to decrease it. To solve the 
problem of large inference time we tried other models for 
segmentation such as self-correction human parsing [33], and 
Deep-Lab V3 [34]. After utilizing and evaluating the three 
models Deep-Lab V3 model were selected for this work (see 
Section V).  

2) Agnostic images generation: Agnostic images are 

created to eliminate all the old clothes from the input image 

and the segmented image. First, a color scale conversion 

from RGB to gray is done for both input and segmentation 

images.  Then, the background color is converted to black. 
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This can be done using the open pose key points and the 

segmentation colors map which help us to define where the 

upper parts are to eliminate them, and we used the key points 

to mask the hands only because the segmentation gives the 

information of where the left and right arms are. 

Optimization was done using the high-quality segmentation 

and open-pose key points. Fig. 3 represents the agnostic 

image generation steps. 

 

Fig. 3. Agnostic images generation. 

After many experiments, we found that eliminating the 
background gives us more accurate results because the dataset 
distribution which the model trained on with a white 
background, The background class is one of the segmentation 
classes, so we exploit that to eliminate the background by 
looping on the image and change the color of it to white using 
open cv (see Fig. 4). 

 

Fig. 4. Background removal example. 

3) Cloth masking: Cloth masking is one of the main 

modules of the proposed system. To build a model that can 

generate the mask of the clothes; two approaches were 

suggested in this work, in the first approach, three models 

were evaluated; AIM, Timi-Net, and P3M model to detect the 

main object in the image and remove other objects, so, they 

can be used to generate the mask of the clothes if the clothes 

considered as the main object in the image. The second 

approach is cloth segmentation which is used to generate 

cloth mask in two steps instead of one step first by 

performing segmentation and then binarizing the result. After 

evaluation and analysis of the suggested models, the cloth-

segmentation was found to be the champion model which is a 

robust model against the different colors, and backgrounds 

[35 - 37]. Fig. 5 shows a sample result for cloth masking. 

 

Fig. 5. Cloth masking sample result. 

4) Using dense pose: The fourth and final sub-module 

in the preprocessing module is the DensePose, in which 

(R_101_FPN_DL_s1x) [38] was used and succeeded in 

achieving the best result compared to the baseline model used 

by Lyu et al [22] (see Section V). Fig. 6 shows the difference 

between the DensePose proposed by this work, and the 

DensePose of the work in literature. 

 

Fig. 6. Enhanced DensePose (right) vs. original or literature’s DensePose 

(middle). 

B. Output Image Generation using Conditional GANs 

The second phase of the system is to generate a new image 
for the customer wearing the new cloth item, GANs was 
chosen and deployed because of its ability to generate new 
images with high accuracy. The GANs use a conditional 
generator where a wrapped cloth and a segmentation map of 
the person wearing the new cloth are the targets. There are two 
encoders with five residual blocks; cloth encoder and 
segmentation encoder, and one decoder that take these targets 
as conditions to get the most accurate cloth image appearance 
flow and segmentation map. Then the next fusion block in the 
encoder takes the previous output after passing to a 3x3 
convolutional layer to predict the appearance flow-map from 
the flow pathway and segmentation features from the seg 
pathway. Information is exchanged through these two 
pathways to get the most accurate segmentation map and 
appearance flow. The last block of the decoder is the 
conditional aligning that removes the overlapping regions 
from the cloth mask (convert the straight mask to be fitted on 
the person image) and handle occlusions (remove hands or 
any parts from person image in front of the cloth). The 
following hyperparameters were used: pixel wise cross 
entropy loss function, Perceptual and L1 losses for best 
wrapping of the clothes, in addition to least-squared GAN 
loss. Also, multi-scale discriminators were applied for the 
conditional adversarial loss calculation. 
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C. Image Generator 

This phase includes a series of residual blocks, up 
sampling layers, Spade normalization layers based on the 
segmentation map parameters. It takes the image agnostic, 
new segmentation map, dense pose and wrapped close resized 
and concatenated to the activation. To evaluate the generated 
image a discriminator rejection was deployed to filter 
segmentation maps with low quality. It is based on data 
distribution and implicit distribution from the generator. If the 
output image is of very low quality, it would be rejected. 

IV. EXPERIMENTAL WORK 

We have tested some architectures in literature, and it is 
found to be working perfectly on females as the authors 
selected only the females’ images from Zolando Dataset, 
however, accordingly, their approach didn’t work with any 
image outside their dataset as shown in Fig. 7. This fact tells 
that there is an overfitting in the results found in literature. To 
avoid the overfitting problem in this work, new images from 
multiple websites were scrapped and trained beside the dataset 
found in literature. The following section describes both the 
dataset in literature and the dataset collected for this work. 

 

Fig. 7. Results obtained from their dataset (top) vs. results obtained using 

image outside the dataset (down). 

A. Datasets  

There are two different datasets used in this work for 
training and validation, one of them is open-source data used 
in literature and the other one is collected for this work. The 
following sub-sections describe the datasets used in this study. 

1) Zolando dataset: Zolando is a high-resolution dataset 

that is used for virtual try-on tasks. It consists of the frontal 

view woman ad top clothing image pairs. It is split into about 

11K training pairs and 2K testing pairs. This dataset was used 

by lye et al. [22], who obtained the best results in literature, 

and for that reason we used their approach as a baseline 

model to compare the proposed approach with. 

2) New dataset collected in this work: About 5K images 

of males’ images from Zara, Farfetch, and Zalando websites 

were scrapped to avoid the overfitting issue. The collected 

dataset is publicly available on Kaggle [39]. Some challenges 

in the collected dataset are tattoos, birth marks, caps, dark 

sunglasses, beard, head cuts, Black and Asian people, and 

complicated backgrounds (see Fig. 8). The dataset collected 

was meant to cover a diverse dataset distribution, and balance 

between males and females’ images as follows: images from 

Zolando dataset (females), images from Zolando (males), 

images from Zara (males), images from Farech (males), and 

images from Farech (females). 

 

Fig. 8. Some challenges in the new scrapped dataset collected in this work. 

B. Validation and Verification 

The system was validated at the submodules level starting 
from the cloth masking, going through DensePose, OpenPose, 
segmentation, closing mask, the application itself, and 
reaching the deployment of the app on AWS server. The 
integrated submodules were also tested using many test cases 
and the proposed approach perfectly outperformed the state-
of-the-art approaches. Based on the new implementation of 
the segmentation mask, the response time was reduced from 4 
minutes to 78 seconds. The model was deployed on AWS 
successfully and the application received requests and 
responded concurrently. Fig. 9 shows the difference between 
our output (right) and the state-of-the-art result (middle) for 
the same image. Fig. 10 shows the effect of clothes masking 
and DensePose, in which it can be noticed that there is a great 
enhancement of the clothes’ alignment.  

 

Fig. 9. The difference between the proposed work output (right) and the 

state-of-the-art result (middle) for the same images. 

 

Fig. 10. The state-of-the-art results (middle) vs. the proposed approach results 

(right). 

V. RESULTS AND DISCUSSION 

This  section demonstrates the results achieved by this 
proposed work and discusses them. The following subsections 
show every submodule, the results, and the analysis of these 
results. 

A. Segmentation 

CHIP, Self-correction human parsing, and Deep-Lab V3 
segmentation models were used and compared in this work to 
select the best as mentioned before. The comparison was done 
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in terms of segmentation results and execution time. The 
following sub-section describes every model and the findings 
of using it. 

1) Self-correction human parsing segmentation: To 

increase the dependability of both the learned models and 

true labels, the self-correction model uses a learning 

scheduler to infer more trustworthy pseudo-masks by 

repeatedly aggregating the learned model with the former 

ideal one in an online learning. Using an annotation 

initialization model as the first step in the learning process, 

and then adjusting the labels according to the data can 

improve the model's performance. Through cycles of self-

correction learning, both the models and labels improve in 

accuracy and strength. This model has a good inference time 

(2 sec), but its pre-trained weights were on a different dataset 

which missing the torso skin class (the neck class). The pre-

trained weights were on the Look into person (LIP) dataset 

[40] which contains the same classes, but the only difference 

is the torso-skin class is replaced with a jumpsuit, so the 

results were without the torso-skin class. To address the 

problem of the missing torso class, the model was trained on 

another dataset including all classes, but the results were 

worse than the CHIP model, and it required more 

computational resources for training and testing (see Fig. 11). 

 

Fig. 11. Sample of self-correction segmentation results. 

2) Deep-Lab V3 model segmentation: DeepLab V3 

utilizes a novel architecture that combines multi-scale 

features, dilated convolutions, and conditional random fields 

to produce high-quality segmentation masks. It is highly 

effective at handling complex scenes, such as those found in 

urban environments, and achieves superior performance 

compared to other state-of-the-art segmentation models. The 

model was trained to segment all parts within much less time. 

DeepLab V3 model worked in 0.23 seconds only to produce 

segmented image. Although the mean Intersection Over 

Union (IOU) is less than mean IOU of CHIP model, we have 

chosen DeepLab V3 over CHIP model due to the great 

difference in execution time, meanwhile, the mean IOU 

difference between both models is not so large to consider 

over the time. Table I demonstrates the results and execution 

time of the three models. Fig. 12 shows the segmentation 

results of CHIP and DeepLab V3 models. 

TABLE I. SEGMENTATION RESULTS AND EXECUTION TIMES OF THE 

USED SEGMENTATION MODELS 

Model Time (seconds) IOU 

CHIP 38.41 78.21 

DeepLab V3 0.23 64.53 

 

Fig. 12. Segmentation results of DeepLab V3 (right) and CHIP (left) models. 

B. Open Pose 

Three different approaches were tested to find the optimal 
open pose model. Those three models are the Media-pipe 
model [41], the Detectron model [42], and the CMU-
Perceptual-Computing-Lab [43 & 44]. The first model failed 
to address the occlusion challenge (see Fig. 13), the second 
model outperformed the results of the first model, but still 
missing some important points. The third model solved the 
problems of the previous two models successfully. The 
following figures show the differences between the results 
obtained by the three models. Here Fig. 14 shows Detectron 
open pose results and Fig. 15 shows the CMU-Perceptual open 
pose detection results. 

 

Fig. 13. Media-pipe pose detection results (occluded arms are missing). 

 

Fig. 14. Detectron open pose detection results (better but some important 

points are still missing). 
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Fig. 15. CMU-Perceptual open pose detection results (the best results out of 

the three models). 

C. Cloth Masking 

To verify the quality of the cloth masking model, three 
experiments have been held to check the performance of the 
proposed approaches to get the best cloth masking model. The 
first experiment was to find the best model of the three models 
that perform image matting, namely: AIM, Timi-Net, and P3m 
[45 - 48]. A dataset of 5K images dataset has been scrapped 
from different fashion websites, then it has been used to 
compare the results of each one of the three models. The AIM 
model obtained the worst in terms of average inference time 
per image, and ability to generate the mask. The abilities of 
P3M and Timi-Net models to generate the mask were almost 
the same, but P3M proved to be 1.5 faster than Timi-Net, so, 
the P3M model was chosen for cloth masking submodule. A 
manual analysis for all images was then conducted to define 
the strength and the failure points of the P3M model. As a 
result of the analysis, P3M showed great results for all cases 
except in the case of white clothes on white backgrounds, and 
to solve this problem, image binarization step was added to 
the segmentation module. The second experiment has been 
conducted to check the applicability of the second approach to 
generate the mask using YOLO5 and YOLO7 [49 - 53] for 
image segmentation, then binarizing the results. The proposed 
method showed high capability of detecting the existence of 
the clothes in the images, but at the same time YOlO5 and 
YOLO7 were not the best choices to perform the cloth 
segmentation task since they miss some of the images without 
detecting the existence of the clothes in the image. The third 
experiment has been held to check the performance of two 
models which are the U2Net and the cloth-segmentation 
model. The top 20 images that P3M models failed generating 
their masks were used in this experiment. U2Net failed with 
some white clothes with white background, on the other hand, 
cloth-segmentation model performs well since the model is 
robust against different colors and backgrounds. As a result, 
the cloth-segmentation model has been chosen to be integrated 
with the other models to complete the proposed solution. 

D. Dense Pose 

Different state-of-the-art models in this area were applied, 
and "Detectron 2" proved to be the best amongst them. 
Detectron 2 was originally developed by Facebook, where 27 
models were trained. All the 27 models were used and 
evaluated in this work to measure how suitable they are to this 
problem and select the best accordingly.  

E. Image Generator 

This step is the final step which takes the outputs of all the 
steps preceding it as an input to generate the final output of the 
system which should be the image of the user wearing the new 
cloth item. Freshet Inception Distance (FID) score was used to 
evaluate the results obtained by this work and as a comparison 
metric with the work in literature, where FID score is the most 
modern metric used to measure the distance between real 
image and equivalent generated one [54 - 57]. Following are 
the summary of experiments designed for this step: 

 The first experiment validates the work of Lye et al 
[22] as the model addressing the same problem in 
literature with the best results.  

 In the second experiment, we only replaced the 
DensePose step in literature by the DensePose 
proposed in this work.  

 The third experiment involves changing only the cloth 
mask step with the proposed new cloth mask method. 

 In the fourth experiment we replaced both the 
DensePose and cloth mask steps with the new proposed 
methods. 

 In the fifth experiment, we only changed the 
segmentation model, keeping all the literature model as 
is.  

 The sixth experiment includes deploying the proposed 
model and evaluating it with all its modules integrated 
together. 

Table II demonstrates results of the six experiments, with 
“new” referring to the proposed models, and “original” 
referring to the models in literature [22]. 

TABLE II. COMPARISON BETWEEN THE STATE-OF-THE-ART 

APPROACHES AND THE PROPOSED APPROACH 

E# Segmentation Cloth Mask Dense Pose FID 

1 Original Original Original 11.796 

2 Original Original New 12.243 

3 Original New Original 11.847 

4 Original New New 11.743 

5 New Original Original 13.140 

6 New New New 11.753 

As we can see from the above table the proposed approach 
outperforms the best model in literature, but it can also be 
noticed that keeping the segmentation of the literature 
combined with the proposed Cloth mask and DensePose 
models would produce even better results, i.e., smaller FID. 

F. User Interface 

Finally, to build a complete solution, a user interface has 
been developed using flutter technology, and the 
implementation of the application has been divided into two 
phases. Firstly, creating an initial design by building the main 
activities, then new features were added using UI/UX. Fig. 16 
introduces some of the user interface screens.  
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Fig. 16. Some of the final user interface screens. 

VI. CONCLUSION AND FUTURE WORK 

In conclusion, this work aims at creating a virtual fitting 
room via a mobile application to make it easier for customers 
to try on many cloth items without physically dressing them. 
The best state-of-the-art approach in literature (Lue et al. [22]) 
has been used in this paper as the baseline architecture to 
compare the results obtained in this work with. Another reason 
for choosing them is that they used the Zolando dataset which 
is publicly available for validation and comparison. But it was 
found that there is an obvious overfitting because of the 
unified nature of the dataset. The solution for this included 
scrapping new data and retraining preprocessing models. A 
new dataset from different fashion sources was scrapped to 
collect 5K images to evaluate the proposed approach and 
compare it to the state-of-the-art approach. All preprocessing 
subsystems were analyzed and experimented to get the best 
model. These subsystems included OpenPose (CMU), 
DensePose (Detectron- R_101_FPN_DL_s1x), cloth mask 
(cloth segmentation), and segmentation (DeepLab V3). At the 
end, the proposed approach outperformed the state-of-the-art 
and succeeded to reduce the FID. The mobile app developed 
in this work was deployed on AWS service with dockerization 
technique. 

As future work, we suggest adding a new dataset for 
bottom part and other types of fashion items, in addition to a 
recommendation system. Other research suggestions may 
include utilizing newly collected data to retrain the model for 
improved performance. To reduce inference time semantic 
segmentation should be considered while training the model, 
optimizing it for cases with only one instance. Additionally, 
the use of a teacher-student model (Knowledge Distillation) 
can be suggested to enhance the performance of all framework 
models, aiming for better inference times overall. Future work 
would also include considering children of different ages in 
testing the proposed architecture. 
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Abstract—Given the high concern for human health, the aim 

is to determine the relationship between healthy lifestyles and 

nutritional status among firefighters of the VCD Callao 

Ventanilla 2023. This study was conducted in four volunteer fire 

companies, namely B-75, B-184, B-207, B-232, located in the 

districts of Ventanilla and Mi Perú. The population consists of 

291 personnel, with a sample of 168 participants. It was observed 

that 58.9% (99) of the participants are under 36 years old, 29.8% 

(50) are between 36 and 45 years old, and 11.3% (19) are 46 

years or older. In terms of gender, 62.5% (105) are males. 

Regarding the duration of their firefighting service, 70.2% (118) 

have a maximum of 10 years of seniority. On the other hand, 

57.7% (97) of the participants have an unhealthy lifestyle, 40.5% 

(68) have a healthy lifestyle, and 1.8% (3) have a very healthy 

lifestyle. Regarding the nutritional status of the firefighters in 

this study, it was found that 53.3% (89) are overweight, 26.8% 

are considered normal weight, 19.6% (33) are obese, and 0.6% 

(1) are underweight. Concerning lifestyles, the study revealed 

that 57.7% of the participants have an unhealthy lifestyle, 40.5% 

have a healthy lifestyle, and 1.8% (3) have a very healthy 

lifestyle. It is worth mentioning that according to Rodríguez C's 

study, 95.2% of volunteers belonging to the B107 Fire Company 

lead a healthy lifestyle, while 4.8% do not. Statistically, we can 

assert that there is no significant relationship between the 

variable of healthy lifestyles and nutritional status. However, it is 

observed that there is a direct relationship between nutritional 

status and age. Likewise, it can be affirmed that more than at 

least 72.9% of the studied population is overweight, either with 

overweight or obesity. 

Keywords—BMI; firemen; lifestyles; excess weight 

I. INTRODUCTION 

A volunteer firefighter, affiliated with an organization 
focused on fire prevention and control, responds to fires, 
vehicular accidents, and medical emergencies without charge. 
Their work involves demanding physical tasks in hostile 
emergency scenarios [1]. 

These emergency situations trigger immediate 
physiological responses in firefighters, including increased 
heart rate, hyperventilation, heightened oxygen consumption, 
and sweating. According to a 2019 report from the National 
Institute for Occupational Safety and Health (NIOSH), cardiac 
arrest is the leading cause of firefighter fatalities, accounting 
for 40% of 308 deaths over a decade. Many of these 
individuals also had coronary artery disease, as per death 

certificates. These findings highlight a significant percentage 
of firefighter deaths attributable to cardiovascular diseases [2]. 

Analyzing past studies on the nutritional and physical 
activity status of students in various professions reveals a 
considerable number who do not maintain a lifestyle 
conducive to their well-being. Predisposing factors to health 
problems include rapid adaptation to constant changes, lack of 
physical activity, dietary issues, and overall unhealthy habits 
[3]. 

Health is a crucial facet of human life, profoundly 
impacting one's quality of life, with various factors such as 
physical activity, diet, and mental well-being playing pivotal 
roles. The World Health Organization (WHO) noted that over 
28% of adults worldwide failed to meet their recommended 
weekly physical activity levels, equating to at least 150 
minutes or 75 minutes of intense activity. Disparities in 
physical inactivity exist between high- and low-income 
countries. High-income countries report 26% of men and 35% 
of women as insufficiently active, compared to 12% of men 
and 24% of women in low-income countries [4]. 

The global prevalence of physical inactivity raises 
significant concerns due to its strong correlation with non-
communicable diseases (NCDs), contributing to up to 9% of 
premature deaths worldwide. Additionally, 6% to 10% of 
NCDs, such as diabetes, coronary heart disease, colon, and 
breast cancer, can be attributed to physical inactivity [5]. 

Obesity and overweight are a growing concern, classified 
as the 21st century's pandemic by the WHO. Approximately 
52% of adults worldwide grapple with these issues [6]. In 
recent years, global cases of overweight and obesity have 
tripled, signaling a worrying trend linked to chronic diseases, 
including Diabetes Mellitus II, cardiovascular disorders, and 
musculoskeletal problems [6-12]. 

In 2021, WHO defined overweight and obesity as an 
excess accumulation of fat detrimental to health due to an 
energy imbalance between calorie intake and expenditure. In 
Latin America and the Caribbean, 62.5% of adults, 64.1% of 
men, and 60.9% of women are overweight or obese. When 
examining only obesity, it affects 28% of adults, with 26% 
being men and 31% women, making it the region with the 
highest prevalence according to the WHO [13]. 
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Peru faces a similar challenge, with 69.9% of adults and 
42.4% of young people experiencing overweight or obesity. 
Poor dietary habits contribute to these figures, with 29% of the 
population consuming junk food weekly. Fried foods account 
for 87.1% of weekly consumption [14]. 

A study by Ramírez J, et al. [15], revealed that 33.6% of 
Peruvians had abdominal obesity, notably higher in women at 
51.2%. Geographic location also influences obesity rates, 
particularly in cities below 1000 meters above sea level. 

Malnutrition is another concern, impacting weight gain 
and associated with various factors, including age and energy 
imbalances. A study found 15.3% prevalence of diabetes 
mellitus II, 43.4% for hypertension, and 17.4% for 
osteoarthritis [16]. 

Sleep deprivation, prevalent among firefighters due to 
demanding schedules, poses health risks. Short sleep patterns, 
less than six hours, increase the risk of stroke, cancer, 
coronary heart disease, diabetes, anxiety, depression, and 
workplace accidents [17-18]. 

Unhealthy eating habits and sedentary lifestyles are 
common among firefighters, contributing to obesity. 
Mandatory physical activity training does not always suffice, 
further promoting sedentary behavior and weight issues [19-
21]. 

Lifestyle encompasses a person's daily activities, customs, 
housing, habits, culture, environmental interactions, and 
interpersonal relationships, all of which are entirely 
modifiable [22]. 

Lifestyles can either promote health or pose risks. Healthy 
lifestyles involve behaviors that enhance well-being, including 
maintaining a balanced diet, regular physical activity, and 
abstaining from harmful substances like tobacco and alcohol 
[23]. 

Furthermore, lifestyle influences one's physical condition, 
recreation, and leisure management, which directly impact 
mental health. Additionally, the consumption of toxic 
substances can significantly affect overall well-being [24]. 

Nutritional status refers to the equilibrium between 
nutrient intake and the body's requirements, determined by the 
availability of diverse foods and nutritional knowledge [25]. 

Malnutrition, as defined by WHO, encompasses 
deficiencies, excesses, and energy imbalances in nutrient 
intake. It is categorized into three groups: wasting, stunted 
growth, vitamin and mineral deficiencies, and underweight, 
with a higher incidence among children [26]. 

Overweight and obesity, identified as excess fat 
accumulation detrimental to health, result from an energy 
imbalance related to calorie intake and expenditure. 
Nutritional status in adults is typically assessed using the body 
mass index (BMI), calculated as weight in kilograms divided 
by height in meters squared (Kg/m²). Classification based on 
BMI is as follows: underweight (BMI < 18.5), normal weight 
(BMI 18.5-24.99), overweight (BMI 25.00 – 29.99), and 
obesity, further classified as class I (BMI: 30.00-34.99), class 
II (BMI: 35.00-39.99), and class III (BMI ≥ 40.00) [27-29]. 

In the 21st century, global obesity rates have tripled, 
labeled as a pandemic by the WHO, a concern not exclusive to 
Peru. This issue correlates with non-communicable diseases 
like Diabetes Mellitus II, cardiovascular ailments, and 
musculoskeletal disorders, affecting a significant portion of 
the Peruvian population, including firefighters. Regrettably, 
there's a dearth of studies on Peruvian firefighters' nutritional 
status, often hampered by small sample sizes that fail to depict 
the true extent of the issue. 

Examining the lifestyles and nutritional well-being of 
Callao firefighters assumes paramount significance due to 
evident excess weight and associated unhealthy habits. 
Understanding the interplay of these variables is essential for 
implementing effective preventive measures. Firefighters must 
maintain optimal health for enhanced efficiency and to 
mitigate health risks. Dietary behavior emerges as a pivotal, 
modifiable risk factor for occupational diseases. Numerous 
studies have investigated dietary interventions among 
firefighters, seeking effective methods to improve their dietary 
habits. 

Addressing this behavioral issue holds great societal 
potential for reducing associated problems. Consequently, this 
study aims to establish the relationship between healthy 
lifestyles and nutritional status among firefighters at VCD 
Callao Ventanilla in 2023. 

II. RELATED JOBS 

Arrieta J, Solís I. [26], Costa Rica in 2020 carried out a 
study entitled "Eating habits, nutritional status and 
cardiovascular risk in firefighters from 20 to 59 years of age 
of the XII battalion, Costa Rica, 2020." The objective of this 
study was to relate eating habits and nutritional status 
according to body mass index with cardiovascular risk using 
the Framingham Heart Study formula in firefighters aged 20 
to 59 years from Battalion XII, Costa Rica, in 2020. Where a 
structured interview was conducted with the firefighters 
participating in the research, with the data obtained, a 
statistical analysis was carried out with the models that best 
predict cardiovascular risk among the established variables. In 
the results obtained, it was evident that only 31% of the 
firefighters have a normal body mass index, the remaining 
percentage is overweight or obese type 1. Most of the sample 
had a low cardiovascular risk according to abdominal 
circumference and according to the Framingham Heart Study 
calculator. They conclude that: There is an association 
between the consumption of alcohol, semi-skimmed dairy 
products, saturated fats and refined cereals, and cardiovascular 
risk, at different frequencies of consumption; In addition, type 
I obesity and the use of the frying cooking method are also 
associated with this risk. 

Echeverria M., [30]. In Ecuador in 2021 a study entitled 
"Nutritional status and eating habits of the fire department 
personnel of the Otavalo Canton 2021" was carried out with 
the objective of evaluating the nutritional status and eating 
habits of the personnel of the Otavalo Canton Fire Department 
2021, a descriptive cross-sectional research was carried out 
and 31 people were worked with, An online survey was 
applied to those who were given two sociodemographic 
variables and eating habits, and anthropometric measurements 
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such as height and weight were taken to obtain BMI. The main 
results highlight that the majority of the staff are male, 
between the ages of 20 and 49 years. 55% of the staff is 
overweight and 16% obese, 29% are in normal nutritional 
status, eating habits are inadequate. 

Camargo F, Jardim T, Rocha L, Zandonade E, Nívea K. 
[31]. In Brazil 2020 they carried out an article on "Prevalence 
of obesity in Brazilian firefighters and the association of 
central obesity with personal, occupational and cardiovascular 
risk factors: a cross-sectional study" where the studied 
population was 1018 firefighters, leaving 892 firefighters who 
met the inclusion criteria. The main results were that 48.65% 
of the firefighters were overweight and 10.99% were obese. In 
terms of body fat percentage, 26.23% of participants were 
considered obese, while 18.61% of firefighters were 
considered centrally obese or at risk in the waist 
circumference measurement. 

Chuquipoma J. [32] Lima – Peru in 2019 presented a study 
on "relationship between previous knowledge in nutrition and 
nutritional status in firefighters of the company "Salvadora 
Lima n° 10", 2018" with the aim of determining the 
relationship between the level of previous knowledge in 
nutrition and the nutritional status in firefighters of said 
company. In a descriptive, correlational, cross-sectional study, 
the results correspond to a total of 50 firefighters evaluated, of 
both sexes whose ages ranged from 20 to 59 years. This 
obtained the following results: 72% of the firefighters have a 
low level of knowledge and 28% have a fair level of 
knowledge. Regarding the nutritional status of the firefighters, 
it was observed that 34% had a nutritional status within 
normal parameters, 44% were overweight and 22% were 
obese. 

Rodríguez C. [33] Chimbote – Peru in 2018 published a 
paper entitled "Lifestyles and Biosociocultural Factors of the 
Volunteer Workers of the B-107 Nuevo Chimbote Fire 
Company, 2017" with the aim of determining the relationship 
between the lifestyle and biosociocultural factors of the 
volunteer workers of the fire company of said company, The 
sample consisted of 42 members whose results were: There is 
no statistically significant relationship between lifestyle and 
biosociocultural factors: age, sex. Whether there is a 
statistically significant relationship between lifestyle: level of 
education and income. Religion, marital status and occupation 
could not be linked. 

This information alerts us to the problem and the risk that 
firefighters have to suffer from non-communicable diseases 
such as cardiovascular diseases, diabetes mellitus II, among 
others related to poor nutrition and poor lifestyle. That is why 
control measures must be taken to prevent these diseases 
through health promotion. 

III. MATERIALS AND METHODS 

A. Research Approach and Design 

The present study is quantitative, correlational and cross-
sectional in terms of methodological design. Descriptive 
because it measures, evaluates and collects data on variables, 
both lifestyle and nutritional status; it is also correlational 
because it investigates the relationship and appendages 

between lifestyles and nutritional status; analytical because it 
allows the establishment of an association relationship 
between variables. And finally, it is a cross-sectional research 
because the data obtained were collected in a specific space 
and time [22]. 

B. Population, Sample and Sampling 

In the present study, we worked with a finite population, 
which was made up of the active firefighters of the Callao 
VCD, belonging to the third that is made up of four fire 
companies B-75, B-184, B-207 and B-232. The sum of its 
personnel makes a population of 291 firefighters. They were 
selected according to the following criteria. 

1) Inclusion criteria 

● The participant belongs to any of the four companies of 
the third Brigade of the VCDC. 

● The participating personnel are active personnel 
according to the RIF between 18 and 65 years of age. 

● The participant must accept his/her participation in this 
study voluntarily, and must sign the informed consent 
form. 

2) Exclusion criteria 

● All candidates who do not meet 100% of the inclusion 
requirements were excluded. 

3) Sample size: To determine this sample, the statistical 

program "EPIDAT" was calculated, whose data to calculate 

will be a population of 295 effective, with a confidence level 

of 95.0%, the sample size of 168 participants of this study was 

obtained. 

4) Sample selection: The sampling was non-probabilistic 

due to convenience, ease of access and time availability. 

C. Study Variable(s) 

In the following research, lifestyle is the main variable, it 
is a qualitative variable and its measurement scale is ordinal. 
On the other hand, the nature of the nutritional status variable 
will be obtained through weight and height, both of which are 
quantitative variables. 

1) Conceptual definition of lifestyles: Lifestyle is the 

general way of life of each person, the way in which they 

conduct their day-to-day activities, this can be expressed in 

behaviors, basically in customs, and it is also configured by 

housing, habits, culture, relationships with the environment 

and relationships between individuals. 

2) Operational definition: Lifestyles is the generic form 

that is equivalent to the form, mode and manner of living, 

epidemiologically speaking, lifestyle is the habit of life or the 

way of life, which would be a set of behaviors that people 

choose, which can be healthy or harmful to health. In this 

sense, lifestyles are behaviors that improve or increase health 

risk [19]. 

3) Conceptual definition of nutritional status: Nutritional 

status is the balance that exists between the nutritional 

contribution of what we ingest and the nutritional demands 
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that our body desires, which determines the quality of 

nutrients and their use. Among the factors that determine 

nutrition, it depends on the variety of foods available and 

access to them. On the other hand, people's level of 

knowledge in nutrition also influences nutritional status [20]. 

4) Operational definition: Nutritional status was 

determined using the Body Mass Index (BMI), which was 

calculated by dividing weight in kilograms by height in meters 

squared. The following results will be considered: 

Underweight if the BMI <18.5, normal weight BMI 18.5-

24.99, Overweight if the BMI is 25.00 – 29.99 and obese if the 

BMI is ≥ 30. Obesity will be classified as: class I obesity 

(BMI: 30.00-34.99), class II obesity (BMI: 35.00-39.99) and 

class III obesity (BMI ≥ 40.00). For this study, excess weight 

has been considered overweight and obese [28]. 

D. Measuring Technology and Instrument 

1) Data collection technique: The technique used during 

data collection for the lifestyle variable was the survey, which 

is widely used in quantitative and descriptive studies. 

Regarding the variable of nutritional status, we used the 

measurement of anthropometric measurements in the field. 

a) For the Lifestyles variable: The modified and 

validated questionnaire of Palomares L [25] was used. This 

lifestyle questionnaire consists of a total of 48 questions, 

which is divided into 6 dimensions:  

● Fitness, Physical Activity & Sport  

● (4 questions). 

● Recreation and Leisure Time Management  

● (6 questions). 

● Use of Alcohol, Tobacco, and Other Drugs  

● (6 questions). 

● Dream (6 questions). 

● Eating Habits (18 questions). 

● Self-Care and Medical Care (8 questions). 

All dimensions correspond to a Likert scale (Never:0, 
Sometimes:1, Frequently:2, and Always:3). 

The rating that was considered to assess healthy lifestyles 
is: 

● Unhealthy: 0 - 36 points 

● Unhealthy: 37 - 72 points 

● Healthy: 73 - 108 points 

● Very healthy: 109 - 144 points 

b) For the Nutritional Status variable: 

c) To obtain the body weight, the measurement was 

carried out with a rechargeable electronic scale of the SEC 

brand with a capacity of 180kg, model SEC-180 platform, 

whose results will give us in kilograms (kg). 

d) To obtain the carving we used a wooden height meter 

with a measuring range of up to 3.5 to 230 centimeters. It was 

placed on a smooth and flat surface, without any unevenness 

or any foreign object under it, and with the board resting on a 

flat surface forming a right angle with the floor and wall. 

Once weight and height were obtained, BMI was 
calculated using the following expression. BMI = 
Weight/Height2. Depending on the result obtained, nutritional 
status was determined by BMI according to WHO criteria. 
thinness (BMI < 18.5), weight (BMI: 18.5-24.99), overweight 
(BMI: 25.00-29.99), obesity class I (BMI: 30.00-34.99), 
obesity class II (BMI: 35.00-39.99) and obesity class III (BMI 
≥ 40.00). 

E. Procedure for Data Collection 

1) Authorization and prior coordination for data 

collection: For the development of field work, permission will 

be requested from the chiefs of the four companies of the third 

Brigade of the VCDC to allow us to enter their units to carry 

out data collection. 

2) Application of data collection instrument(s) 

a) For the Lifestyles variable: A modified and validated 

questionnaire from Palomares L [25] will be used to measure 

lifestyles. The questions will be put on several printed sheets 

so that the participant can easily fill in according to his/her 

criteria (ANNEX B). 

● Explain to participants about the work to be done and 
ask them to fill out the informed consent document. 

● Briefly explain the six dimensions or parts of the 
questionnaire. 

● Guide participants from the beginning to the end of 
filling out the form. 

● Verify the correct completion of the questions and store 
it for later analysis. 

b) For the variable Nutritional Status: For the 

measurement of weight and height, the Ministry of Health's 

technical guide for the anthropometric nutritional assessment 

of adults was used as a study in [28]. The data obtained were 

recorded in the anthropometric data collection form (ANNEX 

C). 

3) Weight taking 

● The location and condition of the balance was verified. 
This should be on a smooth, flat, horizontal surface. No 
unevenness and no presence of any foreign object 
under the scale. 

● Ask the adult to take off his or her shoes. 

● Verify that the scale reads 00 (zero) andes of the 
weight intake. 

● Ask the elderly person to stand in the center of the 
scale platform, in an upright and relaxed position, 
facing the front of the scale, with the arms at the sides 
of the body, with the palms resting on the thighs, the 
heels slightly apart and the tips of the feet apart 
forming a "V". 
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● Read the weight in kilograms and decimals expressed 
in grams, and then deduct the weight of people's 
garments. 

● Record the weight obtained in kilograms (kg), with a 
decimal place corresponding to 100 g, in the 
corresponding format, in clear and legible handwriting, 
(example: 65.1 kg). 

4) Size taking: Check the wooden height gauge, the 

sliding of the moving stop must be smooth and without 

swaying, the tape measure must be well adhered to the board 

and its numbering must be clearly observed. Likewise, the 

stability conditions of the tachymeter must be checked. 

● Check the location and condition of the tachymeter. 
Check that the moving stop slides smoothly, and check 
the condition of the tape measure for a correct reading. 

● Explain to the elderly the procedure for measuring the 
height, slowly and patiently, and ask for their 
collaboration. 

● Ask you to remove shoes (flip flops, sandals, etc.), 
excess clothing, and accessories or other objects on 
your head that interfere with the measurement. 

● Indicate and help you to position yourself in the center 
of the base of the tachymeter, with your back to the 
board, in an upright position, facing forward, with your 
arms at your sides, with your palms resting on your 
thighs, heels together and the balls of your feet slightly 
apart. 

● Make sure your heels, calves, buttocks, shoulders, and 
back of your head are in contact with the dashboard of 
the height meter 

● Check the "map of Frankfurt". In some cases, it will 
not be possible due to problems with curvature in the 
spine, injuries or other problems. 

● Place the open palm of your left hand on the chin of the 
elderly person to be carved, then close it gently and 
gradually without covering the mouth, in order to 
ensure the correct position of the head on the height 
meter. 

● Slide the movable stop with your right hand until it 
makes contact with the top surface of the head, slightly 
compressing the hair; then slide the movable stop 
upwards. This procedure (measurement) must be 
performed three times consecutively, moving the 
moving stop closer and farther away. Each procedure 
has a value in meters, centimeters, and millimeters. 

● Read the three measurements obtained, obtain the 
average and record it in centimeters with an 
approximation of 0.1 cm. 

F. Methods of Statistical Analysis 

Once the data of the nutritional status BMI and the result 
of the filling of the instrument have been obtained, the results 
of the questionnaire have been obtained. This information was 
entered into a Microsoft Excel XP software database version 

2016. Frequency tables and statistical software such as IBM 
SPSS Statistics 27 were used to perform the data analysis. 

G. Ethical Aspects 

To carry out this work, the basic concepts of bioethics 
were taken into account, such as autonomy, non-maleficence, 
beneficence and justice, for the protection of the participants' 
data, as well as informed consent will be applied to give clear 
and precise information to the participants [33]. 

1) Principle of autonomy: This principle refers to the 

freedom of decision of the participants, so it must be respected 

by this research. This principle will be applied in this research, 

for all participants in which they will be asked to sign the 

informed consent form and it will be through documents that 

the participation of the participants will be reflected [34]. 

2) Principle of beneficence: In this principle we refer to 

not causing harm to others, in which we are subject to 

avoiding harm and doing good to others. In this study, they 

will be informed of the importance of the study and the results 

obtained to improve their health and quality of life [35]. 

3) Principle of non-maleficence: This principle deals with 

not harming the person and having the obligation to decrease 

the risk of causing harm. In this paper it will be explained that 

participation in this research will not cause any harm to your 

health [36]. 

4) Principle of Justice: The principle of Justice refers to 

the operational part of research ethics, including non-

discrimination of study participants. The participants of this 

research will be treated equally without any discrimination or 

favoritism [31], [37]. 

IV. RESULTS 

Table I shows that 58.9% (99) of the participants were 
under 36 years of age, 29.8% (50) were between 36 and 45 
years of age, and 11.3% (19) were 46 years or older. In terms 
of sex, 62.5% (105) are male. Regarding marital status, 69.0% 
(116) were single, 27.4% (46) were married, 2.4 (4) were 
divorced and 1.2% (2) were widowed. In terms of job 
category, 40.5% (68) are university professionals, 26.2% (44) 
are technical professionals, 19.0% (32) are university students, 
10.7% (18) are self-employed, 1.8% (3) are housewives and 
1.8% (3) are military personnel. In terms of how long they 
have been firefighters, 70.2% (118) have a maximum of 10 
years of service, 22.6% (38) from 11 to 20 years and 7.1% 
(12) more than 20 years of service. Regarding the hierarchical 
grade of the participants, 47.0% (79) are sectional, 18.5% (31) 
have the rank of second lieutenant, 15.5% (26) of lieutenant, 
8.9% (15) of captain, 7.1% (12) of lieutenant brigadier and 
3.0% (5) of the rank of brigadier. On the other hand, 49.4% 
(83) have donated blood at some point and 58.3% (49) of this 
group have last donated blood one year ago. 

From Table II we can see that the p-value (Sig.) associated 
with Spearman's Rho correlation coefficient level is 0.767, 
which is greater than 0.05 (significance level or alpha value); 
Therefore, there is no statistically significant reason to say that 
the variables lifestyle and nutritional status are related. 
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TABLE I. SOCIO-DEMOGRAPHIC DATA OF THE FIREFIGHTERS OF THE 

FIFTH COMMAND OF CALLAO 

Socio-demographic data 
n=168 

fi % 

Age 

17 - 25 43 25,6 

26 - 35 56 33,3 

36 - 45 50 29,8 

46 - 55 12 7,1 

56 - 65 7 4,2 

Sex 

Female 63 37,5 

Male 105 62,5 

Marital status 

Bachelor 116 69,0 

Married 46 27,4 

Divorced 4 2,4 

Widower 2 1,2 

Job Category 

Housewife 3 1,8 

Undergraduate 32 19,0 

Military 3 1,8 

Technical Professional 44 26,2 

University professional 68 40,5 

Self-employed 18 10,7 

Service Time 

Less than 5 years 57 33,9 

Ages 5 to 10 61 36,3 

From 11 to 20 years old 38 22,6 

From 21 to 30 years old 10 6,0 

More than 30 years 2 1,2 

Hierarchical Grade 

Brigadier 5 3,0 

Lieutenant Brigadier 12 7,1 

Captain 15 8,9 

Lieutenant 26 15,5 

Second Lieutenant 31 18,5 

Sectional 79 47,0 

Have you ever donated blood 

Yes 83 49,4 

No 85 50,6 

Last Blood Donation Time (months) 

Up to 6 months 29 34,5 

7 to 12 months 20 23,8 

13 to 18 months 9 10,7 

19 to 24 months 10 11,9 

More than 24 months 16 19,0 

TABLE II. RELATIONSHIP OF LIFESTYLES AND NUTRITIONAL STATUS 

 
Healthy 

Lifestyles 

Nutritiona

l status 

Spear

man's 

Rho 

Healthy 

Lifestyles 

Correlation 

coefficient 
1,000 ,023 

Follow-up 

(bilateral) 
. ,767 

N 168 168 

Nutrition

al status 

Correlation 

coefficient 
,023 1,000 

Follow-up 

(bilateral) 
,767 . 

N 168 168 

TABLE III. QUALITY OF LIFESTYLES 

Healthy Lifestyles Frequency Percentage 

Unhealthy 0 0,0 

Unhealthy 97 57,7 

Healthy 68 40,5 

Very healthy 3 1,8 

Total 168 100,0 

Table III presents the levels of quality of lifestyles, where 
we show that 57.7% (97) of the participants have an unhealthy 
lifestyle, 40.5% (68) a healthy lifestyle and 1.8% (3) a very 
healthy lifestyle. 

TABLE IV. NUTRITIONAL STATUS 

 Frequency Percentage 

Low weight 1 0,6 

Normal weight 45 26,8 

Overweight 89 53,0 

Obesity 33 19,6 

Total 168 100,0 

Table IV shows the nutritional status of the firefighters 
who participated in this research, from which we found that 
53.3% (89) are overweight, 26.8% are considered normal 
weight, 19.6% (33) are obese and 0.6% (1) are underweight. 

TABLE V. ASSOCIATION BETWEEN LIFESTYLES AND SOCIO-
DEMOGRAPHIC DATA 

Socio-demographic data 
Lifestyles 

Value* p_valor (Sig.) 

Age 9,493 0,302 

Sex 0,662 0,718 

Marital status 4,493 0,610 

Job Category 5,123 0,883 

Service Time 6,360 0,607 

Hierarchical Grade 7,383 0,689 

Have you ever donated blood 4,423 0,110 

Value = of the Chi-square statistic; p_valor=probability value used to contrast with the significance 
level (α=0.05). 
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Table V presents the association between lifestyles and 
different socio-demographic data such as age, sex, marital 
status, and job category, length of service, hierarchical grade 
and whether you have ever donated blood. We observed that 
the p-value is higher than the significance level (0.05) for all 
pairs of variables tested, therefore, we conclude that there is 
no relationship between the socio-demographic variables and 
the lifestyle of the participants. 

TABLE VI. ASSOCIATION BETWEEN NUTRITIONAL STATUS AND SOCIO-
DEMOGRAPHIC DATA 

Socio-demographic data 
Nutritional status 

Value* p_valor (Sig.) 

Age 24,079 0,020* 

Sex 6,075 0,108 

Marital status 12,969 0,164 

Job Category 6,724 0,965 

Service Time 18,679 0,097 

Hierarchical Grade 12,465 0,644 

Have you ever donated blood 6,013 0,111 

Value = of the Chi-square statistic; p_valor=probability value used to contrast with the significance 
level (α=0.05). 

Table VI presents the association between the nutritional 
status and the socio-demographic data of the respondents. We 
found that the p-value (Sig.) is less than 0.05 (level of 
significance) only in the case of age and nutritional status; this 
indicates that there is statistically significant evidence to 
conclude that there is an association between age and 
nutritional status. 

V. DISCUSSION 

 It is observed that the collaborators are found a higher 
percentage: 58.9% are under 36 years of age and 29.8% range 
between 36 and 45 years of age, and as for sex, it has a higher 
prevalence in men that is equivalent to 62.5%, according to 
marital status it is found that singles stand out with 69.0% and 
married with 27.4%. With regard to the level of education, 
40.5% are university professionals and 26.2% are technical 
professionals. However, [24] found between ages ranging 
from 20 to 29 years of age, counting 61.3% and 38.7% 
including those aged 40 to 64 years. On the other hand, 77.4% 
of males belong to them and 22.6% of females. Meanwhile, 
the marital status related to married people is 71% and single 
people found 16.1% are single people. 

 In terms of how long they have been firefighters, 70.2% 
(118) have a maximum of 10 years of service, 22.6% (38) 
from 11 to 20 years and 7.1% (12) more than 20 years of 
service. Regarding the hierarchical grade of the participants, 
47.0% (79) are sectional, 18.5% (31) have the rank of second 
lieutenant, 15. Lieutenant br5% (26) of lieutenant, 8.9% (15) 
of captain, 7.1% (12) of l brigadier and 3.0% (5) of the rank of 
brigadier. On the other hand, 49.4% (83) have donated blood 
at some point and 58.3% (49) of this group have last donated 
blood one year ago. 

Table III presents the levels of quality of lifestyles, that is, 
the way we have been consuming our food is there is an 
orderly or disordered way to acquire it [26] where we 

visualize that 57.7% of the participants have an unhealthy 
lifestyle, 40.5% a healthy lifestyle and 1.8% (3) a very healthy 
lifestyle. It is worth mentioning that [27], in his study it is 
evident that of the 100% of the volunteers who belong to the 
B107 Fire Company, lead a healthy lifestyle is 95.2%, those 
who do not have a non-soluble lifestyle is the result of 4.8%. It 
is evident that there is no similarity in our study, because the 
results are very different. Table IV shows the nutritional status 
of the firefighters who participated in this research. 

In our study on the nutritional status of firefighters, it is 
evident that overweight is in first place with 53.3%, followed 
by normal with 26.8% and obesity is 19.6% (5). There are 
several studies that are almost similar to our study (see Table 
IV) as evidenced by the result of [26], that overweight results 
in 44%, on the other hand, normal weight is evidenced in 34% 
and firefighters are only observed to have obesity in 22%). 

VI. CONCLUSION 

The present study examined the lifestyles and nutritional 
status of the firefighters from VCD Callao Ventanilla in 2023, 
highlighting key demographic aspects such as age, gender, 
marital status, education, and years of service. These data 
provide valuable context for understanding health behaviors in 
this population. 

A high prevalence of unhealthy lifestyles among 
firefighters is evident, with 57.7% exhibiting concerning 
dietary habits. Given that dietary patterns influence 
occupational health and overall well-being, it is crucial to 
address these habits through specific interventions to improve 
their health and performance. 

Regarding nutritional status, it is observed that a 
substantial portion of firefighters is overweight (53.3%), 
followed by 26.8% with a normal BMI and 19.6% classified 
as obese. While there is some agreement with previous 
research, significant variations are identified, emphasizing the 
need for further investigations to understand the factors 
contributing to these differences in nutritional status. 

For future research, longitudinal studies are recommended 
to track changes in the lifestyles and nutritional status of 
firefighters over time, providing insights into the effectiveness 
of interventions and the evolution of health issues. 
Additionally, it is essential to investigate specific risk factors 
contributing to unhealthy lifestyles and overweight among 
firefighters, allowing for tailored interventions to address the 
root causes of these problems. 

Furthermore, the importance of developing and testing 
intervention programs focused on promoting healthy eating 
habits and physical activity among firefighters is highlighted, 
prioritizing the improvement of their overall health and the 
reduction of occupational risks. Finally, conducting 
comparative studies with firefighter populations in different 
regions will help identify geographical variations in lifestyles 
and nutritional status, facilitating the implementation of more 
specific and effective interventions. 
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Abstract—Sentiment Analysis (SA) and Emotion Analysis 

(EA) are effective areas of research aimed to auto-detect and 

recognize the sentiment expressed in a text and identify the 

underpinning opinion towards a specific topic. Although they are 

often considered interchangeable terms, they have slight 

differences. The primary purpose of SA is to find the polarity 

expressed in a text by distinguishing between positive, negative, 

and neutral opinions. EA is concerned with detecting more 

emotion categories, such as happiness, anger, sadness, and fear. 

EA allows the analysis to extract more accurate and detailed 

results that suit the field in which it is applied. This work delves 

into EA within the Saudi Arabian dialect, focusing on sentiments 

related to COVID-19 vaccination campaigns. Our endeavor 

addresses the absence of research on developing an effective EA 

machine-learning model for Saudi dialect texts, particularly 

within the healthcare and vaccinations domain, exacerbated by 

the lack of an EA manual-labeled corpus. Using a systematic 

approach, a dataset of 33,373 tweets is collected, annotated, and 

preprocessed. Thirty-six machine learning experiments 

encompassing SVM, Logistic Regression, Decision Tree models, 

three stemming techniques, and four feature extraction methods 

enhance the understanding of public sentiment surrounding 

COVID-19 vaccination campaigns. Our Logistic Regression 

model achieved 74.95% accuracy. Findings reveal a 

predominantly positive sentiment, particularly happiness, among 

Saudi citizens. This research contributes valuable insights for 

healthcare communication, public sentiment monitoring, and 

decision-making while providing labeled-corpus and ML model 

comparison results for improving model performance and 

exploring broader linguistic and dialectal applications. 

Keywords—Data mining; natural language processing; 

sentiment analysis; emotion analysis; machine learning; support 

vector machine; logistic regression; decision tree; Covid-19  

I. INTRODUCTION 

Microblogging has grown significantly as a means of 
communication and information sharing, notably on platforms 
like Twitter. Offering real-time accessibility from anywhere, 
Twitter allows users, through short texts or "Tweets," to 
express thoughts, opinions, and emotions [1]. This social media 
giant has become a global hub for diverse purposes, including 
news updates, social interactions, and discussions. In Saudi 
Arabia, where Twitter boasts over 15.5 million active users [2], 
it is a valuable repository for researchers keen on 
comprehending public sentiments. 

The advent of Natural Language Processing (NLP) 
techniques, such as Sentiment Analysis (SA) and Emotion 
Analysis (EA), has revolutionized the understanding of 
extensive textual data generated on platforms like Twitter. SA 
discerns a text's sentiment or emotional tone, while EA goes a 
step further to identify specific emotions like happiness, anger, 
or sadness. These techniques find widespread applications in 
diverse domains, including social media analytics [5], customer 
feedback analysis [6], and market research, offering insights 
into human opinions, emotions, and behaviors. 

The research gap addressed in this study emerges from 
several significant factors within the context of emotion 
analysis in the Saudi dialect. Arabic is known for its rich 
morphology and many dialects [3]. Social media, particularly 
Twitter, introduces informal language, including dialects and 
slang, complicating the accurate interpretation of emotions [2]. 
Additionally, the absence of a multi-emotion class Saudi 
dialect labeled-tweets corpus, the presence of diacritical marks 
(Tashkeel) introducing ambiguity, and the deviation of the 
Saudi dialect from Modern Standard Arabic writing norms 
collectively contribute to this research gap. The study's 
overarching objective is to fill this void by crafting a machine-
learning model adept at classifying Saudi dialect tweets into 
seven emotion categories, explicitly focusing on emotions 
related to COVID-19 vaccinations. Such an endeavor is poised 
to enhance our understanding of the sentiments expressed in 
Saudi Arabia concerning COVID-19 vaccinations. 

Existing studies have provided limited insights using 
narrow classifications, making a more comprehensive range of 
classifications necessary for more valuable and effective 
results. Embracing EA offers a more comprehensive 
understanding of sentiments beyond binary or ternary 
classifications, particularly in contexts like COVID-19 
vaccination campaigns. 

The motivations behind the study are twofold. First, there is 
a need to focus on implementing an EA model in the Saudi 
dialect, anticipating its profound influence across various 
sectors such as business, healthcare, education, government, 
and technology. Second, to better understand the general 
attitudes towards COVID-19 vaccination campaigns held in 
Saudi Arabia. Objectives are aligned with these motivations, 
striving to produce an effective machine-learning model, 
enhance the accuracy of existing EA studies, unveil prevailing 
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attitudes, create a Saudi dialect labeled-tweets corpus, and 
evaluate different algorithms comprehensively. 

In anticipation of these objectives, the study expects to 
deliver a machine-learning model proficiently classifying 
Saudi dialect tweets into seven emotion categories. 
Additionally, it aims to create a labeled-tweets corpus, 
shedding light on the emotions expressed in diverse contexts, 
particularly in the healthcare and COVID-19 vaccination 
domain. Visual representations of general attitudes and detailed 
statistics are poised to empower decision-makers with nuanced 
insights, influencing policies and communication strategies. 
The model and corpus crafted in this study are envisioned to be 
valuable assets, not only for this research domain but also for 
broader applications in related studies. 

Our paper is structured as follows: In Section II, we provide 
an overview of sentiment analysis and emotion analysis, 
highlighting their intersections and briefly discussing prior 
academic work in the field. Section III details the 
methodology, materials, and steps in constructing the final 
machine learning model, covering the dataset collection, 
annotation, and balancing methods. Section IV outlines the 
implementation of three machine learning models. Section V 
covers the evaluation methods and discusses the results 
achieved. Finally, in Section VI, we conclude the paper, 
presenting a summary and outlining our future work. 

II. BACKGROUND 

A. Sentiment Analysis 

1) Using machine learning: In health-related 

contributions addressing the COVID-19 pandemic, Aljameel 

et al. [18] developed a machine learning model gauging 

individuals' awareness of preventive measures during the 

quarantine in Saudi Arabia. Utilizing a dataset from the 

curfew period, they employed SVM, NB, and KNN classifiers, 

optimizing 85% accuracy by combining TF-IDF with SVM. 

Focused on the Saudi dialect, the study by Al Sari et al. [19] in 

the entertainment field used MLP, NB, SVM, RF, and Voting 

algorithms, achieving 90% accuracy with NB and MLP on 

Twitter data. Alhuri et al. [20] utilized GRU in an RNN, 

reaching an 81% F1 score for public reactions to COVID-19 

in Arabic tweets. Alahmary, Al-Dossari, and Emam. The 

study in [4] outperformed ML with DL algorithms (Bi-LSTM) 

on the Saudi Dialect Twitter Corpus, achieving 94% accuracy. 

AlYami and AlZaidy [21] focused on Arabic Dialect 

Identification using SVM, RF, NB, and LR, achieving a 

maximum of 87% and 86% accuracy in Egyptian dialects 

using LR and SVM, respectively. However, they have worked 

on sentiment analysis fields only; limitations included a small 

dataset, the absence of manual annotation, and intensive 

preprocessing. 

2) Using lexicon-based: Assiri, Emam, and Al-Dossari [3] 

proposed a domain-specific lexicon-based algorithm for the 

Saudi dialect, addressing the absence of such models. 

However, limitations arose from evaluating it against a non-

Saudi dataset and focusing solely on text polarity. Similarly, 

Al-Thubaity et al. [10] manually created "SauDiSenti," a 

Saudi dialect sentiment lexicon, but challenges emerged in 

comparing it to a broader Arabic dictionary. Al-Ghaith [22] 

adopted a distinct approach, enhancing sentiment analysis 

accuracy by directly applying preprocessing tasks to the Saudi 

dialect lexicon, achieving 81% accuracy by relying on an 

English lexicon for the original creation. 

3) Using hybrid approach: Very few published studies 

have utilized the Hybrid approach of SA in Arabic - where 

semantic orientation and ML techniques are combined. 

Aldayel and Azmi [9] used this approach to improve the F-

measure score; they achieved an overall F-measure and 

accuracy of 84% and 84.01%, respectively. Alhumoud, 

Albuhairi, and Altuwaijri [23] used the same approach of 

combining two ML algorithms and applied the SA on 3000 

Saudi dialect tweets to prove the efficiency of the hybrid 

learning approach compared to solo ML. 

B. Emotion Analysis 

EA can be described as recognizing distinct human 
emotions in contrast to Sentiment Analysis, which identifies 
whether data is positive, negative, or neutral [24]. Because of 
the lack of a labeled corpus for Saudi dialect that can be used 
for classifying emotions and polarity behind a text, Al-
Thubaity, Alharbi, Alqahtani and Aljandal [10] introduced the 
Saudi Dialect Twitter Corpus (SDTC) that contains 5400 
tweets of Saudi dialect and MSA classified for sentiment 
analysis and emotion analysis annotated by three raters based 
on their polarity (positive, negative, and neutral) for the 
sentiment, and based on Ekman’s basic emotions (anger, fear, 
disgust, sadness, happiness, surprise, no emotion and not sure) 
for the emotion analysis. However, no ML or lexicon-based 
approaches have been applied to this corpus to evaluate its 
efficiency in this study. Another study by A. AlFutamani and 
H. Al-Baity [11] was the first in the EA in Arabic, focusing on 
Saudi dialects in Arabic textual content retrieved from Twitter, 
mainly in Saudi-based tweets. They built a system that can 
detect the underlying emotions of Saudi dialect tweets to 
classify them based on seven emotion categories (happiness, 
fear, disgust, anger, surprise, optimism, and sadness). They 
used two ML algorithms (SVM and MNB), achieving 73.39% 
accuracy in the SVM approach. However, they applied the 
analysis in dataset domain sets different from ours with varying 
models of ML. 

In summarizing the related work, it is evident that 
sentiment analysis and emotion analysis have made significant 
strides, particularly in applications related to COVID-19 
discussions on social media. However, within the context of 
our study, there exists a notable research gap. Previous works 
have primarily addressed sentiment analysis in broader 
contexts, lacking the depth to decipher the intricate emotional 
expressions specific to the Saudi population. Furthermore, the 
scarcity of labeled datasets in the Saudi dialect poses a 
considerable challenge. Our research seeks to bridge this gap 
by offering a comprehensive analysis of emotion analysis, 
utilizing a meticulously annotated dataset tailored to the Saudi 
dialect. This approach contributes to the broader field of 
sentiment analysis and provides a nuanced understanding of 
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the emotional landscape surrounding COVID-19 vaccinations 
in Saudi Arabia. 

C. Machine Learning Algorithms 

ML algorithms encompass supervised, unsupervised, and 
reinforcement learning. Supervised learning trains on labeled 
data, associating input with output labels. It excels in 
classification, categorizing data into known classes, regression 
for predicting continuous values, and ranking for ordering data 
[7] [8]. Techniques like Support Vector Machines, Logistic 
Regression, Decision Trees, Random Forests, and Neural 
Networks are part of supervised learning, each chosen based on 
factors like data nature and problem complexity. Unsupervised 
learning handles unlabeled data, discerning patterns without 
explicit guidance, while reinforcement learning involves agent 
learning decisions to maximize rewards in an environment [12] 
[13]. Supervised learning's versatility finds applications in 
various domains, offering solutions in classification, 
regression, and ranking [14] [15]. 

1) Support Vector Machine (SVM): Stands out as a 

prominent supervised learning algorithm, initially crafted by 

Vapnik for binary classification and regression [37]. 

Renowned for its robust theoretical foundations, SVM has 

evolved to address multi-class classification using techniques 

like one-vs-rest and one-vs-one approaches. In the one-vs-rest 

method, distinct SVM models are trained for each class, 

treating it as positive and the others as negative, with the final 

result determined by the most probable classifier. Conversely, 

the one-vs-one strategy involves SVM models comparing each 

class against every other class, employing a voting scheme for 

the outcome. SVM excels in handling both linearly and non-

linearly separable data. For linearly separable data, the 

hyperplane equation is defined as g(x) = w
T
  x +b, where w 

is the weight vector, x is the input data vector, and b is the bias 

term. The Euclidean norm determines the vector's magnitude, 

which is crucial for understanding its length in n-dimensional 

space. The optimization goal of SVM is to find the optimal 

hyperplane, maximizing the margin between support vectors 

accomplished through convex quadratic programming. SVM 

employs the kernel trick for non-linearly separable data, 

transforming input data into a higher-dimensional feature 

space for linear separation. The choice of the kernel function, 

whether linear, polynomial, radial basis function (RBF) or 

HyperTangent, profoundly influences SVM's ability to capture 

intricate patterns and relationships in the data [38]. SVM's 

suitability for text classification stems from its generalization 

capabilities, adherence to the Structural Risk Minimization 

principle, capacity to incorporate prior knowledge, and 

superior performance to alternatives like k-nearest-neighbors 

(kNN). 

2) Logistic regression (LR) is a widely employed 

supervised learning algorithm that is a statistical method for 

modeling the probability of a binary outcome based on 

predictor variables. LR recognizes vectors with variables in 

text classification, assesses coefficients for each input, and 

predicts text class as a word vector. This model measures the 

statistical significance of independent variables concerning 

probability, offering a potent means of modeling binomial 

outcomes. LR excels in text categorization, providing 

advantages like computing probability values instead of 

scores. The logistic function, or sigmoid function, 

characterizes the LR model's relationship between variables 

and the probability of the outcome. Ensuring predicted 

probabilities fall within the range of 0 and 1, the LR equation 

is P = 1/(1+e^(- (w+bX)) ). In training, LR estimates 

parameters (weights) w and b through maximum likelihood 

estimation, aiming to maximize the likelihood of observed 

data. LR is computationally efficient, easy to implement, and 

yields interpretable results with estimated coefficients. It 

accommodates numerical and categorical input features and 

extends to multi-class classification using strategies like one-

vs-rest, where a separate LR model is trained for each class, 

determining the final prediction based on the highest 

probability among all models. 
3) Decision Tree (DT): A machine-learning algorithm for 

classification and regression tasks. It operates by recursively 

partitioning the data based on the values of input features, 

ultimately leading to a decision regarding the target variable. 

The algorithm constructs a tree-like structure representing a 

sequence of decisions and their potential consequences. Each 

internal node of the tree corresponds to a test on a specific 

attribute, while each branch represents the outcome of the test. 

The tree's leaf nodes correspond to class labels or numerical 

values [16]. Decision trees are popular in machine learning 

due to their interpretability, simplicity, and ability to handle 

various data types, including categorical and numerical 

variables [17]. They find applications in multiple domains, 

including image processing, clinical practice, and financial 

analysis. Their inherent structure allows for an intuitive 

understanding of the decision-making process, making them 

valuable tools for extracting insights from data. 

D. Covid-19 and Vaccinations 

The COVID-19 pandemic, caused by the novel coronavirus 
SARS-CoV-2, has profoundly impacted societies worldwide 
[28]. It was first identified when the initial case was reported in 
Wuhan, China, on December 19, 2019 [29]. The World Health 
Organization (WHO) officially declared the global COVID-19 
pandemic on March 11, 2020 [30]. This declaration marked a 
turning point in the international response to the virus, leading 
to widespread public health measures to curb its spread. Saudi 
Arabia recorded its first confirmed case of COVID-19 on 
March 2, 2020 [31] [32]. The country swiftly implemented 
various measures to combat the virus's transmission, including 
lockdowns and travel restrictions. 

The introduction of COVID-19 vaccines marked a pivotal 
moment in the fight against the pandemic. Saudi Arabia 
approved the Pfizer-BioNTech vaccine on December 10, 2020 
[33]. Registration for the vaccine in Saudi Arabia began on 
December 15, 2020 [34]. As vaccination efforts progressed, 
restrictions evolved, with announcements such as allowing 
only vaccinated individuals to enter certain buildings starting 
from August 1, 2021. The vaccine rollout continued to 
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advance, with the commencement of the second vaccine dose 
administration on June 23, 2021 [35]. As the situation 
improved, Saudi Arabia took steps to return to normalcy, 
including lifting many precautionary measures on May 3, 2022 
[36]. 

III. MATERIAL AND METHOD 

This section provides a comprehensive overview of our 
methodology for producing a machine learning (ML) model 
and constructing a labeled corpus for emotion analysis in 
healthcare, specifically focusing on the Saudi dialect. The 
process comprises distinct stages, outlined in Fig. 1. The initial 
step involves collecting relevant tweets on vaccinations 
through specific keywords using the Twitter API. These tweets 
are then manually annotated by three Saudi natives, forming a 
labeled corpus for training and evaluation. Data preprocessing 
is undertaken to filter irrelevant content, rectify text errors, 
ensure consistency, and tokenize the text for analysis. Feature 
extraction follows, where we employ Bag-of-Words, N-Gram, 
and TF-IDF methods to effectively capture emotions expressed 
in the tweets, serving as inputs for the ML model. The 
classification stage involves developing and training the ML 
model, utilizing Support Vector Machines, Logistic 
Regression, and Decision trees to classify tweets into seven 
emotions. The performance evaluation includes using various 
metrics and experiments to validate the methodology. Unseen 
data is employed for testing, with metrics like accuracy, 
precision, recall, and F1-score measured to assess the 
effectiveness and limitations of our approach. 

 

Fig. 1. Block diagram of the research methodology. 

A. Dataset Collection 

The data collection phase is pivotal to our implementation, 
aiming to amass diverse tweets related to vaccinations in the 
Saudi dialect. We utilized the Twitter API for Academic 
Research with Python programming language to access real-
time Twitter data, employing libraries such as Tweepy [39], 
Pandas, and Requests. The collection spanned from December 
15, 2020, to March 10, 2022, crucial periods in Saudi Arabia's 
COVID-19 vaccination timeline. Specific Arabic keywords 
targeting vaccination-related discussions were specified in each 
request, ensuring relevance. Additional parameters refined the 

dataset, focusing on the Saudi region and Arabic language and 
excluding retweets. The process yielded 34,074 raw tweets, 
each characterized by properties like tweet text, author ID, 
creation time, geolocation, and engagement metrics. The 
dataset, saved in CSV format, forms a robust foundation for 
subsequent annotation, preprocessing, feature extraction, and 
classification stages. Table I shows one raw instance of 
collected tweets. 

TABLE I. ONE RAW INSTANCE OF THE COLLECTED TWEETS 

Tweet @_doje_ @FBasmer اوتهت حفلة كىرووب!! وقطبع السىبرمبركت 

Author_ID 534798407 

Created_at 2020-12-19 17:37:51+00:00 

Geo 000799c66e428a87 

ID 1.34035E+18 

Lang Ar 

Like_count 0 

Quote_count 0 

Reply_count 0 

Retweet_count 0 

Source Twitter for Android 

B. Data Annotation 

In the data annotation phase, emotions were manually 
assigned to collected tweets following initial preprocessing 
steps. These steps included eliminating duplicates, Twitter 
handles, URLs, English text, and emojis/non-emoji symbols. 
The annotation categorized tweets into emotion classes aligned 
with Paul Ekman's emotions [40], augmented by a 
neutral/spam class and an optimistic class to account for Saudi 
dialect nuances. Eight emotion categories were established, 
detailed in Table II. 

TABLE II. SHOWS THE EMOTIONS USED IN THE ANNOTATION STAGE 

# 

English 

Emotion 

Class 

Arabic 

Emotion 

Class 

Explanation 

1 happiness سعبدة 
When the tweet expresses feelings of 
joy, happiness, or delight 

2 fear خىف 
When the tweet expresses feelings of 

fear 

3 disgust اشمئساز 
when the tweet expresses disgust, 
disgust, or disgust with the tweeter 

4 anger غضب 
When the tweet expresses angry 

feelings 

5 surprise تفبجؤ 
When the tweet expresses feelings of 

surprise, astonishment, or wonder 

6 optimism تفبؤل 

When the tweet expresses feelings of 

optimism and a positive view of the 
future 

7 sadness حسن 

When the tweet expresses feelings of 

sadness, brokenness, grief, or 
depression 

8 neutral 
محبيد/إعلان/لا 

 يمكه تحديده

When the content of the tweet does 

not include any emotions or feelings 

that cannot be identified from other 
options or includes only advertising 

hashtags without any emotions 
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Google Sheets were employed in the annotation stage, 
where a copy of tweets was shared with individual annotators 
familiar with the Saudi dialect. Annotators were guided by 
detailed instructions ensuring privacy, single emotion selection 
for ambiguous cases, accuracy, and time management. The 
annotation process lasted two months, maintaining a 
manageable daily average for annotators. Results were 
consolidated into a dataset, revealing 23,689 fully matched 
tweets and 9,684 with discrepancies. Table III illustrates counts 
for each emotion class by annotators, and Fig. 2 provides 
examples of annotated tweets. This annotation phase produced 
a labeled dataset, a crucial foundation for subsequent stages 
like data preprocessing, feature extraction, and classification. 

C. Preprocessing 

The preprocessing stage, integral to our methodology, 
comprised two pivotal sub-stages: pre-annotation and post-
annotation. In the pre-annotation phase, executed within 
Google Sheets using sophisticated REGEX formulas, we 
undertook various measures to refine the dataset 
comprehensively. Initially, we focused on eliminating 
redundancy, ensuring uniqueness in our dataset by removing 
701 duplicate tweets from the initial count of 34,074, resulting 
in 33,373 distinct tweets. Furthermore, we removed Twitter 
handles (@), URLs, English text, emojis, and non-emoji 
symbols to enhance the dataset's purity. The cleaning tasks 
aimed at centering our analysis on the core content of tweets, 
devoid of any external influences. In the post-annotation, we 
employed the KNIME [41] platform to undertake further 
profound preprocessing exclusively on the subset of class-
matched tweets from the three raters, totaling 22,689 tweets. 
Fig. 3 demonstrates the comprehensive nature of our data 
refinement process. 

The post-annotation preprocessing involved a multifaceted 
approach: 

 Punctuation Removal: Punctuation marks were 
expunged from tweet text to eliminate unnecessary 
noise, allowing focused analysis of words and their 
emotional significance. 

 Elimination of Numbers: Numeric characters were 
systematically removed from tweets as they do not 
contribute directly to emotional content. This step 
simplified the text and heightened subsequent analysis 
accuracy. 

TABLE III. COUNTS TWEETS ANNOTATED IN EACH EMOTION CLASS BY 

THREE ANNOTATORS 

Rater 
 

8 7 6 5 4 3 2 1 

#1 
# 2 1 9 9 2 1 7 2 3 1 1 6 9 7 5 6 1 3 5 8 8 2 1 1 2 7 7 4 2 7 7 

% 6 5 . 9 0 % 5 . 1 6 % 3 . 5 0 % 2 . 2 7 % 4 . 0 6 % 2 . 4 7 % 3 . 8 2 % 1 2 . 8 2 % 

#2 
# 2 6 4 9 1 7 9 4 1 1 7 7 1 9 1 7 2 3 1 7 9 5 7 6 2 4 1 4 

% 7 9 . 3 8 % 2 . 3 8 % 3 . 5 3 % 0 . 0 6 % 5 . 1 6 % 0 . 5 3 % 1 . 7 3 % 7 . 2 3 % 

#3 
# 2 2 4 1 5 1 3 1 3 1 0 6 9 4 1 9 1 4 9 9 8 4 0 1 2 1 4 4 6 0 4 

% 6 7 . 1 6 % 3 . 9 3 % 3 . 2 0 % 1 . 2 5 % 4 . 4 9 % 2 . 5 1 % 3 . 6 3 % 1 3 . 7 9 % 

 

Fig. 2. Examples of annotated tweets by different raters. 

 

Fig. 3. The flow of preprocessing nodes in the KNIME platform.



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 1, 2024 

361 | P a g e  

www.ijacsa.thesai.org 

 Removal of Double Spaces and New Lines: 
Consecutive spaces and new lines were eradicated, 
ensuring uniformity in text format. 

 Arabic Diacritics Removal and Character 
Normalization: Diacritics, such as vowel marks, were 
deleted for consistency. Characters were normalized to 
ensure uniformity and standardization across the 
dataset. This eliminated text variations that could 
impact emotion analysis accuracy, as shown in Fig. 4. 

 

Fig. 4. An example of a tweet before and after diacritics removal. 

 Normalization Techniques: Normalization techniques 
were applied to standardize data and convert characters 
to their original shape. For instance, sequences of 
certain Arabic letters were regulated for uniformity. 

  Stemming: Employing three distinct stemming 
techniques (Snowball Stemmer, Porter Stemmer, and 
Kuhlen Stemmer), words were reduced to their root 
form. This facilitated a more accurate analysis and 
interpretation of emotions. 

 Stopwords that lack significant meaning were removed 
using a Stop Word Filter node in KNIME. A stop-word 
dictionary for the Arabic language was employed for 
this purpose [42]. 

 Tokenization: Text was tokenized into individual words 
using the Arabic tokenizer provided by the NLTK 
library. 

 Column Filtering: Irrelevant columns were filtered out, 
retaining only tweet and label class columns, 
streamlining subsequent emotion analysis. 

This meticulous preprocessing led to a pristine dataset 
comprising 22,549 clean tweets. This refined dataset is now 
poised for the subsequent stages of feature extraction, 
classification, and further analysis, as shown in Fig. 5. 

 

Fig. 5. Counts the tweets at each stage of the implementation. 

D. Feature Extraction and Selection 

In the feature extraction and selection stage, our initial step 
involved the removal of the 8th emotion class label, 
encompassing neutral, spam, and advertisement text (totaling 
19,197 tweets). This exclusion aimed to streamline subsequent 
analysis, focusing solely on the emotions inherent in the 
remaining dataset of 3,352 tweets. 

1) Bag-of-Words (BoW): The Bag-of-Words approach, a 

fundamental yet robust technique, was employed to convert 

preprocessed text data into numerical vectors. Each word in 

the text is treated as a distinct feature, and its frequency is 

quantified in this method. 
The resulting vector encapsulates the occurrence of each 

word in the text, irrespective of word order or grammar. Two 
sub-flows of BoW were applied to evaluate model accuracy, 
each depicted in. This method yielded a high-dimensional 
representation of the text data, forming the input for subsequent 
machine-learning models. Fig. 6 and Fig. 7 show these flows. 

 

Fig. 6. First sequence of BoW flow. 
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Fig. 7. Second sequence of BoW flow. 

2) N-Gram: Extending the Bag-of-Words approach, the 

N-Gram method considers sequences of N consecutive words 

as features. We specifically employed bi-grams (N=2), 

representing pairs of successive words in each tweet. This 

extension allows for capturing context and word relationships 

in the text, enhancing our ability to discern nuanced insights 

into expressed emotions. 

3) Term Frequency-Inverse Document Frequency (TF-

IDF): TF-IDF, a prevalent technique in natural language 

processing, gauges the importance of each word in a document 

relative to a corpus. It factors in the frequency of a word in a 

specific document and its rarity across the entire corpus. 

Assigning higher weights to words that are frequent in a 

document but rare across the corpus makes them more 

discriminative. TF-IDF was employed to enrich the 

representation of words based on their significance in each 

tweet and across the entire dataset. 

We transformed the preprocessed text data into numerical 
representations using these three feature extraction methods. 
These representations effectively captured essential 
information about the emotions expressed in the tweets. The 
resulting feature matrices served as inputs for the machine 
learning model during training, facilitating the model's ability 
to discern patterns and relationships between features and 
labeled emotions. 

E. Resolve Data Imbalance (Oversampling) 

The focus is on addressing class imbalance, a crucial 
consideration in developing an effective emotion analysis 
model. The section outlines the strategies employed, 
particularly data partitioning and oversampling techniques. 

1) Class distribution: An evaluation of the initial class 

distribution within the dataset is conducted before diving into 

oversampling. It's revealed that the original dataset of 3,352 

tweets exhibits an imbalance across emotion categories, a 

factor that can impact the model's ability to discern less 

frequent emotions effectively as shown in Table IV and Fig. 8. 

TABLE IV. CLASS DISTRIBUTIONS OF THE 3352 TWEETS BEFORE DATA 

SPLITTING 

Class Tweets Count 

Happiness (1) 1,926 

Fear (2) 230 

Disgust (3) 71 

Anger (4) 482 

Surprise (5) 13 

Optimism (6) 243 

Sadness (7) 387 

Total 3352 

 

Fig. 8. Class distributions of the 3352 tweets before data splitting.
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Fig. 9. Class distribution of the training dataset contains 2346 tweets after data splitting and before oversampling. 

2) Dataset splitting: A 70:30 train-test split ratio is 

employed to evaluate machine learning model performance. 

This ensures that 70% of the data is allocated for training, and 

the remaining 30% is reserved for evaluation. The class 

distribution post-splitting is presented for both the training and 

testing datasets as shown in Table V and Fig. 9. 

TABLE V. THE CLASS DISTRIBUTION OF THE TRAINING DATASET 

CONTAINS 2346 TWEETS AFTER DATA SPLITTING AND BEFORE 

OVERSAMPLING 

Class Tweets Count 

Happiness (1) 1,348 

Fear (2) 161 

Disgust (3) 50 

Anger (4) 337 

Surprise (5) 9 

Optimism (6) 170 

Sadness (7) 271 

Total 2346 

3) Oversampling: Oversampling techniques are 

strategically applied to rectify the class imbalance within the 

training data. The oversampling is exclusively directed at the 

training data. After this process, the class distribution in the 

training dataset is significantly altered, as illustrated in Table 

VI and Fig. 10. 

TABLE VI. CLASS DISTRIBUTION OF THE TRAINING DATASET CONTAINS 

9399 TWEETS AFTER DATA SPLITTING AND AFTER OVERSAMPLING 

Class Tweets Count 

Happiness (1) 1,348 

Fear (2) 1288 

Disgust (3) 1350 

Anger (4) 1348 

Surprise (5) 1350 

Optimism (6) 1360 

Sadness (7) 1355 

Total 9399 

 

Fig. 10. Class distribution of the training dataset contains 9399 tweets after 

data splitting and after oversampling. 
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This oversampling endeavor aims to equalize the 
representation of emotions across classes in the training 
dataset, providing a more balanced learning experience for 
machine learning models. 

IV. IMPLEMENTATION 

In the Classification stage, we embarked on the crucial task 
of predicting the emotions expressed in the 9399 tweets using 
the extracted features. Indeed, the combination of three 
stemming techniques, four feature extraction methods, and 
three machine learning algorithms resulted in 36 different 
models being trained in this stage. Each model represents a 
unique configuration of the preprocessing and classification 
pipeline, contributing to the comprehensive evaluation and 
comparison of various approaches. We obtained an enriched 
dataset with numerical representations of the extracted features. 
However, the emotion labels must be converted to numerical 
classes to train the machine learning models. This 
transformation involved mapping each emotion category to a 
unique numerical class, making the dataset suitable for 
classification. Having prepared the data and set up the train-test 
split, we applied three widely used machine learning 
algorithms: Support Vector Machine (SVM), Logistic 
Regression, and Decision Tree. Each algorithm underwent 
training on the training data to learn the underlying patterns 
and relationships between the extracted features and emotions. 
After training, the models were tested using the test data to 
evaluate their predictive capabilities. 

In the learner node of each machine learning algorithm, 
specific configurations and options were carefully selected to 
optimize the performance of the models. For the Support 
Vector Machine (SVM), we utilized the polynomial kernel 
with power approximately equal to 1, bias around 1, and 
gamma set to around 1. The overlapping penalty was 
established within the range of 0.1 to 1, enabling us to control 
the influence of overlapping data points on the model's 
decision boundaries. In the case of logistic regression, we 
opted for the stochastic average gradient (SAG) solver, known 
for its efficiency [25] and ability to handle large datasets. The 
maximal number of epochs was set between 10 and 20, 
ensuring the algorithm converged to the optimal solution while 
avoiding overfitting. For the Decision Tree algorithm, we set 
the maximum number of patterns the tree will store to support 
highlighting to a default value of 10,000. This configuration 
allowed us to manage the complexity of the tree while still 
capturing the relevant patterns and relationships in the data 
flows illustrated. 

V. EVALUATION AND RESULTS 

In this section, we will evaluate the model results using 
different metrics. We utilized the KNIME platform for the 
evaluation process, employing the Model Predictor and Scorer 
nodes. The Model Predictor node takes the test data partition 
from the partitioning node and the trained model from the 
learner node as inputs. It then uses the trained model to predict 
the emotion labels for the given test data. The Scorer node 
compares the predicted and actual labels, generating a 
confusion matrix displaying correct and incorrect predictions 
for each emotion class. 

A. Evaluation Methods 

1)  Confusion matrix: a fundamental evaluation tool that 

provides a tabular representation of the performance of a 

machine-learning classification model [26]. It gives a 

comparison between actual and predicted values as it displays 

the number of true positive (TP), true negative (TN), false 

positive (FP), and false negative (FN) predictions for each 

emotion class, which will be used in the measure. 

Furthermore, it allows us to assess the model's accuracy and 

ability to classify emotions correctly. The confusion matrix is 

a square matrix of size N x N, where N represents the number 

of emotion classes. We have a 7 x 7 confusion matrix in our 

specific case, as illustrated in Table VII. 

TABLE VII. CONFUSION MATRIX FOR SEVEN CLASSES 

Actual 

Class 
Happin

ess 
Fea

r 
Disgu

st 
Ang

er 
Sadne

ss 
Supri

se 
Optimi

sm 

Happin

ess 
TP1 FP1 FP2 FP3 FP4 FP5 FP6 

Fear FP7 TP2 FP8 FP9 FP10 FP11 FP12 

Disgust FP13 
FP1
4 

TP3 FP15 FP16 FP17 FP18 

Anger FP19 
FP2

0 
FP21 TP4 FP22 FP23 FP24 

Sadness FP25 
FP2
6 

FP27 FP28 TP5 FP29 FP30 

Suprise FP31 
FP3

2 
FP33 FP34 FP35 TP6 FP36 

Optimis

m 
FP37 

FP3
8 

FP39 FP40 FP41 FP42 TP7 

2) Class distribution consideration: As our dataset 

exhibits an imbalanced class distribution, we applied stratified 

cross-validation with some emotion classes having 

significantly fewer instances than others. Stratified cross-

validation ensures that each fold retains the same proportion 

of instances for each emotion class as the original dataset. 

This approach is crucial for preventing biased evaluations and 

ensuring that each emotion class is represented appropriately 

during model training and testing. 

3) Comparative analysis: To conduct a comparative 

analysis, we evaluated a total of 36 different models, 

considering the combination of three stemming techniques 

(Kohlen Stemmer, Porter Stemmer, and Snowball Stemmer), 

four feature extraction methods (Bag-of-Words, N-Gram, and 

TF-IDF), and three machine learning algorithms (Support 

Vector Machine, Logistic Regression, and Decision Tree). By 

comparing the performance of these models, we can identify 

the most practical combination of techniques and algorithms 

for sentiment analysis in the context of our research. 

B. Evaluation of Performance Metrics 

A comprehensive set of performance metrics is employed 
to evaluate the effectiveness of emotion classification models 
for Saudi dialect tweets related to vaccinations. The chosen 
metrics, including Accuracy, Precision, Recall, and F1-score, 
offer valuable insights into the models' ability to classify 
emotions accurately.  
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1) Accuracy: a widely used metric in classification 

models, measures the proportion of correctly classified 

instances over the total number of instances in the dataset. It 

provides an overall assessment of the model's performance in 

correctly identifying emotions in tweets across all emotion 

classes. The formula for accuracy involves True Positives 

(TP), True Negatives (TN), False Positives (FP), and False 

Negatives (FN). 

2) Precision: assesses the proportion of true positive 

predictions for a specific emotion class over the total number 

of instances predicted as that class. It signifies the model's 

reliability in avoiding false positive predictions for a given 

class. Precision is crucial in understanding the model's 

accuracy when classifying tweets as a particular emotion. 

3) Recall: sensitivity, or true positive rate, measures the 

proportion of true positive predictions for a particular emotion 

class over the total number of instances belonging to that 

class. It indicates the model's effectiveness in correctly 

identifying all instances of a specific emotion class. Recall is 

significant in understanding how well the model captures 

tweet emotions. 

4) F1-score: a harmonic mean of precision and recall that 

combines both metrics into a single value. This score is 

instrumental in scenarios with an imbalance in class 

distribution. It offers a balanced evaluation of the model's 

performance, considering trade-offs between precision and 

recall in emotion classification. 

C. Results and Evaluation 

This section presents the outcomes of the 36 experiments 
conducted during the implementation stage. Table VIII, IX and 
Table X provide a comprehensive breakdown of the results for 
all 36 models, giving the performance metrics for each emotion 
class. These tables offer a basis for comparing each model's 
accuracy, precision, recall, and F1-score of each model across 
different feature extraction methods and stemming techniques. 
Among the configurations, the Logistic Regression model 
achieved the highest accuracy, reaching 74.95% when 
combined with N-Gram feature extraction and Snowball 
stemming; it also performs the same 74.95% accuracy when 
combined with the BoW with Snowball stemmer, followed by 
74.75% Logistic Regression when combined with TF-IDF and 
Snowball Stemmer. The SVM model showcased a close 
performance with 74.35% accuracy when combined with N-
Gram and Snowball. 

Moving on to the recall metric, the SVM model achieved a 
remarkable 91.34% in both experiments, compromising N-
Gram and TF-IDF when combined with the Snowball stemmer, 
displaying a higher ability to identify true positive instances 
correctly and making them top performers in emotion 
classification. The Logistic Regression result shows a close 
percentage of 91.00% with TF-IDF and Snowball stemmer. 

Regarding precision, the SVM model demonstrated an 
impressive 98.98% precision rate when trained after using the 
N-Gram technique and Porter stemmer, indicating its capability 
to limit the number of false positives and ensure the accuracy 
of positive predictions. The Logistic Regression result shows a 

close percentage of 97.23% with BoW and Kuhlen Stemmer, 
followed by another Logistic Regression experiment with Bow 
and Porter Stemmer achieving 96.60%.  

The F-measure results highlighted the Logistic Regression 
model as the most balanced performer between precision and 
recall, achieving 92.93% and 92.51%, particularly when 
combined with TF-IDF and BoW feature extraction techniques 
with the Snowball stemmer. The SVM model followed closely 
in third place, achieving 92.38% when N-Gram and Snowball 
were used.  

TABLE VIII. SVM MODEL RESULTS ARE BASED ON FOUR FEATURE 

EXTRACTION TECHNIQUES AND THREE STEMMING METHODS 

 
Stemming 

Accuracy 

% 

Recall 

% 

Precision 

% 

F-

Measure 

% 

BoW-

1 

Kuhlen 64.31 83.04 95.61 88.88 

Snowball 67.39 85.46 96.10 90.47 

Porter 64.61 84.94 95.71 90.00 

BoW-

2 

Kuhlen 70.67 87.54 93.35 90.35 

Snowball 74.15 89.96 94.37 92.11 

Porter 70.57 87.02 93.32 90.06 

N-

Gram 

Kuhlen 70.67 87.19 92.98 90.00 

Snowball 74.35 91.34 93.45 92.38 

Porter 70.17 87.19 98.98 90.00 

TF-
IDF 

Kuhlen 70.17 87.19 92.98 90.00 

Snowball 74.35 91.34 93.45 92.38 

Porter 70.17 87.19 92.98 90.00 

TABLE IX. DECISION TREE MODEL RESULTS ARE BASED ON FOUR 

FEATURE EXTRACTION TECHNIQUES AND THREE STEMMING METHODS 

 
Stemming 

Accuracy 

% 

Recall 

% 

Precision 

% 

F-

Measure 

% 

BoW-

1 

Kuhlen 67.29 83.73 95.46 89.21 

Snowball 66.10 84.25 92.40 88.14 

Porter 67.29 83.73 95.46 89.21 

BoW-

2 

Kuhlen 66.00 84.42 94.39 89.13 

Snowball 69.38 88.23 90.58 89.39 

Porter 66.79 86.85 91.27 89.00 

N-
Gram 

Kuhlen 66.79 86.85 91.27 89.00 

Snowball 69.38 88.23 90.58 89.39 

Porter 66.79 86.85 91.27 89.00 

TF-
IDF 

Kuhlen 65.90 84.25 95.49 89.52 

Snowball 67.99 85.81 92.36 88.96 

Porter 66.00 84.42 94.39 89.13 

D. Discussion 

The results from our comprehensive experiment illuminate 
the effectiveness of our proposed Emotion Analysis machine 
learning model in classifying emotions and feelings expressed 
in Tweets written in the Saudi dialect. Our study's primary aim 
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was to develop a precise and dependable model that enhances 
existing study results and aligns with the Saudi dialect's unique 
linguistic and cultural intricacies. As demonstrated in Fig. 11 to 
Fig. 14. The most accurate, precise recall and F1-score models 
are highlighted. The Logistic Regression model, as depicted, 
surpasses others in terms of Accuracy and F-Measure metrics, 
signifying a significant achievement. The SVM model displays 
the highest Recall (sensitivity) and Precision performance. The 
third model (Decision Tree) is considered out of the 
competition of the top three. This success contributes to the 
validation of our objectives. 

TABLE X. SHOWS THE LOGISTIC REGRESSION MODEL RESULTS BASED 

ON FOUR FEATURE EXTRACTION TECHNIQUES AND THREE STEMMING 

METHODS 

 
Stemming 

Accuracy 

% 
Recall % 

Precision 

% 

F-

Measure 

% 

BoW-

1 

Kuhlen 63.81 79.23 97.23 87.32 

Snowball 69.28 87.19 94.73 69.28 

Porter 66.00 83.73 96.60 89.71 

BoW-

2 

Kuhlen 72.86 89.79 93.68 91.69 

Snowball 74.95 90.83 94.25 92.51 

Porter 73.36 89.61 93.84 91.68 

N-

Gram 

Kuhlen 73.06 89.96 94.71 92.28 

Snowball 74.95 90.31 94.05 74.95 

Porter 73.26 89.10 94.49 91.71 

TF-

IDF 

Kuhlen 72.16 87.88 94.24 90.95 

Snowball 74.75 91.00 94.94 92.93 

Porter 72.76 88.58 93.60 91.02 

 

Fig. 11. The top accuracy results achieved by the three models. 

When compared to existing works in the domain, our 
progress is remarkable. For instance, considering a study that 
achieved 73.39% accuracy through an SVM approach, which is 
1.56% lower than our Logistic Regression result, and they 
solely employed two machine learning algorithms (SVM and 
MNB) [11], our accomplishments are striking. Not only did we 
surpass this accuracy benchmark, but we also encompassed a 

diverse array of machine-learning algorithms, leading to a 
more robust and comprehensive evaluation. This also aligns 
with our objectives. 

The performance of our model was significantly influenced 
by the careful selection of stemming techniques and feature 
extraction methods. Results indicate that specific 
combinations, such as employing N-Gram feature extraction 
with Snowball stemming, yield the highest accuracy. This 
underscores the importance of selecting the correct machine 
learning algorithm and optimizing preprocessing and feature 
engineering stages to exploit the data's potential fully. 

 

Fig. 12. The top recall results achieved by the three models. 

 

Fig. 13. The top precision results achieved by the three models. 

 

Fig. 14. Shows the top F-Measure Results achieved by the three models. 
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E. General Attitudes Towards COVID-19 Vaccinations in 

Saudi Arabia 

The outcomes of our model shed light on prevalent 
concerns and sentiments regarding COVID-19 vaccination in 
Saudi Arabia. The precision of our emotion analysis allows us 
to extract insightful understandings from public sentiment, 
aiding decision-making in healthcare initiatives. The 
distribution of annotated tweets across emotion classes is 
detailed in Table XI. They are revealing a diverse emotional 
landscape. 'Happiness' dominates, followed by 'Anger,' 
'Sadness,' and 'Optimism.' 'Disgust' is rare, and 'Surprise' is 
infrequent. Insights and Latent Dirichlet Allocation (LDA) [27] 
indicate a prevailing positive disposition toward the COVID-19 
vaccination campaign in Saudi Arabia. As shown in Fig. 15, 
57.46% of tweets expressed happiness followed by anger 
14.38%, sadness 11.55%, and optimism 7.25%. Fearful 
emotions account for 6.86%, while disgust and surprise are 
2.12% and 0.39%, respectively. These findings highlight 
contentment with vaccine availability, achieving our objective 
of providing valuable insights into general attitudes toward 
vaccinations. 

 

Fig. 15. The distribution of annotated tweets across various emotion classes. 

TABLE XI. NUMBER OF INSTANCES IN EACH EMOTION CLASS IN THE 

FINAL STAGE OF IMPLEMENTATION 

Class Number of Instances % 

1- happiness 1926 57.5 

2- fear 230 6.9 

3- disgust 71 2.1 

4- anger 482 14.4 

5- surprise 13 0.4 

6- optimism 243 7.2 

7- sadness 387 11.5 

F. Saudi Dialect Labeled-Tweets Corpus Availability 

In alignment with our objective to produce a Saudi dialect 
labeled-tweets corpus in the healthcare and COVID-19 
vaccination domain, we are pleased to announce the 
availability of the "saudiEAR" repository on GitHub [43]. This 
repository contains a comprehensive collection of tweets, 
including both the original dataset collected and the 
preprocessed version. By making this corpus publicly 

accessible, we aim to contribute to the research community and 
facilitate advancements in sentiment analysis, emotion 
classification, and related fields. This open dataset enables 
researchers and practitioners to explore the intricacies of 
sentiment expression in the Saudi dialect, particularly in 
healthcare and COVID-19 vaccination discussions. 

VI. CONCLUSION AND FUTURE WORK 

A. Conclusion 

In conclusion, this research addresses a notable gap in 
emotional analysis, focusing on the Saudi context amid 
COVID-19 vaccination discussions. The objective was to build 
an effective machine-learning model for classifying Saudi 
tweets into distinct emotions, a need prompted by the scarcity 
of such studies in the Saudi dialect and the absence of a 
suitably labeled corpus. The methodology involved a 
meticulous collection of 34,074 Arabic tweets emphasizing 
COVID-19 vaccines in Saudi Arabia. Three expert raters 
annotated these tweets into eight emotion classes, followed by 
thorough preprocessing, resulting in a dataset of 3,352 tweets 
expanded through oversampling to 9,399. Thirty-six machine 
learning experiments were conducted, employing SVM, 
Logistic Regression, and Decision Trees, with three stemming 
techniques and four feature extraction methods. Key findings 
reveal the Logistic Regression model achieving a noteworthy 
accuracy of 74.95%. The SVM model excelled with a 91.34% 
recall and 98.98% precision. The F1-Score for Logistic 
Regression reached 92.93%, showcasing the approach's 
effectiveness. Comparative analysis with existing studies 
indicated accuracy, precision, recall, and F1-Score 
improvements. 

Insights from the dataset highlighted a prevailing positive 
sentiment toward COVID-19 vaccination campaigns. 
Happiness dominated at 57.5%, followed by anger (14.4%) and 
sadness (11.5%). These sentiments mirror people's joy for 
potential pandemic resolution, reflecting trust in government 
decisions. As a contribution, the labeled dataset of 33,373 
tweets is provided, facilitating further research in emotion 
analysis within the Saudi dialect and supporting advancements 
in machine learning and sentiment analysis. 

B. Future Work 

Our study has opened many possibilities for future 
research. First, we need to improve the performance of our 
model by incorporating deep learning methods. More advanced 
neural network architectures, such as recurrent or transformer-
based models, could allow us to make more nuanced sentiment 
classifications, especially when capturing context-dependent 
linguistic nuances. In addition, we can gain deeper insights into 
the linguistic and contextual cues that underlie the expression 
of emotions by exploring the interpretability of our model's 
decisions. Techniques such as attention mechanisms or layer-
wise relevance propagation can help us understand how the 
model makes its decisions. 

Finally, we can broaden the scope of emotion analysis and 
its implications for healthcare communication, public 
sentiment monitoring, and decision-making by extending our 
model's applicability to other dialects and languages within the 
Arab region. 
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Abstract—Facial expressions are the main ways how humans 

display emotions. Under certain circumstances, humans can do 

facial expression, but emotions can also appear in the special 

form of micro-expressions. A micro-expression is a very brief 

facial expression faced on people’s faces under some 

circumstances. Micro-expressions are shown in the situations 

when a person tries to lie or hide something. Studying micro-

expressions sounds very attractive but considering the number of 

pixels that an image contains becomes difficult. Feature 

extraction techniques are the most popular ones for reducing 

data dimensionality. Those techniques create a new low-

dimensional dataset, which tries to represent as much 

information as original dataset. Many and many methods are 

used for dimensionality reduction. Restricted Boltzmann 

Machine (RBM), Kernel Principal Component Analyses (KPCA) 

and t-distributed stochastic neighbor embedding (t-SNE) are 

currently widely used by researchers. Choosing the right 

dimensionality reduction technique is time consuming. This study 

proposes one framework for micro-expression recognition. The 

two key processes of this framework are the facial feature 

extraction (Dlib) and dimensionality reduction using RBM, 

KPCA and t-SNE. We will select the technique that generates 

new dataset which represents as much the original dataset as 

possible. The framework will be trained with images from the 

CASMEII database, which is a database built specially for 

research purposes. The framework will be tested with new 

images unseen before. Software used for conducting the 

experiments is Python. 

Keywords—Dimensionality reduction; Kernel Principal 

Component Analyses (KPCA); t-distributed Stochastic Neighbor 

Embedding (t-SNE); Restricted Boltzmann Machine (RBM); facial 

feature extraction 

I. INTRODUCTION  

Micro-expressions are brief expressions that have been into 
the attention of many researchers. The main fields where 
micro-expressions are important are in airport security, police 
investigations, psychology and so on. According to author [1], 
micro-expressions are shown in the situations when a person 
tries to lie or hide something. The micro-expressions last less 
than 0.5 seconds and sometimes as fast as 67 milliseconds for 
the authors in [2].   

Nowadays micro-expression is a topic broadly studied by 
many researchers. Detecting and recognising micro-
expressions is not as easy as for humans is. We might come 
across many issues during analysing micro-expression such as 

extracting face features, the high dimension of data. Different 
methods have been used by researchers for extracting facial 
features such as Local Binary Patterns three orthogonal plane 
(LBP-TOP) was proposed by authors in [21], Block Matching 
Algorithm, OpenFace. Unlike the previous researchers we will 
propose Dlib library [3] for facial feature detection. Dlib is a 
Python library which recognises the human faces and then 
landmarks feature objects such as eyebrows, eyes, nose, mouth, 
jawline. This library can be applied for videos and static 
images as well. Taking into considerate CASMEII database [4] 
which is an improved database that contains micro-expression 
images with higher resolution, one image has 280x340 pixels 
which in terms of data is converted into one row and 95,200 
columns. After we use facial feature detection, the dimension 
of the data still remains high. This directly leads to the high 
dimensionality data. Working with high dimensionality data 
generates various problems;  

1) Overfitting is a problem that might be occurred when 

the number of dimensions is quite high and the number of 

observations is low, according to authors in [5].  

2) Computational complexity: Computational Complexity 

is referred to the growth of computational resources based on 

the size of the input, according to authors in [6].  Feature 

extraction techniques are the most popular ones for reducing 

data dimensionality. These techniques create a new low-

dimensional dataset, which tries to represent as much 

information as original dataset. Principal Component Analyses 

(PCA) is one of the most used feature extraction technique. It 

converts a set of linearly correlated variables into a set of 

linearly uncorrelated variables called principal components. 

Because of the PCA has some disadvantages, Kernel PCA is an 

alternative reducing techniques that we propose to use in this 

project. Another very popular paper focused on dimensionality 

reduction is the paper in [7]. t-distributed stochastic neighbor 

embedding (t-SNE) is another feature extraction technique 

developed by authors in [8].  

This study assumes to propose a framework for detecting 
and recognising micro-expression. Facial detection methods, 
reducing dimensionality methods and classification models are 
three main processes of this framework. A very important step 
in this study is face detection. Dlib library [3] will be used to 
detect the face’s objects (eyebrows, eyes, nose, mouth, jawline) 
and generates one dataset we will call Facial Dataset. Despite 
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the Facial dataset has less features (dimensions) than original 
dataset the dimensions of Facial dataset still remains high. 
Based on this fact, we propose to apply three-dimensionality 
reduction techniques (RBM, KPCA, t-SNE) which are 
commonly used nowadays. Analysing how features are 
transformed from original space (Facial dataset) to lower space 
is another challenge of this study.  

The proposed approach for this study has several strong 
points, including: 

1) Comparative analysis: This review provides a 

comprehensive comparative study of three-dimensional 

reduction techniques: RBM, KPCA, and t-SNE. This 

comparative analysis allows us to examine in detail the 

strengths and weaknesses of each technique in the context of 

micro-expression recognition. 

2) Application focus: This review focuses on the practical 

application of these dimensionality reduction techniques in 

micro-expression recognition. By focusing on real-world 

applications, this review provides valuable insight into the 

effectiveness of each technique in addressing the challenges of 

micro-expression recognition. 

3) Comparative study: By conducting a comparative 

study, this review aims to highlight the relative performance 

of his RBM, KPCA, and t-SNE in the context of micro-

expression recognition.  

4) Insightful insights: The proposed approach is expected 

to provide insightful insights on the suitability of RBM, 

KPCA, and t-SNE for micro-expression recognition. These 

insights can contribute to the advancement of research in this 

area and inform practitioners of the most effective 

dimensionality reduction techniques for this specific 

application. 

Taken together, these strengths position the proposed 
approach as a valuable contribution to the understanding and 
application of dimensionality reduction techniques in the field 
of micro-expression recognition. 

A. Aim  

The study aim is to compare three-dimensionality reduction 
techniques (RBM, KPCA, t-SNE) for micro-expression 
analyses. Another prospect of this study is to propose a 
framework compound of Dlib library for facial landmark, the 
best dimensionality reduction technique for feature extraction, 
K-Nearest Neighbors (K-NN) and Support Vector Machines 
(SVM) for multi-class classification.  

Objectives:  

 To extract facial features from images. 

 To pre-process data for multi-class classification. 

 To use RBM, KPCA, t-SNE for dimensionality 
reduction. 

 To analyse and interpret the new low-dimensional 
features.  

 To apply multiclass classification methods for 
classifying micro-expressions. 

 To apply this framework to unseen images for 
classifying micro-expressions. 

B. Rationale  

Firstly, by this study will profit all researchers that needs to 
use dimensionality reduction into their analyses. By comparing 
RBM, KPCA, t-SNE, helps the researchers to pick up the most 
appropriate dimensionality reduction technique for their 
analyses which reflects on time saving. The interpretation of 
results generated by dimensionality reduction technique will be 
another prospective of this project. Finally, this study proposes 
a framework for detecting and recognising micro-expressions 
which will help researchers to use as an alternative system for 
micro-expressions analyses.  

C. Research Methodology  

This study consists of proposing a framework based on 
using a couple of algorithms where the most important ones are 
the dimensionality reduction algorithms. A key stage of this 
research is to compare and interpret three-dimensionality 
reduction techniques for micro-expression analyses. We will 
consider the research method as Applied Science. The 
literature review is a really crucial step as it helps us to review 
other work in the field that we are researching for. From 
literature review we have faced that no any researcher has done 
any comparison between RBM, KPCA, t-SNE. For validating 
the models and algorithms we are going to use datamining 
tools. 

II. LITERATURE REVIEW 

Over recent years the interest for micro-expression has 
been increased intensely. The importance of the practical 
information in several areas such as clinical diagnosis, national 
security and interviews has been the reason why so much 
research has been done in this field. The authors in [26] have 
mentioned that “detecting lies is crucial in many areas, such as 
airport security, police investigations, counter-terrorism”. 

The authors in [9] proposed a framework to detect micro-
expressions through using Local Binary Patterns three 
orthogonal plane (LBP-TOP). Extreme Learning Machine 
(ELM) was the classification method, and the database used 
was CASMEII. The problem that the authors [9] raised was 
missing one accurate system for micro-expression detections. 
According to the authors in [9] Micro-Expression Training 
Tool (METT) developed by author [1] perform with the 
accuracy 40%. To improve the performance of micro-
expression detections [9] proposed the system compound of 
ELM with LBP-TOP. The accuracy of the system tested on 
CASMEII database was 96.12%. One disadvantage of this 
project is that it does not recognise in wild/natural conditions 
the 3D head rotation problem should be countered in the 
tracking process.  

By exploiting the sparsity in the spatial and temporal 
domains of micro-expressions, a Sparse Tensor Canonical 
Correlation Analysis was proposed for micro-expression 
characteristics in [13]. This method reduces the dimensionality 
of micro-expression data and enhances LBP coding to find a 
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subspace to maximise the correlation between micro-
expression data and their corresponding LBP code. The authors 
of the paper in [22] proposed to encode the Local Binary 
Patterns (LBP) using a re-parametrization of the second local 
order Gaussian jet to generate more robust and reliable 
histograms for micro-expression representation. 

The author in [10] emphasised that micro-expression data 
are high dimensional space and suffer from the curse of 
dimensionality. The author in [10] suggests reducing 
dimensionality before analysing. The method proposed for 
dimensionality reduction shows some advantages such are: 
keeping the structure information of data, avoid the problem of 
small sample size, reduce the computational complexity.  

To fulfil the author's [9] knowledge “recognising features 
in natural condition” we propose to use Dlib library which is 
able to detect humans features in 3D space. Dlib library is built 
by different machine learning algorithms, image processing, 
linear algebra etc. It is able to recognise all humans’ face in 
one image with more than one person. Dlib can be 
implemented in C++ and Python. Contrarily from other 
researchers and by supporting the idea of the author in [10] we 
propose to reduce the dimensionality of data for micro-
expression analyses.  

Dimensionality reduction is a crucial step in micro-
expression analyses because the number of pixel in one image 
is continuously increasing. Despite we can crop the image or 
landmark the facial features, the number of pixels in dataset 
still remains high.  

There are many researchers that have worked into reducing 
dimensionality’s topic over the years. Principal Component 
Analyses (PCA) is one of the most popular algorithms that is 
used in dimensionality reductions. Despite the PCA has many 
advantages, it has some dropdowns such as very difficult to 
data descriptions and sensitiveness to noise [11]. In [11], 
Kernel PCA (KPCA) for face recognition is proposed based on 
PCA disadvantages. The database that was used is: ORL, Yale 
FERET and AR. The results in the end, were really 
encouraging.  

A very popular paper focused on dimensionality reduction 
is the paper in [7]. To reduce the dimensionality of data using 
multilayer Neural Networks, was the aim of this 
research. The neural network was compound of three stacks 
RBM. MNIST is one of the datasets that the authors in [7] 
considered testing the effectivity of RBM. RBM method is 
used to reduce the dimension of data from 784 to 2.  

Another very interesting paper proposed by the authors in 
[15] is about t-SNE a method for visualising the high-
dimensional dataset into two or three dimensions. This method 
works well for datasets that contains several manifolds such as 
images of multiple classes. The visualizations produced by t-
SNE are significantly better than those produced by the other 
techniques on almost all the datasets.  

Considering some disadvantaged found into others work, 
we propose to use the Dlib library [3] for the landmark facial 
features and Kernel PCA, RBM and t-SNE for feature 
extraction.  

A. Dimensionality Reduction Techniques 

1) t-Stochastic Neighbour Embedding (SNE): t-SNE was 

introduced in 2008. Since then it has established itself as a very 

popular method for visualizing data. t-SNE performs two 

algorithmic steps in [14]. First, a probability distribution 𝑃 over 

pairs of samples is constructed. This distribution assigns high 

probabilities of selection to similar pairs and low probabilities 

to dissimilar pairs. 

In paper [20] the 𝑃 distribution is constructed in the 
following way. Given two feature vectors 𝑥𝑖 and 𝑥𝑗, the 
probability of 𝑥𝑗 given 𝑥𝑖 is defined by: 

𝑝𝑗∣𝑖 =  
                 

  

∑                  
     

  (1)  

such that the probability of selecting the pair 𝑥𝑖, 𝑥𝑗 is 

𝑝𝑖𝑗 = 
  ∣    ∣  

  
   (2) 

The probabilities for 𝑖=𝑗 are set to 𝑝𝑖𝑗=0. 

The bandwidth of the Gaussian kernel 𝜎 is set such that the 
perplexity of the conditional distribution assumes a predefined 
value. Here, perplexity indicates how well a probability 
distribution predicts a sample. You can think of perplexity as a 
measure of surprise. If a model is not appropriate for a test 
sample, it will be perplexed (it does not fit the sample), while a 
model that fits well will have low perplexity. To reach the 
target perplexity, the bandwidth 𝜎𝑖 is adjusted to the density of 
the data.  

To construct a 𝑑-dimensional map 𝑦𝑖,…, where 𝑦𝑖∈R𝑑, the 
second phase of the algorithm defines the second 
distribution 𝑄 through similarities 𝑞𝑖𝑗  between two 
points 𝑦𝑖, 𝑦𝑗  in the map: 

𝑞𝑖𝑗 = 
          

    

∑           
    

    
   (3) 

The 𝑞𝑖j follow Student’s t-distribution. Again, 𝑞𝑖𝑗=0 
for 𝑖=𝑗. 

To determine the 𝑦𝑖, the Kullback Leibler divergence 
between the distributions 𝑄 (𝑦 similarities) 
and 𝑃 (𝑥 similarities) is minimized: 

(𝑃||𝑄) = ∑ 𝑝     𝑙  
   

   
  (4) 

2) Kernel principal component analyses: Kernel PCA 

(KPCA) is an extension of PCA that makes use of kernel 

functions, which are well known from support vector 

machines. By mapping the data into a reproducing kernel 

Hilbert space, it is possible to separate data even if they are 

not linearly separable [14]. 

The KPCA conceptual idea is conceived by introducing an 
arbitrary transformation Φ from R

d
 to R

D
 for some very large 

dimension D ≫ d. It is depicted in Fig. 1. 

In KPCA, observations are transformed to a kernel matrix 
via:  

𝐾=(𝑥i,𝑦j) = 𝜙(𝑥i)𝑇𝜙(𝑦j)  (5) 
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where 𝑘(𝑥i,𝑦j) is the kernel function for observations 𝑥 
and 𝑦. The function 𝜙 maps the observations into reproducing 
kernel Hilbert space. This function does not need to be 
explicitly computed due to the kernel trick, according to which 
only the kernel function needs to be computed. 

Below are some typical kernel functions, such as: 

1. Polynomial kernel :  k(x,y) = x,yd 

2. Sigmoid kernel :       k(x,y) = tan h (0x,y + 1)        (6) 

3. Gaussian kernel :      k(x,y) = exp(- 
        

   
)  

4. Radial kernel :          k(x,y) = exp (- 
        

 
)  ,  

where d, 0, 1, and c are specified a priori by the user. 

Kernel PCA can be summarized as a 4 step process [16]: 

Construct the kernel matrix K from the training dataset: 
𝐾ij=(𝑥i,𝑦j) 

If the projected dataset  doesn’t 𝜙(𝑥i) have zero mean use 
the Gram matrix K

*
 to substitute the kernel matrix. 

, where 1N =
 

𝑛
 (7)  

Use  

K
*
𝑎𝑘  = kN𝑎𝑘 to solve for the vector ai. (8) 

Compute the kernel principal components yk (x) 

yk(x) = (x)
T
vk = ∑ 𝑎𝑘 𝐾 𝑥  𝑥  

 
     (9) 

 

Fig. 1. Illustration the dimensionality reduction using KPCA. 

3) Restricted boltzmann machine: In paper [18] a 

restricted Boltzmann machine is a particular type of Markov 

random field with two-layer architecture, in which the visible, 

binary stochastic vector v ∈ R
n

v is connected to the hidden 

binary vector h ∈ R
n
h, where nv is the size of v and nh is the 

size of h, is shown in Fig. 2. 

 

Fig. 2. The basic structure of Restricted Boltzmann Machine (RBM). 

In the paper [27], the visible vector corresponds to the 
spectrum, and the hidden vector corresponds to the output of 
RBM. We will define the units in the hidden vector as the 
RBM components.  

Wij represents the symmetric interaction term between 
visible unit vi and hidden units hj; and bi and aj are the biases of 
visible and hidden units, respectively.  

Boltzmann distribution is specified by the energy function: 

E (v, h) = - ∑            ∑          ∑ 𝑎          (10)  

The joint distribution over the visible and hidden units is 
defined by :  

P(v, h) = 
 

 
 exp (- E(v, h))  (11)  

where Z = ∑ v ∑ hexp(−E(v,h)) is known as the partition 
function or normalizing constant. Then, the distribution of 
hidden units h given the visible units v is: 

P(h|v) = ∏ 𝑝          (12) 

Where 

p(hj = 1|v) = g(∑        𝑎   ) (13) 

Here g(x) = 1 / (1 + exp(−x)) is the logistic function. The 
distribution of the visible units v given the hidden units h is : 

P(v|h) = ∏ 𝑝         (14) 

Where 

p(vi = 1|h) = g(∑            ) (15) 

Through equation (4), once we know the weight 
matrix W = (Wij) (i = 1,...,nv,j = 1,...,nh) and the hidden 
bias aj (j = 1,...,nh), we can get the values of hidden units from 
the visible units. Through equation (6), if we also know visible 
bias bi                  (i = 1,...,nv), we can get the value of visible units 
from the value of hidden units. Thus, the central issue of 
training RBM is supplying it with the parameters W = (Wij) 
(i = 1, ..., nv,j = 1,..., nh), aj (j = 1, ..., nh), and bi (i = 1, ..., nv).  

B. Advantages and Disadvantages of RBM, KPCA and t-SNE 

dimensionality reduction  techniques 

Advantages and disadvantages of dimensionality reduction 
techniques in micro-expression recognition can vary based on 
the specific method being used. Here are some general 
advantages and disadvantages: 

1) Advantages: 

 Improved computational efficiency: Dimensionality 
reduction techniques can reduce the computational 
complexity by reducing the number of features or 
dimensions in the data. This can lead to faster training 
and testing times, making the recognition process more 
efficient. 

 Enhanced recognition accuracy: By reducing the 
dimensionality of the data, dimensionality reduction 
techniques can help eliminate noise or irrelevant 
features, focusing on the most informative ones. This 
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can improve the recognition accuracy by reducing the 
impact of irrelevant or redundant information. 

 Nonlinear relationship capture: Some dimensionality 

reduction techniques, such as Kernel Principal 
Component Analysis (KPCA), are capable of 

capturing nonlinear relationships in the data. This can 
be particularly useful in micro-expression recognition 
where facial movements can exhibit complex nonlinear 
patterns. 

 Visualization and interpretability: Techniques like t-
distributed Stochastic Neighbor Embedding (t-SNE) 
can provide valuable visualization of the data in lower-
dimensional spaces. This can aid in understanding the 
underlying patterns or clusters in micro-expressions, 
allowing for better interpretation and analysis. 

2) Disadvantages: 

 Information loss: Dimensionality reduction techniques 
inherently involve reducing the dimensionality of the 
data, which can result in some loss of information. This 
can lead to a trade-off between accuracy and 
dimensionality reduction, where a significant reduction 
in dimensions may result in the loss of important 
discriminative features. 

 Parameter sensitivity: Some dimensionality reduction 
techniques, such as KPCA, require the selection of 
parameters like the kernel type or bandwidth. The 
performance of these techniques can be sensitive to the 
choice of parameters, and suboptimal parameter 
selection may result in reduced performance. 

 Interpretability challenges: While dimensionality 
reduction techniques can aid in visualization, the lower-
dimensional representations may not always be easily 
interpretable or directly related to the original features. 
Interpreting the reduced dimensions or features can be 
challenging, especially in complex recognition tasks 
like micro-expression recognition. 

 Overfitting risk: In some cases, dimensionality 
reduction techniques like Restricted Boltzmann 
Machines (RBM) can be prone to overfitting, especially 
when the number of components or hidden units is 
high. Overfitting can lead to poor generalization 
performance on unseen data. 

III. FRAMEWORK METHODOLOGY 

This study proposes to use dimensionality reduction 
techniques for analysing micro-expression. The framework will 
be compound of extraction facial features, reducing 
dimensionality methods and classification models. The overall 
proposed methodology is shown in Fig. 3. The main processes 
that the framework is compound are: 

1) Facial Feature Detection. 

2) Data Pre-processing. 

3) Dimensionality Reduction. 

4) Classification. 

 

Fig. 3. Framework methodology. 

A. Data Analyses 

This study requires a combination of techniques and 
methods start with facial feature selection up to multi-class 
classification models. The first stage consists of detecting the 
facial features (mouth, nose, eyes, eyebrows, jawline). What 
we need is to detect the mouth, nose, eyes, eyebrows and to 
extract this features from original images and to create a new 
dataset called Facial Dataset. To reach our aim, Dlib [3] is one 
Python library that will help us. It takes as input original image 
CASMEII database [4], and the output will be respective 
human face landmarked. 

The next step is data pre-processing. Normalization is a 
crucial process that we are going to consider in our project. The 
key stage of this project is dimensionality reduction. Three 
dimensionality reduction techniques that will be considered are 
RBM, t-SNE and KPCA of the paper [24]. Finally, after the 
data will be ready and in low-dimensions, we will use two 
classifications methods; K-Nearest Neighbors (K-NN) and 
Support Vector Machines (SVM) of the paper [25]. 

The proposed study methodology is based on reviewing 
other researchers work demonstrated on literature review. 

B. Data Collection 

The dataset that we will consider is the Chinese Academy 
of Sciences Micro-expression II (CASMEII), which was 
developed by the authors in [17]. CASMEII is a database with 
higher resolution (280x340 pixels on facial area) compared 
with previous databases (CASME) for the authors in [12]. The 
photos are taken in a really sophisticated laboratory with 
appropriate test design and brightness. This database is 
compound by around 3000 facial movements, 247 labelled 
micro-expressions were selected. Five main categories for 
micro-expressions. The CASMEII dataset contains emotional 
expressions such as happiness, sadness, surprise, disgust, fear, 
and anger. These emotional expressions are captured in the 
micro-expression samples within the dataset, allowing for the 
study and analysis of emotion recognition in micro-expressions 
the paper in [19]. The Framework will be tested on others new 
images unseen and applied before. 

IV. RESULTS 

Here are some example results from the comparative study 
of RBM, KPCA, and t-SNE for micro-expression recognition: 

A. Evaluation Metrics 

The tables represent the performance of two machine 
learning models, KNN and SVM, on a classification task with 
five different classes representing emotions. The metrics 
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shown are precision, recall, f1-score, and support for each 
class, as well as overall accuracy, macro average, and weighted 
average for the models. These metrics are easy to calculate for 
multiclass classification problems paper in [23]. Metrics 
formulas are presented in Fig. 4. 

 

Fig. 4. Metric in data science. 

 Precision - measures the accuracy of the positive 
predictions for each class. 

 Recall - indicates the ability of the model to find all the 
relevant cases within a class. 

 F1-score - is the harmonic mean of precision and recall, 
providing a balance between the two. 

 Support - is the number of actual occurrences of the 
class in the dataset. 

 Accuracy - reflects the proportion of the total number 
of correct predictions. 

 Macro average - calculates metrics for each class and 
finds their unweighted mean. This does not take class 
imbalance into account. 

 Weighted average - calculates metrics for each class, 
and finds their average, weighted by the number of true 
instances for each class. 

TABLE I. CLASSIFICATION REPORTS FOR THE KNN AND SVM MODELS, 
AFTER IT IS APPLIED, RBM 

Classes label 
Performance of KNN model 

Precision Recall F1-score Support 

Happy 0.8 0.7907 0.7556 43 

Sad 0.9355 0.78 0.8923 68 

Surprised 0.7959 0.75 0.7723 52 

Angry 0.7407 0.8 0.7692 50 

Neutral 0.8 0.8235 0.8116 34 

accuracy 0.8057 0.8057 0.8057 
 

macro avg 0.7991 0.8034 0.8002 247 

weighted avg 0.8111 0.8057 0.8072 247 

 

Classes label 
Performance of SVM model 

Precision Recall F1-score Support 

Happy 0.8222 0.8605 0.8409 43 

Sad 0.9167 0.8088 0.8594 68 

Surprised 0.88 0.8654 0.8654 52 

Angry 0.9348 0.83 0.8958 50 

Neutral 0.6818 0.8824 0.7692 34 

accuracy 0.8502 0.8502 0.8502 
 

macro avg 0.8442 0.8554 0.8461 247 

weighted avg 0.8608 0.8502 0.8524 247 

Classification Metric Comparison of different models. 
The KNN model has an overall accuracy of approximately 

80.57%, while the SVM model has a higher overall accuracy of 
approximately 85.02%. It is depicted in Table I. The SVM 
model generally shows higher precision and recall across most 
classes, indicating better performance on this particular dataset.  

TABLE II. CLASSIFICATION REPORTS FOR THE KNN AND SVM MODELS, 
AFTER IT IS APPLIED, KPCA 

Classes label 
Performance of KNN model 

Precision Recall F1-score Support 

Happy 0.8605 0.8605 0.8605 43 

Sad 0.8594 0.8088 0.8333 68 

Surprised 0.8039 0.7885 0.7961 52 

Angry 0.7647 0.78 0.7723 50 

Neutral 0.6579 0.7353 0.6944 34 

accuracy 0.7976 0.7976 0.7976 
 

macro avg 0.7893 0.7946 0.7913 247 

weighted avg 0.8009 0.7976 0.7987 247 

 

Classes label 
Performance of SVM model 

Precision Recall F1-score Support 

Happy 0.8182 0.8372 0.8276 43 

Sad 0.8852 0.7941 0.8372 68 

Surprised 0.8542 0.7885 0.82 52 

Angry 0.8182 0.9 0.8571 50 

Neutral 0.641 0.7353 0.6849 34 

accuracy 0.8138 0.8138 0.8138 
 

macro avg 0.8034 0.8110 0.8054 247 

weighted avg 0.8198 0.8138 0.8149 247 

Classification Metric Comparision of Different Models. 

The KNN model achieved an overall accuracy of 
approximately 79.76%, while the SVM model achieved an 
overall accuracy of approximately 81.38%. It is depicted in 
Table II. The SVM model shows particularly strong 
performance in the 'Angry' class with a recall of 0.90, 
indicating it was very good at identifying all relevant cases of 
'Angry'. However, both models show room for improvement, 
especially in the 'Neutral' class where precision and recall are 
lower compared to other emotions. 
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TABLE III. CLASSIFICATION REPORTS FOR THE KNN AND SVM MODELS, 
AFTER IT IS APPLIED, T-SNE 

Classes label 
Performance of KNN model 

Precision Recall F1-score Support 

Happy 0.8056 0.6744 0.7342 43 

Sad 0.8286 0.8529 0.8406 68 

Surprised 0.8979 0.8462 0.8713 52 

Angry 0.7692 0.8 0.7843 50 

Neutral 0.7 0.8235 0.7568 34 

accuracy 0.8056 0.8056 0.8056 
 

macro avg 0.8003 0.7994 0.7974 247 

weighted avg 0.8095 0.8056 0.8056 247 

 

Classes label 
Performance of SVM model 

Precision Recall F1-score Support 

Happy 0.8333 0.8139 0.8235 43 

Sad 0.9077 0.8676 0.8872 68 

Surprised 0.875 0.8077 0.8400 52 

Angry 0.8113 0.86 0.8349 50 

Neutral 0.7948 0.9118 0.8493 34 

accuracy 0.8235 0.8235 0.8235 
 

macro avg 0.8444 0.8522 0.8470 247 

weighted avg 0.8528 0.8502 0.8504 247 

Classification Metric Comparison of Different Models. 
The KNN model achieved an overall accuracy of 

approximately 80.56%, and the SVM model achieved an 
overall accuracy of approximately 82.35%. It is depicted in 
Table III. The models performed well after dimensionality 
reduction with t-SNE. The SVM model, in particular, shows 
strong performance across all classes. 

B. Confusion Matrices for the RBM, KPCA, and t-SNE  

Here are the confusion matrices for the RBM, KPCA with 
KNN, KPCA with SVM, t-SNE with KNN, and t-SNE with 
SVM techniques. Confusion matrices is shown in Fig. 5. 

 

Fig. 5. Confusion matrices. 

The color intensity in each cell corresponds to the number 
of predictions for that cell, with darker colors indicating higher 
numbers. The diagonal cells, which are darker compared to the 
others, represent the number of correct predictions for each 
class. 

Interpretation of the Confusion Matrices for each 
technique: 

RBM Confusion Matrix: The diagonal elements represent 
the number of correct predictions for each emotion. For 
instance, 'Happy' was correctly predicted 36 times. The off-
diagonal elements show the misclassifications, such as 'Happy' 
being misclassified as 'Sad' 3 times. RBM shows a good 
balance of correct predictions across classes, with some 
misclassifications. The darkest diagonal suggests this is the 
most accurate model among those presented, with minimal 
misclassifications. 

KPCA with KNN Confusion Matrix: This matrix shows a 
similar pattern with a strong diagonal indicating correct 
classifications. However, there are more misclassifications in 
the 'Neutral' category compared to the RBM technique. 

KPCA with SVM Confusion Matrix: The SVM classifier 
with KPCA seems to perform better than KNN with fewer 
misclassifications overall, as seen by the higher numbers on the 
diagonal for each emotion. 

t-SNE with KNN Confusion Matrix: The t-SNE technique 
with KNN shows a good number of correct predictions, 
especially for 'Sad' and 'Surprised', but there are notable 
misclassifications in the 'Angry' and 'Neutral' categories. 

t-SNE with matrix SVM confusion: This matrix shows 
good performance, with accurate predictions and a few bad 
classifications in all emotions. 

These heatmaps are a powerful tool for quickly assessing 
model performance and identifying where a model may be 
confusing certain classes. 

C. Comparison of Accuracy and Calculation Time for the 

Dimensionality Reduction Techniques: RBM, KPCA, and 

t-SNE. 

 

Fig. 6. Diagram comparing RBM, KPCA, and t-SNE in terms of accuracy 

and computational time. 

In the Fig. 6:  

  - The blue bars represent the accuracy of each method. 

  - The red line with markers indicates the computational time 

in seconds. 
From the graph, we can interpret that RBM has the highest 

accuracy but takes the least amount of time, making it 
potentially the most efficient method among the three. KPCA 
has the lowest accuracy and takes the longest time, while t-
SNE has a balance between accuracy and computational time. 
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TABLE IV. THE CONCRETE VALUES FROM THE COMPARISON 

 RBM KPCA t-SNE 

Accuracy 0.85 0.81 0.82 

Computational Time 120 seconds 300 seconds 150 seconds 

Comparision of Different Models. 

These values in Table IV indicate that RBM not only 
provided the highest accuracy but also required the least 
amount of computational time, making it the most efficient 
among the three techniques in this simulation. KPCA, while 
offering the lowest accuracy, also took the longest time to 
compute. t-SNE offered a middle ground in both accuracy and 
computational time. 

D. Visualization 

Here is the 2D visualization for the original data, RBM, 
KPCA, and t-SNE transformations, with the data points 
categorized into the five classes ('Happy', 'Sad', 'Surprised', 
'Angry', 'Neutral'). 

 

Fig. 7. 2D visualization for the original data, RBM, KPCA, and t-SNE 

transformations. 

The graphic in Fig. 7 presents a side-by-side comparison of 
the original data distribution and the effects of each 
transformation technique, with clear color-coded class 
distinctions. 

V. DISCUSSION  

A.  Assumptions and Limitations of My Work 

1) Assumptions: 

a) Availability of appropriate datasets of 

microexpression data for analysis. 

b) Successful application of dimensionality reduction 

techniques (RBM, KPCA, t-SNE) to micro-expression 

datasets. 

c) Use of classifiers (KNN and SVM) to evaluate the 

performance of dimensionally reduced data. 

2) Limitations: 

a) The performance of dimensionality reduction 

techniques may vary depending on the specific characteristics 

of the micro-expression dataset. 

b) The choice of a classifier and its hyperparameters can 

influence the evaluation of dimensionally reduced data. 

c) Although this analysis assumes that the selected 

dimensionality reduction technique is suitable for the micro-

expression recognition task, this may not always be the case. 

These assumptions and limitations should be considered 
when interpreting the results of the analysis. 

B. Gaps in Current Literature 

Gaps in the current literature regarding comparative studies 
of dimensionality reduction techniques using RBM, KPCA, 
and t-SNE for micro-expression recognition may include: 

1) Limited comparative analysis: The existing literature 

may lack a comprehensive comparative analysis of RBM,  

KPCA, and t-SNE are particularly relevant to micro-

expression recognition. This gap may hinder a comprehensive 

understanding of the relative performance of these techniques 

in addressing the unique challenges posed by micro-

expression recognition tasks. 

2) Application-specific evaluation: The literature may not 

adequately mention the application-specific evaluation of 

dimensionality reduction techniques for micro-expression 

recognition. This gap may lead to a lack of insight into the 

practical implications and limitations of RBM, KPCA, and t-

SNE in real-world micro-expression recognition scenarios. 

3) Empirical validation: There may be a lack of empirical 

validation studies that accurately compare the performance of 

RBM, KPCA, and t-SNE in the context of micro-expression 

recognition. This gap may limit the availability of evidence-

based knowledge regarding the suitability of these techniques 

for real-world micro-expression recognition applications. 

4) Interpretability and explainability: The literature may 

not adequately address the interpretability and explainability 

of dimensionality reduction techniques in the context of 

micro-expression recognition. This gap can make it difficult to 

understand how these techniques impact the interpretability of 

microexpression recognition models. 

Filling these gaps in the current literature through a 
comprehensive comparative study can significantly contribute 
to the advancement of knowledge in the field of micro-
expression recognition and dimensionality reduction 
techniques. 

C. How Does this Study Further Existing Knowledge? 

This study attempts to knowledge in the fields of micro-
expression and dimensionality reduction in two ways. We 
cannot ignore that a very wide range of interesting studies is 
done by researchers in both fields micro-expression and 
dimensionality reduction. However, this study does a 
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combination of analysing micro-expression and dimensionality 
reduction. 

The very first attempt of this study is to do a comparison of 
the three algorithms that are used for dimensionality reduction. 
Not any comparison between them has found in the literature 
review still now. Secondly, this study will contribute to the 
micro-expression fields. By combining the dimensionality 
reduction techniques this study contributes to increasing the 
accuracy of classifications models for micro-expression cases. 

VI. CONCLUSIONS 

In this comparative study, three dimensionality reduction 
techniques, namely Restricted Boltzmann Machines (RBM), 
Kernel Principal Component Analysis (KPCA), and t-
distributed Stochastic Neighbor Embedding (t-SNE), were 
examined for their applications in micro-expression 
recognition. 

The RBM technique is a type of unsupervised learning 
algorithm that is effective in extracting high-level features from 
raw data. It has been widely used in various pattern recognition 
tasks, including micro-expression recognition. RBM can 
effectively reduce the dimensionality of the data while 
preserving important discriminative information, making it 
suitable for micro-expression recognition. 

KPCA, on the other hand, is a nonlinear dimensionality 
reduction technique that maps the data into a higher-
dimensional feature space, where the linear separation between 
different classes is maximized. It has been successfully applied 
in various facial expression recognition tasks, including micro-
expression recognition. KPCA can capture the nonlinear 
relationships between micro-expressions, which can improve 
the recognition accuracy. 

t-SNE is a recently developed dimensionality reduction 
technique that is particularly effective in visualizing high-
dimensional data. It has been widely used in various data 
visualization tasks, including micro-expression recognition. t-
SNE can preserve the local structure of the data while revealing 
the global structure, making it useful for understanding the 
underlying patterns in micro-expressions. 

In this study, a comparative analysis was conducted to 
evaluate the performance of RBM, KPCA, and t-SNE in 
micro-expression recognition. The RBM technique achieved an 
average recognition accuracy of 85% and Computational Time 
of 120 seconds on a CASMEII dataset of micro-expressions; 
KPCA - 80% and 300 seconds; t-SNE 82% and 150 seconds, 
as shown in Fig. 6 and Table IV.  

Based on the concrete values provided from the comparison 
results, we can conclude: 

 RBM is the most efficient method in terms of both 
accuracy and computational time. 

 KPCA, despite being the most computationally 
intensive, offers the least accuracy. 

 t-SNE stands in the middle, offering a compromise 
between accuracy and computational time. 

These results suggest that for tasks where time and 
accuracy are critical, RBM would be the preferred method.  

The experimental results showed that all three techniques 
achieved promising results in terms of recognition accuracy. 
However, RBM outperformed KPCA and t-SNE in terms of 
computational efficiency, while t-SNE provided better 
visualization of the micro-expression data in Fig. 7. 

In conclusion, RBM, KPCA, and t-SNE are all effective 
dimensionality reduction techniques for micro-expression 
recognition. The choice of technique depends on the specific 
requirements of the application, such as computational 
efficiency or visualization needs. Further research can be 
conducted to explore the combination of these techniques or 
the use of other dimensionality reduction methods to improve 
micro-expression recognition performance. 

VII. FUTURE WORK 

The current work includes several areas for future research 
and improvement of the current work. The key points are:  

 Explore combining dimensionality reduction techniques 
such as RBM, KPCA, and t-SNE to determine whether 
a hybrid approach can improve micro-expression 
recognition performance over individual techniques. 

 Test other dimensionality reduction techniques, such as 
autoencoders and UMAP,  to assess whether they yield 
better results than the techniques studied. 

 Deep learning models such as Convolutional Neural 
Networks (CNNs) have shown good performance in 
facial expression recognition tasks, so Incorporate them 
after dimensionality reduction. 

 Explore micro-expression recognition applications such 
as lie detection, psychological analysis, and diagnosis 
of mental illness, where subtle facial expressions are 
important. 

Future extensions will improve the comprehension of 
micro-expression recognition and its practical applications. 
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Abstract—A new method for extracting traffic parameters 

from UAV videos to assist in establishing a car-following model is 

proposed in this paper. The improved ShuffleNet network and 

GSConv module were introduced into the Yolov7-tiny neural 

network model as the target detection stage. HOG features and 

IOU motion metrics are introduced into the DeepSort multi-

object tracking algorithm as the tracking matching stage. By 

building a self-built UAV aerial traffic data set, experiments were 

conducted to prove that the new method improved a few 

detection and tracking indicators. In addition, it improves the 

false detection, missed detection, wrong ID conversion and other 

phenomena of the previous algorithm, and improves the 

accuracy and lightweight of multi-target tracking. Finally, gray 

correlation was applied to analyze the traffic parameters 

extracted by the new method, and the driver's visual perception 

of collision was introduced into the car-following model. Through 

stability analysis, small disturbance simulation and collision risk 

assessment, the newly proposed traffic flow parameter extraction 

method has been proven to improve the dynamic characteristics 

and safety of the car-following model, and can be used to 

alleviate traffic congestion and improve driving safety. 

Keywords—UAV; Yolov7-tiny; DeepSor; Car-following model; 

Stability analysis; Traffic congestion; safety assessment 

I. INTRODUCTION 

Traffic congestion leads to low transportation efficiency 
and air pollution. Frequent traffic accidents lead to casualties 
and economic losses. These problems are all important 
challenges facing the development of modern transportation. 
Researchers have developed numerous models based on traffic 
flow theory to explain traffic phenomena, thereby improving 
traffic efficiency and driving safety. Furthermore, the 
collection of data required for modeling has always been the 
basis and hot spot of research. UAV aerial video data is 
extremely informative both in content and time. The UAV is 
rapidly popularized due to its lightweight, easy operation, and 
low cost, making them increasingly important in the field of 
target detection and tracking [1-3]. It is often used in traffic law 
enforcement and monitoring in various countries. However, 
how to use drone aerial photography to assist in building a 
driver behavior model still needs to be explored. 

The key to the application of UAV aerial photography data 
collection lies in the video vehicle detection and tracking 
algorithm, which extracts its speed, trajectory and other 
information through vehicle position information at different 
times. With the rapid development of deep learning technology 
in recent years, in terms of vehicle target detection, researchers 
have proposed a variety of improved target detection neural 
networks for different scenarios and tasks. Among them, the 

yolo series of single-stage multi-target detection algorithms is 
widely used due to its obvious advantages. Makarov et al. [4] 
used the yolo V2 network to realize the recognition of cars, 
large vehicles and other objects from the UAV perspective. 
Hoslain [5] and others migrated YOLO V3 and SSD to the 
edge-side onboard GPU Jetson TX2. Jetson Xavier 
implemented UAV detection of vehicles and provided accurate 
target locations and vehicle types. In addition, the problems 
introduced by the drone aerial photography perspective have 
been optimized. For example, to address the problem of an 
increase in small targets caused by UAVs. Zhang et al. [6] 
inserted three Spatial Pyramid Pooling modules between the 
fifth and sixth convolutional layers in front of the three 
detection heads of the YOLO V3 network to design the silm-
yolo V3-SPP3 network. In order to solve the problem of low 
detection efficiency caused by the sparse and uneven 
distribution of target categories from the perspective of a drone. 
Li et al. [7] proposed DS YOLO V3, which added multiple 
detection heads connected to different layers of the backbone 
network to detect targets of different sizes. In addition, a multi-
scale channel attention fusion module is designed to utilize 
complementary channel information. 

In terms of UAV aerial photography target tracking, 
commonly used methods based on target trajectory mainly 
include Karman filtering and deepsort framework. Luo et al. [8] 
used yolov5 for feature extraction, Kalman filter to extract 
target motion information and update predictions, and 
Hungarian matching algorithm to obtain tracking results. 
Khalkhali et al. [9] proposed SAIKF (Situation Assessment 
Interactive Kalman Filter), which uses situation assessment 
information extracted from the traffic history of the same 
environment to improve tracking performance. The target 
trajectory prediction based on deepsort is as follows. Ning et al. 
[10] used yolov5 to obtain the real-time position of the target, 
and combined with the deepsort framework to achieve the 
speed measurement of the target. In addition to the above 
applications, many scholars have made various corresponding 
improvements to address the problems that arise in multi-target 
tracking from the UAV perspective. Du et al. [11] used OSNet 
to replace the simple feature extractor in Deep-SORT, used 
global clues to associate it with the trajectory, and proposed the 
EMA (Exponential Moving Average) strategy to achieve a 
more accurate association between small trajectories and 
detection results. Huang et al. [12] generated target bounding 
boxes through different prediction networks, performed 
cascade matching on all trajectories and detection results, 
performed unmatched tracking and detection through GIOU 
matching, and generated the final trajectory. 
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By establishing a mathematical model of the relative 
motion relationship between vehicles, car-following models are 
often suitable for the development of autonomous driving 
systems and traffic flow simulations.  Therefore, it has been a 
hotspot in traffic flow research, and scholars have achieved 
rich achievements. Zhang [13] proposed a bi-directional visual 
angle car-following model considering collision sensitivity, 
which improved the dynamic characteristics and driving safety 
of car-following and lane-changing in the traffic flow. Zhang 
[14] proposed a small-radius curve following model that 
considers the driver's desired visual angle based on the impact 
of two-point preview steering decisions and parking sight 
distance on small-radius curve following behavior from the 
perspective of the driver's visual characteristics. Liu et al. [15] 
optimized traffic at signalized intersections by incorporating 
short-term driving memory on driver behavior. Ma et al. [16] 
introduced memory effect of headway changes into the driver 
behavior. Simulations demonstrate it has a significant effect on 
alleviating traffic congestion. 

To sum up, the target detection and tracking technology of 
drone aerial videos is relatively mature. However, there are still 
some limitations in using UAV aerial photography to collect 
information to assist in driving behavior modeling: (1) Due to 
the size limitations of UAV equipment, there is still room for 
improvement in high-speed and high-precision traffic 
information collection. (2) Vehicle data that can quantify the 
driver’s physiological and psychological behavior from a 
microscopic perspective is difficult to extract. (3) It is difficult 
to use traffic survey data to model driving behavior while 
optimizing the dynamic characteristics and safety of traffic 
flow. This study proposes a new method of assisted modeling 
of UAV aerial car-following images to solve the above 
problems. The method we proposed for the above problems 
has the following advantages: (1) The improved lightweight 
video detection network and improved target tracking method 
are conducive to improving the accuracy and speed of traffic 
information collection in UAV aerial videos. (2) A method that 
can collect the driver’s psychological following behavior is 
proposed. (3) A method is proposed to use collected traffic data 
to model driving behavior to simultaneously improve dynamic 
characteristics and safety. 

The remaining parts of this study are structured as follows:  
Our proposed method for extracting traffic parameters from 
UAV videos is described in detail in Section II. The 
improvements of the new traffic parameter extraction method 
in target detection, tracking and car-following behavior 
modeling are verified through experiments. The experiment 
results are described in the Section III. The collected traffic 
data is used to model the driver's psychological car-following 
behavior, and its dynamic characteristics and safety are 
improved in the Section IV. The work of this research is 
summarized and future work is prospected in Section V. 

II. MATTER AND METHODS 

Fig. 1 shows a new method of extracting traffic parameters 
from UAV video to assist in establishing a car-following model. 
The method is divided into four stages: image processing, 
target detection, target tracking and traffic flow modeling. We 
introduce them separately below. 

A. Transformation of Coordinate Systems 

The real traffic parameters are obtained by converting the 
image coordinates into real coordinates to calculate the traffic 
parameters. Establishing a transformation matrix between 
image coordinates and world coordinates is the basis for traffic 
parameter extraction. Therefore, one frame of image in each 

video is selected as the reference frame 0N of the video; 

several marker points are marked on the reference frame, their 
image coordinates are recorded, and the world coordinates of 
the same marker points are obtained. The same two sequences 
in the two coordinate systems have a corresponding 
relationship. The conversion between the two sets of 
coordinate systems can be achieved through the perspective 
projection matrix T of the reference frame image coordinate 
system and the world coordinate system. The coordinate 
relationship is as follows: 
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Fig. 1. UAV aerial images assist in establishing car-following models system. 
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where,  1u v  is the world coordinate, and  0 0 1x y  is the 

image coordinate of the reference frame. Since the image 
coordinates are two-dimensional coordinates, the coordinate 
system conversion problem is transformed into a single plane, 
so the elevation direction parameter in the three-dimensional 
coordinates is 1. Substituting the world coordinates and the 
image coordinates of the reference frame into the Eq. (1), the 
perspective projection matrix T  can be obtained. 

B. Image Matching 

In actual scenes, the camera may be subject to external 
interference (such as breeze) and undergo slight displacements 
and changes in pitch angle. Especially for drones, it is 
impossible to be completely still during the process of 
collecting data, and the image coordinates of the same fixed 
point in different frames will change. Therefore, after 
completing the conversion of image coordinates and world 
coordinates, it is necessary to obtain the rotation displacement 
matrix w  in the following formula to calibrate the 

correspondence between the n th frame and the reference 

frame w . 
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where,  ,n nx y is the image coordinate of the nth frame; 

 0 0,x y is the image coordinate of the reference frame 0N , 

C. Improved Target Detection Algorithm 

In the target detection stage, the improved yolov7-tiny 
target detection model is first used to identify the input image 
of each frame of the video, and the detecting bounding box is 
obtained by screening. Then, the detecting bounding box is 
extracted through the convolutional neural network model to 
obtain depth features and manual HOG features. These two 
features are called the appearance features of the detecting 
bounding box. Finally, the appearance characteristics of the 
detecting bounding box and the position information 

characterizing its motion characteristics are input into the 
tracking and matching stage. This article considers using a 
more lightweight feature aggregation scheme, which requires 
fewer parameters and less calculations while ensuring rich 
features. Therefore, an improved yolov7-tiny target detection 
model is proposed. First, we use the idea of ShuffleNet, a 
lightweight network for image classification, to improve 
Backbone to reduce dense connections and increase network 
depth. Reducing dense connections can reduce the overall 
calculation amount, while appropriately increasing the network 
depth can obtain richer features. Secondly, in the Neck part of 
the model, the lightweight module GSConv is used for feature 
aggregation and ELAN is improved to further reduce the 
amount of model parameters, calculation amount and size 
while ensuring that rich features are not lost. In this way, the 
improved YOLOv7-tiny network is shown in Fig. 2. 

1) Improved shuffleNet network: In the two basic modules 

of the ShuffleNet [17] network, after the input features enter 

the right branch, Grouped Convolution (GConv) is first 

performed, then channel shuffle is performed, and then 

Depthwise Convolution (DW Conv) with a convolution kernel 

size of 3 is performed. Finally, perform a Grouped 

Convolution. The entire process can significantly reduce the 

parameters of the network, but the resulting feature map will 

lose semantic information and also cause some loss in 

accuracy. 

Based on the above analysis, the right branches of the two 
basic modules in Fig. 3(a) are improved. First, depthwise 
separable convolutions are replaced by group convolution 
modules. Through grouping, on the premise of increasing the 
amount of parameters, a certain amount of information can be 
exchanged between each channel of the feature map; secondly, 
the channel shuffling operation is changed to a standard 
convolution with a convolution kernel size of 1, and places it at 
the end of the branch. Standard convolution operations can 
play the same role, while also further enriching the semantic 
information of the feature map without adding parameters. 

Input

CBM
MP

CBM

UP

CBM UP

CBM

CBM

CBM

CBM

SP SP SP

CBM

GSPSPP

Backbone
Neck Head

ELAN-GS

ELAN-GS

ELAN-GS

ELAN-GS

GSConv
GSConv

GSConv

GSPSPP

Unite_a

Unite_a

Unite_a

Unite_b×3

Unite_b×7

Unite_b×3

ELAN-GS

 concat

concat

CBM

CBM

CBM

CBM

CBM

Input

Input

concat

concat

concat

concat

concat

GSConv

GSConv

GSConv

 

Fig. 2. Improved yolov7-tiny. 
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Fig. 3. Improved shufflenet. 

2) GSConv module: The GSConv[18] structure is shown 

in Fig. 4. The input and output channel numbers are C1 and 

C2 respectively. First, the number of channels is reduced to 

C2/2 due to a standard convolution, and then it goes through a 

depth-separable convolution, and the number of channels 

remains unchanged. The channel information is evenly 

disrupted by shuffling, and the extracted semantic information 

is enhanced. Then the expressive ability of image features is 

improved and enhanced with the fusion of feature information. 

When the network performs feature fusion at the Neck 
layer, semantic information will also be continuously 
transmitted downward. When the height, width and number of 
channels of the feature map are continuously compressed and 
expanded, the loss of part of the semantic information will 
affect the final prediction. This article introduces the GSConv 
module into the Neck layer of the network, using the GSConv 
module instead of standard convolution for upsampling and 
downsampling, reducing the amount of parameters and 
calculations of the model, and ensuring the sampling effect to 
the greatest extent. In addition, GSConv is also introduced into 
the ELAN module for improvement as shown in Fig. 4. The 
two convolutions before the Concat layer use the GSConv 
module to reduce the number of parameters of the model while 
ensuring detection accuracy and "slimming down" the ELAN 
module. 

Conv

DWConv Concat Shuffle

 
Fig. 4. GSConv module. 

D. Improved Target Tracking Algorithm 

The tracking matching stage obtains motion features and 
appearance features based on the target detection stage, and 
measures the similarity with the predicted motion features and 
appearance features of the existing tracked target. Then the 
correlation matrix is fused and cascade matching is performed. 

The detecting bounding box and tracking target that failed 
to complete the matching are matched again by IOU. Through 
two matching processes, the pairing of the current frame 
detecting bounding box and the existing tracking target is 
completed. Finally, the status flag of the tracking target in the 
tracker is updated, and the update and prediction of the Kalman 
filter are completed. 

1) Motion feature measurement based on IOU: In order to 

better measure the motion characteristics in multi-target 

tracking, this paper proposes to use the IOU measurement of 

the detecting bounding box and the tracking target prediction 

frame to replace the Mahalanobis distance measurement 

method in the DeepSORT algorithm. 

In DeepSort, the degree of matching between the detecting 
bounding box and the motion characteristics of the previously 
tracked target's predicted position is characterized by the 
Mahalanobis distance between the two. The Mahalanobis 

distance ( , )d i j  between the tracking target i  and the 

detection target j is expressed as, 

    
T

1( , ) j i i j id i j x y S x y    (3) 

where, 
jx  and iy  respectively are the observed quantities 

for detecting target j and the predicted quantities for tracking 

the motion of target i , and iS  represents the state covariance 

matrix of the Kalman filter. The larger the Mahalanobis 
distance, the greater the difference in motion characteristics 
between the two. False correlations can be excluded by setting 
a threshold for the Mahalanobis distance. 

However, this Mahalanobis distance measure only uses the 
distance relationship between the detecting bounding box and 
the tracking target, and cannot accurately describe the motion 
information of the two. When two targets with similar 
appearance characteristics are close to each other, it is easy to 
cause ID switching problems. At the same time, when the 
tracking target is After occlusion for a period, the Mahalanobis 
distance is affected by the increased uncertainty of Kalman 
filter prediction, making it difficult to reliably measure the 
motion state. The motion feature measurement based on IOU 
can more accurately describe the positional relationship 
between the detecting bounding box and the tracking target. 
The formula is: 

 
 
 

( , )
i j

i j

Area P Q
IOU i j

Area P Q





 (4) 

The value range of ( , )IOU i j  is [0,1], and the IOU 

distance between the tracking target i  and the detection target 

j is 

 IOU ( , ) 1 ( , )d i j IOU i j   (5) 

Through the IOU measurement method, the difference in 
motion features between the detecting bounding box and the 
tracking target can be more accurately measured, and the 
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motion feature value threshold matrix expression can be 
obtained: 

  IOU IOU IOU( , ) ( , )b i j I d i j t „  (6) 

In the formula, I is the indicator function, which takes 1 
when the conditions are met, and 0 otherwise. After 

experiments, IOUt  is set to 0.9, which can eliminate most of the 

erroneous correlations between the detecting bounding box and 
the tracking target prediction frame, improve tracking accuracy, 
and reduce the number of ID switching times. 

2) Appearance feature measurement based on HOG 

feature: In order to more accurately associate the matching 

detecting bounding box and the tracking target in the tracking 

and matching stage, this paper proposes to fuse the HOG 

feature distance in the cascade matching view feature 

measurement. The HOG feature is characterized by statistics 

and calculation of the gradient direction histogram of the local 

area of the image. It is often used to characterize the edge 

information of objects and is widely used in image recognition. 

It can maintain good invariance to geometric deformation and 

illumination changes of the detection frame. Moreover, 

extracting the HOG features of the calculated image requires a 

small amount of calculation, fast operation, and has little 

impact on speed performance. By introducing HOG feature 

distance fusion, it can better reflect the shallow image features 

of the target and improve the accuracy and robustness of 

appearance similarity measurement. 

In the target detection stage, the size of the obtained 
detection frame is adjusted to 256x128, the pre-trained ResNet-

18 network is input, and the 512-dimensional depth feature 
jD

is output. Then the HOG features of the detection frame are 

extracted and the 8505-dimensional HOG feature
jH  is output. 

The HOG feature distance uses the minimum cosine 
distance as the measurement criterion, and are only calculated 
for the features in the N  frames closest to the tracking target i . 

They can be expressed by the following formulas respectively. 

    T

HOG HOG HOG 1
( , ) min 1 ,

N
i i i i i

j k k k k
d i j H H H R R H


   ∣ (7) 

  HOG 1

N
i i

k k
R H


  (8) 

Similarly, the appearance feature distance measurement 

also has a threshold Ft to avoid false matching. Its expression 

is: 

  ( , ) ( , )F F Fb i j I d i j t „  (9) 

where, Ft  is usually set to 0.2. Combining the two 

thresholds of Eq. (5) and Eq. (7), the threshold function ( , )b i j  

is obtained, and its formula is as follows: 

 IOU( , ) ( , ) ( , )Fb i j b i j b i j  (10) 

In the formula, represents the Hadamard product of the 

matrix. The fusion coupling matrix 
,i jC can be obtained from 

the fusion appearance distance, and the expression is: 

 
, ( , ) ( , )i j FC d i j b i j  (11) 

The fusion correlation matrix is matched using the 
Hungarian matching rule to obtain the correct correspondence 
between the tracking target and the detecting bounding box. 

E. Gray Correlation Calculation 

We use gray correlation to analyze the correlation between 
the driver's visual factors and acceleration decisions during car- 
following. Gray relational analysis is well suited for studies of 
small sample size data sets and fleeting microscopic driving 
behaviors. The calculation steps are as follows. 

1) Determine the analysis sequence: We select the 

acceleration of the following vehicle as the reference 

sequence, { ( ) | 1,2 , }A A j j n  ; The newly introduced 

visual angle related parameters are selected as the comparison 

sequence,  ( ) | 1,2, ,i i j j n   . 

2) Dimensionless variables 

 
2

1
( ) ( ) ( ) , 1,2, , ; 0,1,2, ,

m

i i i
i

x j X j X j j n i m


      (12) 

3) Calculate gray correlation coefficient 

The gray correlation coefficient between 
( )ia j

 and 
( )i j

 
is 

( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

minmin maxmax
( )

maxmax

i i
j j

i

i

i

i

j

i

i

a j j
j

j a j

a j j a j j






 

  


  
 (13) 

Let Δ ( ) ( ) ( )i ij y j x j  , the following can be obtained. 

 

minminΔ ( ) maxmaxΔ ( )

( )
Δ ( ) maxmaxΔ ( )

i i
i i

i
i i

j j

ji

j j

j
j j











 (14) 

where, (0, )  is the resolution coefficient. Generally, 

the value range of   is  0,1 . Here we set 0.5  . 

4) Calculate gray correlation 

 
1

( ) , 1,2, ,
n

i i
j

r j n j n


    (15) 

III. EXPERIMENTAL RESULTS AND DISCUSSIONS 

This experiment collected and annotated a video data set 
containing 12 groups of traffic scenes named UVACAR-MOT. 
The video data is 30 frames/s, and one frame is extracted every 
three frames to form a new video sequence. We selected eight 
groups as training sets and four groups as validation sets. The 
experimental setup employs the AutoDL cloud computing 
platform with a Linux system, 32GB of memory, and  PyTorch 
1.7 for deep learning. The graphics card is NVDIA Quadro 
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V100 with 32G of video memory. In the target tracking 
experiment parameter settings, the initial frame is three frames; 
the maximum threshold distance for IOU matching is 0.7; and 
the maximum retained frame for lost tracking is 30. The 
number of frames for calculating appearance characteristics is 
N=100. In the target detection experiment parameter settings, 
the detecting bounding box confidence threshold of yolov7-
tiny is 0.3, and the IOU threshold of NMS non-maximum 
filtering in yolov7-tiny is 0.5. 

A. Target Detection 

Table I shows that compared with the SSD algorithm and 
the yolov7-tiny algorithm, the improved yolov7-tiny algorithm 
has an increase in average accuracy and a decrease in 
parameter scale. The new algorithm has the characteristics of 
better detection accuracy, low parameters and low 
computational load. Compared with the mainstream yolo5s, it 
is more suitable for deployment on drones. Although the 
accuracy of the new algorithm is slightly lower than that of 
yolox-s, the parameters and model size are lower. 

TABLE I.  OTHER IMAGE DETECTION ALGORITHMS ON UVACAR-MOT 

 mAP_0.5% mAP_0.95/% Params/10
6 

Flops/10
9 

Size/MB 

SSD 49.1 29.2 40.3 371.2 267.6 

YoloV7-tiny 54.1 36.2 5.8 14.3 11.9 

Yolo5s 55.3 35.8 6.6 15.2 13.5 

Yolox-s 58.3 39.9 8.9 25.7 67.5 

ours 58.1 39.5 4.7 13.2 10.9 

Fig. 5 and Fig. 6 respectively show the improvement effect 
of the improved yolov7-tiny on missed detections and false 
detections. Fig. 5(a) shows the missed detection of car no. 5 
under occlusion for the yolov7-tiny algorithm. Fig. 5(b) shows 
that car no.5 is still detected under the improved yolov7-tiny 
algorithm. This shows that GSConv in the new algorithm 
enhances feature richness and makes detection more accurate. 
Fig. 6(a) shows that yolov7-tiny false detection curbstones as 
vehicles. The detection accuracy of the improved yolov7-tiny 
in the same detecting bounding box is shown in Fig. 6(b). This 
shows that the improved shuffleNet in the new algorithm 
effectively enhances the feature extraction capability and 
improves the accuracy of vehicle detection. 

    
               (a) yolov7-tiny                                  (b) Improved yolov7-tiny 

Fig. 5. Improved target detection algorithm improves missed detections. 

     
               (a)yolov7-tiny                                  (b) Improved yolov7-tiny 

Fig. 6. Improved target detection algorithm improves false detections. 

B. Target Tracking 

Table II shows that most of the indicators of improved 
yolov7-tiny+deepsort in the UAVCAR-MOT data set are better 
than the deepsort tracking algorithm. The improvement of 
specific MOTA and MOTP indicators shows that the tracking 
accuracy has been greatly improved. IDsw is reduced to two 
times, which proves that the number of ID switching times for 
tracking the same target is very small and the tracking retention 
ability is strong. 

TABLE II.  OTHER IMAGE TRACKING ALGORITHMS ON UVACAR-MOT 

 MOTA/% MOTP/% IDsw
 

MT/% FPS 

EAMTT 51.88 73.81 45 71 16.77 

POI 64.34 70.56 43 72 17.25 

Sort 58.45 74.79 39 70 29.92 

Deepsort 61.41 74.73 34 72 18.53 

Ours 62.02 76.51 2 74 28.83 

   
         (a) yolov7-tiny+deepsort                           (b) yolov7-tiny+deepsort 

    
(c) Improved yolov7-tiny+deepsort           (d) Improved yolov7-tiny+deepsort 

Fig. 7. Improved target tracking algorithm to improve ID hopping. 

  
       (a) yolov7-tiny+deepsort                       (b) yolov7-tiny+deepsort 

    
(c) Improved yolov7-tiny+deepsort          (d) Improved yolov7-tiny+deepsort 

Fig. 8. Improved target tracking algorithm improves false detection of 

shadow. 

Fig. 7 shows the different tracking effects of the improved 
front and rear tracking algorithms when blocked by trees. In 
Fig 7(a), the ID of the same vehicle in the two bounding box s 
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is switched from 3 to 2 when using the improved yolov7-
tiny+deepsort algorithm. However, no such switching occurs 
after using the yolov7-tiny+deepsort algorithm in Fig. 7(b). 
This reflects that the improved yolov7-tiny+deepsort algorithm 
has better tracking capabilities. Fig. 8 shows the impact when 
light and shadow changes occur. Fig. 8(a) shows the red arrow 
vehicle being given two tracking IDs and boxes of different 
sizes. However, such an error did not occur in Fig. 8(b). This 
shows that the fusion of appearance feature measurement with 
HOG feature distance can improve the accuracy of appearance 
feature measurement and tracking accuracy. 

C. Target Tracking 

In the traffic phenomenon investigation experiment, we 
chose Jinye Road, Xi'an City, China, and its satellite map is 
shown in Fig. 9. The aerial photography scene is shown in Fig. 
10.We chose clear and windless weather at 3 pm. Furthermore, 
there are more types and numbers of vehicles on this road, but 
there is no congestion. The image collection equipment uses a 
zoom drone, and the video quality is 1080p, 30fps.In order to 
avoid errors caused by image distortion in the later stage as 
much as possible, we hovered the drone at 90° directly above 
the road to shoot and kept the height at 145m. Table III shows 
one of our multiple sets of aerial traffic data. We selected the 
vehicle with ID 20 as the following car (width=1.6m) and 
extracted relevant image and driving data. 

The correlation between the driver's visual factors and 
vehicle acceleration in Table IV calculated from Table III are 
all above 0.65. This shows that they are strongly related. In 
addition, we found that when the driver makes the acceleration 
and deceleration decision, the consideration of the possibility 
of collision is more important than the headway and velocity. 

 

 
Fig. 9. Google maps for car-following. 

 
Fig. 10. Target tracking for car-following. 

TABLE III.  AERIAL TRAFFIC DATASET 

Pixel coordinates ( )na t  ( )nv t  ( )n t  ( )n t  m
t ( )  m

t ( )  m m m mt t t t   ( ) ( ) ( ) ( )  
m m

t t ( ) ( )  

(723,351) 0.0500 12.1040 -0.0019 -0.0010 0.1294 0.0045 0.0348 -0.5498 

(724,351) 0.1750 12.2500 -0.0021 -0.0012 0.1303 0.0062 0.0479 -0.5852 

(726,352) -0.0125 12.3850 -0.0024 -0.0015 0.1316 0.0084 0.0635 -0.6620 

(728,353) 0.1000 12.5082 -0.0027 -0.0021 0.1332 0.0086 0.0644 -0.8065 

(730,353) -0.0875 12.4025 -0.0031 -0.0028 0.1350 0.0115 0.0854 -0.9518 

(732,354) -0.0250 12.1850 -0.0036 -0.0042 0.1373 0.0089 0.0652 -1.1941 

(735,356) -0.1000 11.7400 -0.0045 -0.0068 0.1391 0.0085 0.0614 -1.5910 

(737,357) -0.2000 11.3600 -0.0058 -0.0088 0.1408 0.0065 0.0459 -1.5991 

(739,356) -0.1750 10.9200 -0.0076 -0.0144 0.1421 0.0048 0.0335 -2.0249 

(743,357) -0.1875 10.6650 -0.0105 -0.1000 0.1430 0.0012 0.0081 -10.2236 

TABLE IV.  GRAY RELATIONAL DEGREE 

factor ( )nV t  ( )n t  ( )n t  m
t ( )  m

t ( )  m m

m m

t t

t t

 

 


( ) ( )

( ) ( )
 m

m

t

t





( )

( )
 

Correlation 0.807 0.820 0.802 0.711 0.790 0.794 0.873 
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IV. APPLICATIONS OF MODELING 

A. Baseline Model 

Based on the optimized speed following model, Jiang [19] 
proposed a classic full speed difference model with over a 
thousand references. 

  ( ) ( ) ( ) ( )n n n na t V x t v t v t         (16) 

where, and  are the sensitivity coefficient. ( )nx t and 

( )nv t  are respectively the relative distance and velocity 

between the front and rear vehicles. 

However, from the perspective of driver psychology, the 
most important perceptual information in car following 
behavior may be visual information. so Jin [20] replaces the 
traditional headway with the visual angle in following behavior. 

  ( ) ( ) ( ) d ( ) dn n n na t V t v t t t         (17) 

  Δ
n n

t w x t l  ( ) ( )  (18) 

where, ( )n t  is the visual angle of drivers. w and l are the 

width and length of leading vehicles. d ( ) dn t t  represents 

change rate of visual angles. ( )nV  is the optimized velocity.  

B. New Model Derivation 

The TTC is the time until vehicles crash assuming the 
collision path and velocity differential are maintained [21]. The 
driver of the following car will take control measures such as 
acceleration or deceleration according to the change in TTC 
with the leading vehicle [22]. The commonly used traffic 
accident alternative evaluation index TTC is used as our 
reference. We combine the correlation between the driver's 
visual psychology and driving operations in Table 4 to try to 
establish a more realistic and accurate car-following model to 
quantify the risk perception of collision accidents. Therefore, 
driver sensitivity to lateral collision is incorporated into the 
visual angle model to improve the stability and safety of traffic 
flow. The TTC expression for a single lane can be written as 

 1

1

) ( )
TTC ( )

( )

(

( )

m m

m m

m

m

m

x t x t
t

v t v t









 


 (19) 

where, 1( )mx t , ( )mx t  and 1( )mv t , 1( )mv t  are the position 

and velocity of vehicles. However, the car-following 
considering lateral influence has the following geometric 
relationship as shown in Fig. 11. 

 

Fig. 11. Car-following behavior with visual angle. 
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where, L ( )m t  is the distance between the midpoint of tail 

of preceding vehicles and the midpoint of head of the 

following vehicles, S ( )m t is the distance between the head of 

preceding vehicles and the conflict point. The angle  m t  

defined by L ( )m t  and the distance to the collision point. We 

assume that the leading car maintains constant velocity and 

 m t  for the current brief time. we roughly think that

   tan m mt t  . Substituting Eq. (20) into Eq.(21) and 

eliminating the  sin m t . 
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   (22) 

Then the potential collision with side vehicle can be 
expressed. 

 
1
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m m
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( ) ( )
 (23) 

Therefore, we extend the TTC indicator in car-following 
behavior to car-following behavior, and can obtain a new 
visual angle model considering collision visual sensitivity: 
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The comprehensive optimization velocity is as follows: 

 
     

  

1 2 1

2

( ), ( ) 2 t

t

an (

2

) 2

( )

tanh 1

an 2

m m m m

m m

V t t V V C w t

t Cw

  

 

  

 

    (24) 

These parameters 1 2 1, ,V V C
, 2C

were verified by Zhang [14]. 

C. Stability Analysis 

We assume that same size vehicles traveling on a ring road 
with a uniform flow as the initial state. Each vehicle maintains 

the same headway h with adjacent vehicles at a uniform 

velocity ( )V h .So, the initial moment can be considered as, 

 
0

0 0( ) ( , )mx t hn V t    (25) 

where
 0 2arctan 2w h l     ,

 0 2arctan 4 2w h l     . 

When the perturbation ( )my t  appear, we can obtain  
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 0( ) ( ) ( )m m mx t x t y t   (26) 

Visual angles formed by the driver when he observes 
himself and the side vehicle, and angles formed by side vehicle 
and the collision position are respectively expressed as, 

  , 1( ) 2arctan 2 ( )m m mt w x t l 
      (27) 

  , 2( ) 2arctan 2 ( )m m mt w x t l 
      (28) 

  , 1( ) arctan tan ( ) tanm m mt d x t l  
       (29) 

To facilitate calculation of the visual angle expression is 
linearized using Taylor expansion Substituting Eq. (27) into Eq. 

(27), Eq. (28) and Eq. (29) higher-order terms of ( )my t  can 

be rounded off. Drivers' visual angles are expressed as follows 
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Substituting  (31)~ (33) into (24), the following is obtained 
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(34) 

where,  
0 0

0 0 ,
, ( , ) ( )V dV d

   
    

 
 ,We expand  
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Expanding z  according to
2

1 2( ) ( )z z ik z ik   ,we can 

obtain as follows: 
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According to the hypothesis of long-wave expansion, if 2z  

is positive, traffic flow is still steady under small disturbances. 
Therefore, the stability curve is obtained. 
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Fig. 12. Stability curves at different . 

The stability curves of the car-following considering visual 
sensitivity to collision at different   are depicted in Fig. 12. 
The upper and lower sides of the stability curve respectively 
are stable and unstable regions. Stability curves of different 
collision sensitivity coefficients are depicted in Fig. 12. We 

set 1, 0.1, 3.6, 1.6b w     .When the parameters are

0, 0, 0b    , our model degenerates into the VAM and 
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the following vehicle only optimizes its own velocity 
according to leading vehicles on the current lane. The area 
formed by the x-axis and the stability curves of the new model 
shrinks as   increases, and is smaller than the area of FVDM 
and VAM in the Fig. 12. The order of areas formed by curves 
and x-axis in Fig. 12 is FVDM> VAM> SCVAM, and they 
gradually increase as  decreases. The findings indicate that 
the platoon is more stable if the visual collision factor is 
introduced into the car-following model. In addition, the 
stability gradually improves with the increase of visual 
collision sensitivity, and the dynamic performance is better 
than the full velocity difference (FVDM) and visual angle 
models (VAM). 

D. Simulation 

Within this part of the research, we performed a series of 
simulations on the evolution of small perturbations for the new 
visual model Eq. (24) to analyze its dynamic performance. To 
validate the theoretical results obtained above, numerical 
simulations of Eq. (15) with periodic boundary conditions is 
given. The time step is 0.1s . The initial setting was adopted. 

 

Δ (0) Δ (1) 5.0, ( 30,31)

Δ (0) Δ (1) 5.0 0.1, ( 30)

Δ (0) Δ (1) 5.0 0.1, ( 31)

i i

i i

i i

x x i

x x i

x x i
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where 100 vehicles are traveling on a 1500m ring road. 

 
                      (a)                                                             (b) 

 
(c)                                                                (d) 

Fig. 13. Space-time graphs of headway at different  . 

 
                         (a)                                                       (b) 

Fig. 14. (a) Hysteresis loops with different   (b) Velocity images of all 

vehicles with different  . 

Fig. 13(a) to Fig. 13(d) reflect the temporal and spatial 
evolution of the car-following model considering the visual 
sensitivity of collision with different  from 2000s to 2300s. 

The parameters are 0.41, 3.6, 20, 2b w     . The vehicle 

platoon is unstable at 0,10,20,30   by stability condition 

Eq.(39). Small disturbances in the system will gradually 
amplify over time and cause vehicle platoon congestion, which 
can be clearly seen in Fig. 11(a) to Fig. 11(c). Especially when 

the lateral distance b and collision sensitivity  are not 

considered, the newly proposed visual angle car-following 

model Eq. (24) degenerates to VAM ( 0, 0)b   , the greatest 

fluctuation is in headway as shown in Fig. 11(a). When 30  , 

the stability condition is satisfied, and the local disturbance of 
the distance between the vehicles in the platoon will gradually 

return to stable state in Fig. 11(d). Similar， the areas of 

hysteresis loops decrease gradually when the visual sensitivity 
of collision  increase in Fig. 14(a). As the visual sensitivity 
of collision   increases, the velocity fluctuation decreases are 
depicted in Fig. 14(b). 

Fig. 13 and Fig. 14 show that the stability of the vehicle 
platoon is well maintained when taking into account the 
collision visual sensitivity to the lateral and longitudinal 
leading vehicles. As the sensitivity  increases, the stability 
gradually increases. 

E. Safety Assessment 

The traffic conflict theory can observe a large amount of 
non-accident data before the accident, and estimate the 
dangerous action highly related to the accident by analyzing 
the vehicle. Numerous indicators have been developed for 
alternative safety measures to evaluate collisions risk. TTC is 
the most used indicator among them. However, traditional 
traffic conflict alternative indicators have two shortcomings: 1) 
They do not start from the driver's real visual perspective. The 
vehicle is regarded as a point, and the impact of its size on 
collision is not considered. 2) The potential risk of collision 
with the two vehicles in front is not considered when following 
a car. Therefore, we propose a new car-following collision risk 
indicator STTC, which is expressed as follows. 

  STTC= 1 m m m

m m

m m m

t t t

t t t

  
 

  

 
   

 

( ) ( ) ( )

( ) ( ) ( )
 (38) 

We also use the small perturbation evolution scenario in 
previous section to study potential collision risks. When the 
30th vehicle in the uniform traffic flow suddenly suffered a 
small disturbance, we selected it and five vehicles at the front 
and rear, a total of eleven vehicles, for potential collision risk 
assessment. Since the simulation step in car-following behavior 
is small and the velocity difference between nearby vehicles is 
small, we use a larger range of STTC to evaluate the risk. 
Similar to the common threshold standard of the TTC index, 

we define STTC<30sFrequency  as the traffic environment with 

potential collisions. With reference to the common 

international standards of TTC, STTC<3sFrequency and 

STTC<5sFrequency  are defined as the frequency of serious 

traffic conflicts and relatively serious traffic conflicts. 
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The safety of the entire platoon is evaluated by the 
dispersion of velocity and headway. The standard deviation of 
velocity and headway can be calculated by following formulas. 

       SD 1 SD 1, ,

1 1 1 1

v v M T h h M T

T M T M

v t m h t m

t m t m

       

   

 ，  (39) 

where v and h are the average velocity and headway. 

  

           (a) 0 0b  ，                                              (b) 10   

 

(c) 20                                               (d) 30   

Fig. 15. Statistical distributions for STTC with different   

TABLE V.  TOTAL OCCURRENCES OF STTC FOR DIFFERENT   

  0( 0)   10 20 30 

STTC<3sFrequency  720 441 0 0 

STTC<5sFrequency  952 875 0 0 

STTC<30sFrequency
 

2189 1646 442 0 

TABLE VI.  SD OF HEADWAY AND VELOCITY WITH DIFFERENT   

  0 ( 0)   10 20 30 

Velocity 4.61 3.03 0.49 0.05 

Headway 6.15 3.59 0.52 0.07 

Fig. 15 shows that when the collision sensitivity is not 

considered ( 0, 0)b   , the frequency of VT 3s  is the 

highest, and the risk of serious collision conflict is the highest. 
In addition, the frequency of dangerous driving within 5s 
threshold and the potential collision conflict within 30s 
threshold are also the highest. However, as the driver's 
sensitivity   to the collision of two vehicles intersecting in 
front increases, the frequency of the three safety evaluation 
indicators within the threshold gradually decreases until it 
completely enters a safe driving state. 

The STTC values of different collision sensitivities at 
different risk thresholds are counted in Table V. The standard 
deviation of the headway and velocity at different collision 
sensitivities   are descriptive statistics in Table VI. This 
shows that increasing the sensitivity to the collision of 

horizontal and longitudinal leading vehicles can reduce 
dispersion of headway and velocity, thereby improving driving 
safety. 

Through the above simulation experiments and statistical 
analysis, we found that after analyzing the traffic behavior data 
collected by flexible and convenient drone images, the newly 
established car-following model can describe the collision risk 
of driving behavior. And by enhancing the sensitivity of the 
newly introduced visual collision factor in the model as in 
Eq.(24), the driver's safety in car following behavior will be 
improved. This puts forward new ideas for safety modeling and 
evaluation of driving behavior. 

V. CONCLUSION 

To sum up, the method in this article for extracting traffic 
parameters from UAV video and applying it to assist in 
establishing a car-following model can improve the accuracy 
and lightweight of multi-target detection and tracking. The 
improved ShuffleNet network and GSConv module introduce 
the Yolov7-tiny target detection stage to reduce the number of 
parameters and calculations of the model and ensure accuracy. 
HOG features and IOU motion metrics are introduced into the 
DeepSort multi-target tracking algorithm to improve the target 
appearance representation capabilities and the accuracy of 
tracking targets. The traffic parameters extracted by the new 
method can be used to analyze driving psychology and car-
following behavior, and the analysis results can be used to 
model car-following behavior with the aim of enhancing both 
the safety and stability of traffic flow. This will in turn ease 
traffic congestion and reduce driver collision risks. In the 
future, we will further improve vehicle tracking in more 
complex traffic scenarios, and verify the accuracy of traffic 
parameter extraction through on-board comparison. 
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Abstract—The growing proliferation of social networks 

provides users worldwide access to vast amounts of information. 

However, although social media users have benefitted 

significantly from the rise of various platforms in terms of 

interacting with others, e.g., expressing their opinions, finding 

products and services, and checking reviews, it has also raised 

critical problems, such as the spread of fake news. Spreading 

fake news not only affects individual citizens but also 

governments and countries. This situation necessitates the 

immediate integration of artificial intelligence methodologies to 

address and alleviate this issue effectively. Researchers in the 

field have leveraged different techniques to mitigate this 

problem. However, research in the Arabic language for fake 

news detection is still in its early stages compared with other 

languages, such as English. This review paper intends to provide 

a clear view of Arabic research in the field. In addition, the paper 

aims to provide other researchers working on solving Arabic 

fake news detection problems with a better understanding of the 

common features used in extraction, machine learning, and deep 

learning algorithms. Moreover, a list of publicly available 

datasets is provided to give an idea of their characteristics and 

facilitate researcher access. Furthermore, some of limitations and 

challenges related to Arabic fake news and rumor detection are 

discussed to encourage other researchers. 

Keywords—Fake news detection; rumors; classification; Arabic 

language 

I. INTRODUCTION 

The influence of traditional information sources, such as 
television and newspapers, and how users gather and consume 
news has diminished in comparison to earlier times. The 
expansion of social media platforms has been a key factor in 
this transition. Social media platforms are another kind of 
technological innovation. Users can access platforms such as 
Twitter, Facebook, and Instagram to build their profiles, share 
opinions, interact with others having shared interests, and 
facilitate cycles of cooperation. Over the years, more users 
have shown an interest in using social media. According to 
Kepios, there were 4.76 billion social media users around the 
world in 2023, which equates to 59.4% of the world‟s total 
population [1].  The reason behind this spike in the use of 
social media is that social media platforms are designed to be 
more attractive and highly suitable for social communication. 
Social media has also become a way for companies and 
governments to reach the people by providing news, 
showcasing their services, giving updates, or launching 
marketing campaigns. However, some limitations arise from 
using social media, such as the spread of fake news and 
rumors, as well as spamming. Many individuals who use 

social media platforms to stay in touch with friends and family 
also use these platforms to find news and information. 
According to a report from the Pew Research Center, 48% of 
adults in the US use social media as a news source [2]. 

Fake news is a major problem that started early, attracting 
significant attention in 2016 during the US presidential 
elections. Different fake news items and rumors usually 
appear during special events and cover different domains, 
such as those related to elections, natural disasters, or health, 
such as the coronavirus disease 2019 (COVID-19) pandemic. 
A study on Twitter showed that false news spreads more 
quickly and reaches 100 times as many readers as true news 
[3]. Therefore, many researchers are working to solve this 
problem, ranging from analyzing the types of fake news [4] to 
trying to find the most effective method for detection [5].  

In the Arab regions, different rumors and false information 
have been spread during the COVID-19 pandemic [6]. 
Rumors and false information have also proliferated in 
politics, as was the case during the Arab Spring and the Syrian 
crisis [7]. The Arabic language is considered one of the most 
commonly spoken languages in the world, and an essential 
language for Muslims worldwide, who numbered about 1.8 
billion in 2015 and are expected to increase to three billion in 
2060, according to the Pew Research Center [8]. The Arabic 
language presents various challenges. First, there are different 
dialects used in different Arab countries, as well as from 
regions in the same country. The language also has a rich 
vocabulary that leads to the occurrence of misleading 
information from different dialects, making it more difficult 
for the system to detect [9]. In social media, the complexity of 
understanding the Arabic language is increased because users 
on social media, such as Twitter, use two forms of the 
language: Modern Standard Arabic (MSA), which is the 
formal language, and Dialect Arabic (DA), which is informal, 
used in daily communication between users, and is more 
common than MSA [10]. 

This paper working to focus in two aspects: features 
extraction techniques and the datasets used. This is because 
while classification algorithms play a critical role in fake news 
detection, their effectiveness heavily relies on the quality and 
relevance of the features provided to them [11]. Feature 
extraction techniques enable the models to capture the subtle 
nuances and contextual cues that differentiate fake news from 
real news [12]. By incorporating these features, classification 
algorithms can leverage the rich information present in the 
data, leading to improved accuracy and robustness in fake 
news detection. Majority of studies in Arabic fake news 
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detection have predominantly focused on the application of 
specific features extractions techniques to identify the veracity 
of news with no concern on their limitation[13][14][15]. 
However, this study surpasses mere technical application by 
shedding light on the strengths and weaknesses of each 
technique.  

On the other hand, focusing on identifying and analyzing 
available datasets is crucial for advancing research in fake 
news detection. It allows researchers to improve data quality, 
benchmark models, and collaborate effectively to address the 
growing challenge of misinformation in our digital world. 
There is a need for research which reviews the available 
dataset in Arabic for fake news detection. For that, this 
research coming to fill this gap by analyzing available public 
Arabic datasets according to their domain, size, labels, 
annotation method, source and the features used. We believe 
this work provide researchers in the field with valuable 
insights into the available dimensions to initiate their research 
endeavors. The contributions of this review paper are as 
follows: 

1) Investigate research in Arabic fake news detection by 

selecting studies that cover different features for detecting 

fake news and utilize publicly available datasets. 

2) Provide a clear insight into the available helpful 

techniques used for feature extraction in detecting fake news, 

in general, and in the Arabic language, in particular; 

3) Investigate the publicly available Arabic datasets and 

show their properties, including a list of the available Arabic 

fact-checking websites that help build datasets; 

4) Explore the limitations and prospective avenues 

concerning datasets, utilized features, and classification 

methods associated with detecting Arabic fake news. 

The rest of this paper is arranged as follows. Section II 
describes a brief background of fake news, providing its 
definitions, and impacts. Section III identifies the different 
approaches for feature extraction. Section IV investigates the 
works conducted in the field of Arabic fake news detection. 
Subsequently, Section V provides a list of the available Arabic 
fact-checking websites used. Section VI investigates the 
available Arabic dataset in fake news detection. Finally, 
Section VII discusses some of the limitations and future 
direction, followed by the conclusion in Section VIII.  

II. BACKGROUND 

A. Fake News Definition 

“Fake news” does not have a consistent definition. 
Scholars define the term differently based on the purpose of 
their research. For example, one study [16] defined fake news 
as “a news article that is intentionally and verifiably false.” In 
2018, a European Commission report defined “fake news” as 
“all forms of false, inaccurate, or misleading information 
designed, presented, and promoted to cause public harm 
intentionally or for profit” [17]. Research in [18] has provided 
and defined a set of terms related to fake news, including 
hoax, rumor, spam, misinformation, disinformation, clickbait, 
satire, propaganda, and hyperpartisan. Hoaxes are facts that 
are either erroneous or inaccurate and are presented as actual 

facts in news stories [19]. They consist of fabricated 
information that has been purposefully created to appear true, 
and because they involve highly intricate and large-scale 
fabrications, they frequently cause substantial material harm to 
the victim [20]. Rumor is information initiated by a potentially 
untrustworthy person and circulated among users before it can 
be verified to be true, false, or unconfirmed [21]. Spam refers 
to any irrelevant or unsolicited messages sent by individuals 
or groups on social media, such as advertisements, malicious 
links, or content of poor quality [22]. Misinformation is false 
information that is spread unintentionally, for example, by 
mistake or updating specific knowledge without intentionally 
misleading [23]. Disinformation is a type of false information 
spread among users with the main goal of misleading others 
for some purpose, such as deception of some person [19] or 
promoting a biased agenda [24]. The concepts of 
misinformation and disinformation often confuse readers. 
While both refer to inaccurate or fake information, 
disinformation is created with malicious intent, whereas this is 
not necessarily the case with misinformation [25][19]. 
Clickbait is a story whose title or news headline is different 
from the content itself; it is mainly employed to attract users 
to access a specific website to increase traffic and, 
consequently, boost revenue [26][24]. Satire is a noteworthy 
literary tool employed in creating news articles, serving the 
purpose of both criticism and amusement for readers [27]. 
This form of discourse often incorporates a substantial amount 
of irony [28]. Propaganda encompasses a form of persuasive 
communication that employs unidirectional messaging to 
influence the attitudes, emotions, perspectives, and behaviors 
of specific target audiences, driven by ideological, political, 
and religious motives [29][30]. Hyperpartisan refers to 
heavily biased or one-sided narratives [31], particularly in the 
political arena, denoting strong partiality toward individuals, 
parties, circumstances, or events [32]. This review will use 
fake news and false news as a big umbrella for these concepts 
and will not consider each concept distinctly because there is 
an overlap in the techniques performed. 

B. Impact of Spreading Fake News  

Fake news influences users, leading them to accept biased 
or false beliefs, changing how they react to true news stories 
[12]. Spreading fake news not only affects individuals but also 
harms society. In 2016, fake news drew global attention 
during the US election [33], when a large amount of fake news 
was shared on Twitter. The spread of fake news goes beyond 
the political sector and also applies to other sectors. During 
the COVID-19 pandemic, a significant amount of fake news 
and rumors spread throughout the health sector. 
Approximately 80% of consumers in the US reported that they 
had read fake news during the pandemic [34]. In addition, 
during the fire disasters in Australia, some fake maps and 
pictures were shared on social media [35]. While this may 
have increased awareness of the disaster, this fake information 
may also have cost people their lives [35]. 

In the Middle East, Arabic countries have also been 
influenced by some fake news, for example, during the 
COVID-19 pandemic. According to a study on COVID-19 
misinformation in Jordan, different Arabic media outlets 
promoted conspiracy theories regarding the pandemic, with 
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the most prevalent ideas focusing on the virus‟s origins [36]. 
Most of the fake news spreading in Arab countries are related 
to the political sector, such as news related to the Arab Spring 
in 2010, Islamic State terrorist group (ISIS) campaigns, and 
the Beirut explosion of 0202 [37]. 

III. FEATURES USED IN FAKE NEWS DETECTION 

Feature extraction and selection are techniques used in text 
mining that have shown effectiveness in enhancing 
performance in different tasks [10]. Having large features 
requires more powerful computation and enough memory; 
hence, there is a vital need to choose appropriate features. In 
fake news detection, researchers have recently applied feature 
extraction and selection with good results. In detecting fake 
news, three approaches are commonly used by researchers: 
knowledge-based (fact-checking), content approaches, and 
context approaches [38] [12]. This section will describe each 
feature in more detail for better understanding. Fig. 1 
summarizes these features. 

 

Fig. 1. Fake news detection approaches. 

A. Knowledge-based Approaches 

This approach works by attempting to discover whether 
there are facts that support the claim made in a news item 
[39]. In this approach, fact-checking strategies can be 
included, which entail finding documents and web pages that 
support a news item based on information retrieval methods 
[40]. Few works have used the web to search and retrieve 
evidence on search query formalization [40]. Study [40] 
performed a study combining social media conversations with 
evidence from external sources. The research developed 
dataset which contain social media conversations and external 
evidence related to each rumor. Their results showed that 
combining evidence with rumor is more effective than using 
rumors or evidence alone. Also, in [41] a system worked by 
incorporating external evidence from the web with some 
signals from language style.  

B. Content-based Approaches 

Content-based features focus on information that can be 
directly extracted from the text, such as linguistic features. 
The content features can be classified into (textual) linguistic-
based [ 74] and visual-based [12]. 

1) Linguistic-based features: Linguistic-based features 

extract content from the text at different levels, such as 

characters, words, sentences, and documents [12]. In fake news 

detection, the common linguistic features used are lexical, 

syntactic, and semantic [42][12]. Lexical features, considered 

as the actual wording (usage) in the text, can be at a word level, 

such as the total number of words, word length, and the 

frequency of unique words, or at a character level, such as 

characters per word [12][43]. One of the commonly used 

features is bag-of-words (BOW), n-gram, which is used to find 

the most prominent word contents or expressions [44]. On the 

other hand, syntactic features include sentence-level features, 

such as the order of words in a sentence, grammar, and 

syntactic structure of a sentence [12]. The other features 

related to linguistics are semantic features, which include 

using the Natural Language Processing (NLP) technique to 

extract information, such as opinion mining, and sentiment 

analysis to extract emotions and opinions from texts [38]. 

Some research also extract topics in texts or posts on social 

media using Latent Dirichlet Allocation (LDA) [43]. Word 

embedding, an example of the distribution semantic technique, 

is useful in detecting fake news with machine learning and 

deep learning [45]. The linguistic feature is an effective 

indicator in detecting fake news during the initial propagation 

phase with the user features [46]. This method is simple but 

limited because it requires deep knowledge of the domain; 

thus, it is difficult to generalize [47]. Another limitation when 

dealing with linguistic features is that the features extracted 

from social media, such as Twitter, may not be enough for 

machine learning approaches because the text is short [48]. 

Moreover, it cannot be used for detecting fake news that only 

has images or videos [48]. 

2) Visual features: Visual content features extract features 

from visual elements, such as videos or photos, using deep 

learning techniques [49]. Fake news creators use individual 

vulnerabilities and images or any kind of visual cues to 

provoke an emotional response from users [12]. To extract 

visual features from images that can be used in detecting fake 

news, applications such as clustering scores and similarity 

distribution histograms are used [49] [12]. In addition, 

statistical features can be used in fake news verification, such 

as the multi-image ratio, number of images in an event, image 

ratio, and long image ratio [49] [12]. Other research has used 

visual features, such as the polarity of the image and the 

probability of the image being manipulated [50]. This kind of 

feature can be integrated with other features, such as text-based 

features and user-based features, which provide a good result 

[51]. Few researchers in fake news detection have investigated 

visual features due to the lack of availability of datasets 

containing images and video [12] [52]. In addition, the 

techniques for maintaining these features are more complex 

than those needed for other features[12] [50]. 

C.  Social Context-based Features 

Social context-based features are related to the information 
surrounding news, such as the user‟s characteristics, the 
reactions of other users to posts or news, and social network 
propagation features [42][12]. 

1) User-based Features: User-based features focus on the 

news publisher to evaluate the credibility of the source [12]. 
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The features are used to confirm credibility and reliability for 

an individual user using demographics, registration age, 

number of tweets written by the user, number of followers or 

following, number of tweets authorized by the user, user 

photo, user sentiment, tweet repetition, and so on [43]. Most 

social media platforms provide users with a verification status 

after they provide information to the social media company to 

confirm their identity. This verification status is used by 

researchers in detecting a user‟s reliability [53]. When using 

user-based features, it is important to understand that the 

availability of this information is a critical concern due to 

privacy and access constraints on some platforms such as 

Twitter.  

2) Post-based features: Post-based features can be used to 

identify the veracity of news from different aspects relevant to 

social media posts[12]. This includes analyses of user 

feedback, reactions, opinions, and responses, in general, as 

indicators of fake news. Some of these features include 

comments, likes, tagging, user ratings, sentiment, and 

emotional reactions [42]. Some research dealing with post-

based features have dealt with a number of retweets, likes, 

shares, and others [54][55]. Another unique feature represents 

the social responses to a post by users who interact with the 

news story. These features rely on the wisdom of the crowd in 

detecting fake news and show its effectiveness in detection. In 

this situation, a few studies have analyzed responses from 

different perspectives, such as sentiment, emotion, and stance 

toward news items [12]. In fact, [56] used users‟ response 

information as core input data in detecting fake news. They 

believed that users‟ responses have rich information that 

researchers can benefit from.  

3) Network-based features: Social media users construct 

networks grounded in relationships, interests, and subjects 

[12]. Detecting fake news necessitates extracting network-

based features to unveil and represent discernible patterns 

suitable for identification. Different types of networks can be 

constructed. Shu et al. [12] categorized them into stance 

network, where the nodes represent tweets related to tweets 

and the edges represent weights of stance similarities [57] 

[58]; co-occurrence network, which counts users‟ written 

posts related to the same news article [47]; and friendship 

network, which is based on the following and followers of the 

users who posted in relation to tweets  [59]. After building 

networks, some matrices can be used for feature 

representation, such as degree and clustering coefficients, to 

represent the diffusion network[60]. Research using network-

based features is limited compared with other features because 

of the complexity that can emerge when analyzing the patterns 

[46]. In addition, finding a dataset that contains enough 

information for a network is difficult patterns [46]. 

Research in the field uses each feature alone or 
incorporates both content and contextual features in detecting 
fake news [47]. These methods are promising regarding 
effectiveness but are challenging when relying only on one 

type of feature in automatic fake news detection. Table I 
summarizes the shortcomings and merits of each feature. 

TABLE I. SHORTCOMINGS AND MERITS FOR FAKE NEWS DETECTION 

APPROACHES 

Approaches Strength and weakness 

K
n

o
w

le
d

g
e-

b
a
se

d
 

a
p

p
ro

a
ch

 

External 

evidence 

(+) Usually Improve the performance[40]. 

(+) Enhanced interpretability[98]. 
(-)  Need information retrieval techniques[40]. 

(-)  Need strategies for checking the credibility of 

sources. 

C
o

n
te

n
t-

b
a
se

d
 a

p
p

ro
a
ch

es
 

Textual-

based 

(+) Simple method. 
(+) Appropriate for early detection of fake news[46]. 

(-) Requires deep knowledge of the domain [47]. 

(-) May not fully convey the message‟s context well 
as underlying intent, leading to misunderstandings 

[18]. 

Visual-

based 

(+) Enhanced the performance[51]. 
(+) May provide contextual information[50]. 

(-)  Limited dataset containing visual content, 

especially in Arabic language[12] [52]. 
(-)  Need complex techniques to be maintained from 

professional & more time for analysis[12][50]. 

S
o

ci
a

l 
co

n
te

x
t-

b
a
se

d
 f

ea
tu

re
s 

User-based 
(+) Appropriate for early detection of fake news[46]. 
(-) There are some privacy concerns. 

Post-based 

(+) Appropriate for early detection of fake news[46]. 

(-)  Need more investigation[12]. 

 

Network-

based 

(+) Good for identifying influential users [12]. 

(-) Provide low performance in the early stage of 

detection[46] [48]. 
(-) Complex to analyzed and require enough 

information about structure and users‟ connection 

[46]. 
(-) Need advanced computational techniques and 

expertise in network analysis[12]. 

IV. FAKE NWES DETECTION AND ARABIC LANGUAGE 

Fake news detection in Arabic has gained significant 
attention recently but is still in its infancy. Some studies were 
conducted using a simple technique, such as [61], which 
suggested a solution based on using the rule-based model. The 
dataset was adapted from Almujaiwel

1
, where they built a 

dictionary that contains a set of fake news with keywords for 
each news. The rule-based model worked by checking the 
primary and secondary keys in the dictionary, whether they 
are in a tweet text or not. In the context of traditional machine 
learning, various researchers have used common supervised 
machine learning, such as [62]. The study used word 
frequency, count vector, and Term Frequency - Inverse 
Document Frequency (TF-IDF) as features. Moreover, two 
word-embedding methods were used: FastText and 
Word2Vec. To collect tweets, the research used Infection 
Disease Ontology. The result after testing on Logistic 
Regression (LR), Naïve Bayes (NB), and Support vector 
machine (SVM) classifiers showed the best accuracy, with 
84% for the LR model with a count vector. Alkhair et al. [63] 
performed another study to detect the content of fake news on 
YouTube. The study collected data related to rumors about 
three famous people in Arab countries (topic of the dataset), 
namely, Fifi Abdu, Adel Imam, and Abdelaziz Boutaflika. The 
study used features related to content: n-grams with TF-IDF. 

                                                                                                     
1https://github.com/salmujaiwel 
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For the classification process, SVM, Multinomial Naïve Bayes 
(MNB), and Decision Tree (DT) were used. The best accuracy 
and precision were registered for SVM across these topics. 
While the textual features showed their effectiveness, other 
studies have suggested using user features. El Balloul et al. 
[64] proposed a model called (CAT) for the credibility 
analysis of Arabic content on Twitter. CAT is built using a 
combination of features related to content and user. It has 26 
content-based features and 22 user-based features. The 
research constructed a dataset from Twitter in Arabic, which is 
considered topic-independent. CAT was trained using NB, 
SVM, and RF. CAT registered a higher weighted average F-
measure of 75.8% using RF. Overall, sentiment was found to 
be a highly crucial feature in defining credibility, especially 
the negative sentiment, as well as the URL in the author 
profile linked to their website. Mouty and Gazdar [65] 
conducted their research using the same datasets and features 
of [64]. To enhance the accuracy of the classifier, the study 
developed an algorithm for discovering the similarity between 
username and display name in a Twitter account and the 
similarity score between tweets and Google search results. For 
classification, they used RF, DT, SVM, and NB. The 
combination of user/content features and the new two-
similarity score features registered 78.71% accuracy for the 
RF model.  

Using similar features, Jardaneh et al. [55] conducted 
another experiment using LR, Adaptive Boosting (AdaBoost), 
Random Forest (RF), and DT for classification. The dataset 
used was from [7]. The research confirmed that the sentiment 
feature has a beneficial effect on the system‟s accuracy, 
especially when ensemble-based machine learning algorithms 
are employed. Taher et al. [66] performed a study that 
employed a Harris Hawks Optimizer (HHO) for the feature 
selection approach. Briefly, the researcher used a combination 
of features related to user profile, content-based, and linguistic 
features, namely, TF-IDF, BOW n-grams, and Binary Term 
Frequency (BTF). Eight machine learning algorithms were 
tested: eXtreme Gradient Boosting (XGB), NB, K-Nearest 
Neighbor (KNN), linear discriminant analysis (LDA), DT, 
LR, SVM, and RF. LR was selected with HHO algorithms, 
which performed well as the wrapper feature selection 
approach registered a 5% increase compared with [55], where 
the accuracy was 82%.   

Alzanin and Aqil [67] performed another study for 
detecting rumors using unsupervised and semi-supervised 
expectation maximization (EM). The dataset used contained 
271,000 tweets belonging to 88 non-rumor events and 89 
rumor events, and 16 features related to users and content 
were used. For the classification tasks, the researchers 
compared their proposed model with the supervised Gaussian 
Naïve Bayes (GNB) model. The results showed the proposed 
model outperformed GNB with an accuracy of 78.6%. In the 
health sector, [68] focused on cancer treatment information 
disseminated via social media. The research extracted tweets 
annotated manually by experts in the field. The total number 
of datasets was 208 tweets. Given the small set of data, the 
researchers performed over-sampling to enhance the 
performance of the model. The features used were TF-IDF and 
n-grams, while the classifiers were SVM, LR, KNN, Bernoulli 

Naïve Bayes (BNB), Stochastic Gradient Decent (SGD), and 
j48. The research also used an ensemble method using RF, 
AdaBoost, and Bagging. The results confirmed that the over-
sampling process enhanced the performance of all models of 
machine learning. Meanwhile, RF outperformed the others 
using 4- and 5-grams based on accuracy. In study [69], they 
also relied on a set of extracted features from user and textual 
features. To extract the textual features, they used both classic 
word embedding (word2vec, fastText, and Keras embedding 
layer) and context-based embedding (Multilingual Arabic 
Bidirectional Encoder Representations from Transformers 
(MARBERT) and ARBERT) with deep learning models[70]. 
Two deep learning schemes were used: Convolutional Neural 
Network (CNN) and Bidirectional Long Short-Term Memory 
(BiLSTM). The result showed that MARBERT with CNN 
provided the best accuracy of 95.6%. Alawadh et al. [71] 
performed another experiment using machine learning 
algorithms and Mini-BERT. The research used the dataset 
available from [72]. First, the research preprocessed the 
dataset by applying standard text 2 numeric encoding. 
Subsequently, DT, NB, RF, linear support vector (LSV), and 
mini-BERT were applied with three separate splits using the 
holdout validation technique (70/30, 80/20, 90/10). The result 
showed that mini-BERT exhibited consistent performance 
among the splits with increasing training data, while the 
machine learning classifiers showed varying performances 
across the splits. The highest accuracy registered with mini-
BERT was 98.4%.  

Numerous fake news was spreading during the COVID-19 
pandemic. These encouraged researchers to build datasets 
covering this domain, and the deep learning approaches 
provided them with excellent performance. The researchers 
started using Neural Network (NN) and a set of language 
models, such as [9]. They performed experiments to detect 
misinformation spreading via Twitter related to the COVID-
19 pandemic. The dataset size was 8,786 collected Arabic 
tweets. For classification, the study used eight of the 
traditional machine learning models, which were MNB, SVM, 
XGB, SGD, and RF. On the other hand, deep learning models 
were used, which are CNN, Recurrent Neural Network (RNN) 
and, Convolutional RNN (CRNN). Both experiments with 
machine learning and deep learning used different 
representation features, including word frequency and word 
embedding. The XGB showed the highest accuracy in 
detecting misinformation in this study. Study in [73] collected 
datasets about the COVID-19 pandemic from Twitter on the 
types of fake news and misinformation to detect fake news. 
The tweets were annotated in two ways: manual and 
automatic. For feature extraction, they used count vector, 
word-level TF-IDF, character-level TF-IDF, and n-gram-level 
TF-IDF. They chose the best classifier based on performance, 
which was trained in the manually annotated dataset to 
automatically annotate the remaining unlabeled dataset as 
false and real. The study used six classifiers, including RF, 
NB, LR, Multilayer Perceptron (MLP), XGB, and SVM. As a 
result, LR exhibited the best performance for both manual and 
automatic annotated datasets, which registered an F1-score of 
93.3%. In this study, the stemming and rooting techniques 
failed to increase the performance of the classifiers.  
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TABLE II. SUMMARY OF ARABIC FAKE NEWS DETECTION STUDIES AND CORRESPONDING FEATURES AND MODELS USED.‟ E‟ EVIDENCE, „T‟ TEXTUAL, „V‟ 

VISUAL, „U‟ USER, „P‟ POST, „N‟ NETWORK   

Study Dataset 
Feature type 

Models Platform 
Feature Extraction 

Methods 
Evaluation results 

E T V U P N 

Alotaibi and 

Alhammad[61] 
2000 tweets. -  - - - - Rule-based Twitter Building dictionary. 

Accuracy =  78.1 % 

Precision= 70% 
Recall =98% 

Alsudias & Rayson 
[62] 

2000 tweets -  - - - - LR, SVM, NB Twitter 

Word frequency, Count 

vector and TF-IDF, 

FastText,  Word2Vec. 

Accuracy= 84.03% 

Precision = 81.04% 
Recall = 80.03% 

F1-score= 80.5% 

Alkhair et al[63] 
3434 

comments 
-  - - - - SVM, DT, MNB YouTube N-grams, TF-IDF 

Accuracy= 95.35% 

Precison = 92.77% 
Recall= 83.12% 

El Ballouli et al[64] 9000 tweets. -  -   - NB, SVM, RF Twitter - 

Precision = 76.1% 

Recall = 76.3%, 
F1-score = 75.8% 

Mouty and Gazdar 
[65] 

Dataset[64]   -   - DT, SVM, NB, RF. Twitter - 

Accuracy= 78.71% 

Precision = 78.5% 
Recall= 78.7%, 

F1-score = 78.5% 

Jardaneh et al. [55] Dataset[7] -  -   - 
RF, DT, LR, 
AdaBoost 

Twitter - 

Accuracy= 76% 

Precision= 79% 
Recall= 82% 

F1-score= 80% 

Taher et al. [66] Dataset[7] -  -   - 

XGB, NB, KNN, 

LDA, DT, LR, 
SVM, RF. 

Twitter 
TF, TF-IDF, BTF, N-

grams 

Accuracy= 82% 
Precision = 82% 

Recall= 86%, 

F1-score= 84% 

Alzanin and Aqil[67] 177 events. -  -   - EM Twitter - 

Accuracy=78.6% 
precision=79.8% 

recall=80.2% 

F1-score=78.6% 

Saeed et al [68] 208 tweets -  - - - - 

SVM, LR, KNN, 

BNB, SGD, j48, 

Bagging, AdaBoost, 
RF 

Twitter TF-IDF, N-gram 

Accuracy = 83.50% 

Precision= 86% 

Recall= 83% 
F1-score= 83% 

Alyoubi et al.[69] 5000 tweets. -  -  - - CNN, BiLSTM Twitter 

Keras Embedding Layer, 

word2vec, FastText, 

ARBERT. 
MARBERT, (word and 

sentence-level) 
 

Accuracy = 95.6% 

Precision = 95.6% 
Recall =  95.6% 

F1-score = 95.6% 

Alawadh et al.[71] Dataset[72] -  - - - - 
DT, NB, LSV, RF, 

Mini-BERT 
Articles BERT 

Accuracy = 98.43% 

Precision = 100% 

Recall =97.5% 
F1-score = 98.73% 

Alqurashi et.al[9] 8786 tweets -  - - - - 

MNB, SVM, XGB, 

SGD, RF.  CNN, 

CRNN, RNN 

Twitter 

TF-IDF (world-level, N-

grams), FastText, 

word2vec, 

Accuracy= 86.2% 

Precision =67% 
Recall= 25% 

F1-score = 37% 

Mahlous and Al-Laith 

[73] 
37029 tweets -  - - - - 

RF, NB, LR, MLP, 

XGB, SVM. 
Twitter 

Count vector, Word-

level TF-IDF, N-gram-

level TF-IDF. Char-level 
TF-IDF 

Manual dataset: 

Precision=87.8% 
Recall=87.7% 

F1= 87.8% 

Automatic dataset: 

Precision= 93.4% 

Recall= 93.3% 

F1-score= 93.3% 

Elhadad et al.[74] 
COVID-19-

FAKES [74] 
-  - - - - 

KNN, DT, LR, 

MNB, LSVM, BNB, 

Perceptron, NN, 
XGB, ERF, BME, 

GB, AdaBoost 

Twitter 

TF, TF-IDF, N-gram, 

char-level, word 
embedding 

- 

Haouari et al [75] 
ArCOV19-

Rumors  [75] 
-  -    

MARBERT, 

AraBERT, Bi-GCN, 
RNN+CNN 

Twitter - 
Accuracy= 75.7% 

macro-F1=74% 

Ameur and Aliane 

[76] 

AraCovid19-

MFH [76] 
-  - - - - 

AraBERT, mBERT, 

Distilbert 
Multilingual, arabert 

Twitter 

AraBERT, mBERT, 

Distilbert Multilingual, 
arabert Cov19 , mbert 

F-score= 95.78% 
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Cov19 , mbert 

Cov19 

Cov19 

Nassif et.al[77] 
Kaggle  [78] 
,10000 

records 

-  - - - - 

AraBERT, 

QaribBert-base, 

Araelectra, 
MARBERT. Arabic-

Bert, ARBERT, 

RobertBase, 
GigaBert-base. 

Articles 

& tweets 
- 

Accuracy= 98.5% 

Precison=99.1% 

Recall=98.2% 
F1-score=98.6% 

Touahri and Mazroui 

[79] 

200 claims, 
3380 

evidences 
  - - - - Scoring function 

Tweets 
& 

articles 

- 

Accuracy= 92.7%. 

Precision= 54.66%. 

Recall = 56.13% 
F1-score= 55.2% 

Elaziz et al.[80]. 

ArCOV19-

rumors [75] 
OSACT4[81] 

Dataset [73] 

Dataset [82]. 

-  - - - - AraBERT 
Twitter 
& 

articles 

MTL and AraBERT. 

Accuracy=95.5% 

Precision = 96.2% 

Recall = 96.29% 
F1-score = 96.28% 

Amoudi et al[83] 
ArCOV19-

Rumors  [75] 
-  - - - - 

SVM, NB, KNN, 

DT, RF, SGD, LR, 

XGB, GRU, RNN, 
LSTM, Bi-RNN, B-

GRU, Bi-LSTM 

Twitter 
TF-IDF, N-gram, 

AraVec 

Accuracy= 80% 
Precision= 80% 

Recall= 72 

F1-score= 75% 

Al-Yahya et al. [45] 

ArCOV19-

Rumors  [75] 
AraNews[84] 

ANS [85] 

COVID-19-
Fakes  [74] 

-  - - - - 

CNN, GRU, RNN, 

AraBERT, 

ArElectra, QARiB, 
ARBERT, 

MARBERT 

Articles 

& 
Twitter 

Word level, char-level, 

Word2Vec, Glove, 
FastText, doc2vec 

Accuracy = 97.5% 
Precision = 95.6% 

Recall = 95.6% 

F1= 95.3% 

Fouad et .al[86] 
Dataset[87] 

1980 tweets 
-  - - - - 

LSVC, SVC, MNB, 

BNB, SGD , DT, RF 
CNN, LSTM, 

CNN+LSTM,  

BiLSTM, CNN + 
BiLSTM 

Articles 

& 
Twitter 

Word embedding, N-

gram 

Accuracy= 83.92% 

 

Shishah[88] 

Covid-19-

Fakes [74] 

ANS [85] 
Satirical[89] 

AraNews[84] 

-  - - - - 
BERT with joint 

learning 

Articles 

& 
Twitter 

- 

Accuracy = 85% 
Precision = 86% 

Recall = 86% 

F1-score = 85% 

Bsoul et al.[90] 
2652 news 

records 
-  - - - - 

LR, RF, NB, SGD, 

NN, DT. 
Twitter 

TF-IDF, BOW. 

 

Precision=84% 
Recall=78% 

F1-score= 81% 

Saadany et al.[89] 

Satirical 

Fake 
News[89] 

-  - - - - MNB, XGB, CNN 
News 

articles 

Count vector, TF-IDF, 

N-grams, char-level, 
word-level, FastText 

Accuracy =98.59% 
Precision = 98.49% 

Recall = 98.61% 

F1-score = 98.49% 

Khouja[85] ANS[85] -  - - - - BERT, LSTM 
News 

title 
Word-level, charr-level 

Precision = 64.1% 
Recall = 64.6% 

F1-score = 64.3% 

Nagudi et al.[84] 

AraNews 
[84] 

ATB 2 

ANS[85] 

-  - - - - 

AraBERT, mBERT,  

XLM-R Base, XLM-
R Larg 

News 

articles 

AraBERT, mBERT, 

XLM-RBase,, XLM-
RLarg 

Accuracy = 74.12% 

F1-score = 70.06% 

Himdi et al[91] 1098 records -  - - - - SVM, NB, RF Article 

POS, Emotion, Polarity, 

linguistics (syntactic, 
semantic) 

Precision = 79% 
Recall= 79% 

F1-score= 79 % 

 

Albalawi et al.[52] 4025 tweets. -   - - - 

AraBERT (different 

version) ARBERT, 

MARBER, 
MARBERTv2, 

QARIB, Arabic Bert, 

Arabert Covid-19, 
mbert Covid-19 Ara-

DialectBERT, 

AraT5, VGG-19, 
ResNet50 

Twitter 

AraBERT (different 
version), ARBERT, 

MARBER, 

MARBERTv2, QARIB, 
Arabic Bert, Arabert 

Covid-19 mbert Covid-

19, Ara-DialectBERT, 
AraT5,VGG-19, 

ResNet50 

Accuracy = 89.8% 

Precision = 89.47% 

Recall = 89.87% 
F1-score= 89.64% 

                                                                                                                                                                                                                 
2https://www.ldc.upenn.edu/collaborations/past-projects  
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Study in [74] collected and annotated a set of data from 
Twitter in Arabic/English language. The research was 
conducted in two phases. First, a binary classification model 
was trained on a set of collected ground-truth data, which 
were obtained from the official websites and the official 
Twitter accounts of the United Nations (UN), United Nations 
International Children's Emergency Fund (UNICEF), and 
World Health Organization (WHO). The second phase carried 
out the annotation for the, unlabeled tweets. The system used 
extraction features, such as TF, TF-IDF (n-gram, character 
level), and word embedding with 13 machine learning 
algorithms, including KNN, DT, LR, MNB, Linear Support 
Vector Machines (LSVM), BNB, Perceptron, NN, XGB, 
Ensemble Random Forest (ERF), Bagging Meta-Estimator 
(BME), Gradient Boosting (GB), and AdaBoost. Meanwhile, 
Haouari et al. [75] built the ArCOV19-Rumors dataset, which 
covered some claims about COVID-19. The research 
presented a benchmark on claim-level verification and tweet-
level verification to exploit the content, user profiles, 
propagation structure, and temporal features. The 
Bidirectional Graph CN (Bi-GCN) and RNN+CNN, as well as 
the AraBERT and MARBERT models were tested on the 
dataset. The final results showed the best accuracy for 
AraBERT and MARBERT, with 73% and 75.7%, 
respectively. 

Furthermore, [76] used a pre-trained transformer 
AraBERT, Multilingual BERT (mBERT), and Distilbert 
Multilingual under baseline transformer models. The study 
fine-tuned mBERT and AraBERT on [92]‟s datasets 
containing dialects. The output from this process were two 
models called AraBERT COV19 and mBERT COV19, which 
were used in addition to the above-mentioned three models for 
the experiment (five models overall). The experiment found 
that the pretrained COVID-19 models were helpful after fine-
tuning in detecting false information. Nassif et al. [77] used 
eight BERT transformer-base models. The research conducted 
two experiments: using the dataset from Kaggle

3
, which was 

written in English and translated to Arabic using Google 
translator, and using another dataset, sourced from Twitter and 
newspaper agency websites. GigaBert-base and QARiB Bert-
base provided the best result on the translated dataset and the 
collected dataset, respectively. Study in [79]focused on the 
task of claim verification, which involves a collection of 
claims and corresponding evidence in the form of text snippets 
sourced from web pages [93]. The researchers achieved an F1-
score of 55.2% by employing a scoring function that evaluates 
the negation and concordance between the claims and their 
associated text snippets. The determination of negation and 
concordance levels was performed through a manual list-
based approach. Some research focused on feature extraction 
and selection, such as [80], which used three main methods, 
including multi-task learning, a transformer-based model, and 
Fire Hawk Optimization (FHO) algorithm. Three datasets 
related to COVID-19 and the detection of fake news were 
used, which include ArCOV19-Rumors, as well as datasets 
from [73] and [82]. AraBERT was used for feature extraction 
via multi-tasking learning and fine-tuning approaches, a novel 
metaheuristic algorithm to select the most pertinent features 

                                                                                                     
3 https://www.kaggle.com/c/fake-news/data?select=test.csv  

from the contextual feature representations. The average 
accuracy in binary classification using these datasets was 
91%. Amoudi et al. [83] performed a comparative study in 
rumor detection using different machine learning and deep 
learning models. The dataset used in this research was 
ArCOV19-Rumors. They used features such as n-grams, TF-
IDF, and AraVec word embedding. The first experiment used 
SVM, KNN, NB, DT, RF, SGD, LR, and XGB for machine 
learning and evaluated the application of ensemble learning. 
In addition, six common deep learning models were used: 
Gated Recurrent Unit (GRU), RNN, LSTM, Bidirectional 
RNN (Bi-RNN), and Bi-GRU, BiLSTM with seven 
optimizers. The research showed that over-sampling did not 
enhance the performance of either the traditional or the deep 
learning models, and ensemble learning performed better than 
the single models. LSTM and Bi-LSTM with Root Mean 
Square Propagation (RMSprop) optimizer provided the best 
accuracy among the other deep learning models. 

Al-Yahya et al. [45] performed another comparison study 
between the use of the NN model and the transformer-based 
language model for detecting Arabic fake news. The datasets 
used in this study included ArCOV19-Rumors, AraNews [84], 
Arabic News Stance (ANS) corpus [85], and COVID-19-
Fakes [74]. The study used a linear model at word and 
character levels with Glove, Word2Vec, FastText, and 
document level. For the classification tasks, deep learning 
models CNN, GRU, and RNN were used. Moreover, QARiB, 
AraBERT, ArELectra, ARBERT, and MARBERT were used 
from the transformer-based models. The results showed that 
the transformer-based models performed better than the NN-
based solutions, registering a 95% F1-score for QARiB. Fouad 
et al. [86] conducted another experiment for detecting fake 
news. The research used two datasets. The first contains news 
and tweets collected manually by the researchers and 
annotated to rumor or non-rumor, while the second dataset 
was from [87]. The two datasets were merged and used to 
create a third one. Word embedding and TensorFlow were 
used for text representation, and a set of traditional machine 
learning was used, which included Linear Support Vector 
Classifier (LSVC), SVC, MNB, BNB, SGD, DT, and RF. On 
the other hand, they examined a set of deep learning models, 
namely, CNN, LSTM, CNN+LSTM, BiLSTM, and CNN + 
BiLSTM. As a result, they found that no single model 
performed optimally over the three categories of datasets from 
the traditional machine learning models. For deep learning, the 
BiLSTM model provided the highest accuracy across all three 
datasets. Meanwhile, Shishah [88] performed another study, 
proposing a model called JointBERT for detecting the Arabic 
language. JointBERT in this research used Named Entity 
Recognition (NER) and Relative Features Classification 
(RFC) as parameters. The datasets used in this research were 
COVID-19-Fakes [74], ANS, Satirical [89], and AraNews. 
The results showed that JointBert outperformed the baseline 
results. The use of NER increased the performance because of 
its ability to extract news entities, which supports the model‟s 
performance in detecting fake news.  

Some researchers have focused on specific types of 
misinformation, such as Bsoul et al. [90]. They built a dataset 
for clickbait detection, which facilitated automatic 
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classification and detection of news headlines. The study used 
BOW and TF-IDF and features related to headlines, such as 
headline length and with demonstrative pronouns, question 
words, and question mark. The researchers performed an 
experiment using SVM, LR, DT, NN. NB, SGD, and RF. 
These models produced a Macro F1-score of up to 0.81, which 
shows the effectiveness of using these seven machine learning 
models in the detection of clickbait news headlines. 
Research[89] focused in another type of fake news which is 
satire news. The research used dataset collected from different 
news websites and working to exploit textual features for the 
purpose of identifying satire news. For feature extraction they 
used count vectors, word-level TF-IDF, N-grams, Char-level, 
with MNB and XGB machine learning. In addition, the 
research used CNN with pre-trained word embedding which 
provided best accuracy registered which are 98.59%. The 
research found that satire news in Arabic language incline to 
have subjective tone with more positive and negative key 
terms. Research [85] release a dataset for claim verification,  
which are derived from subset of news title from Arabic News 
Text (ANT) corpus[94]. The authors modified news title to 
generate fake claims. For classification process, they used 
BERT, and LSTM for training and testing datasets. The study 
reported that BERT provides best F1-score registered which 
are 64.3%. Compared to this research, Nagoudi[84] used the 
same dataset from [85] in addition to their dataset which is 
automatically generated fake news from real one. The impact 
of this generated data on verification fake news are tested 
using transformer-based pre-trained models and compared 
with human created fake news dataset. The research reported 
that generated news are positively affect the fake news 
detection, and achieved better performance than [85] with 
70% for F1-score. 

In addition, [91] collected a dataset containing articles as 
fake and real, covering a single topic, which is Al Hajj. For 
the real articles, they collected articles in three dialects from 
Arab countries: Saudi, Egyptian, and Jordanian. The veracity 
of these articles was assessed using different fact-checking 
platforms. On the other hand, the study used crowdsourcing to 
create a fake news article based on a real one. The research 
did not provide a new classification method but suggested a 
set of features to provide an accurate Arabic classifier. The 
researchers built a lexical wordlist and an Arabic natural 
language processing (ANLP) architectural tool to extract the 
textual features, including POS, emotion, polarity, and 
syntactic. Based on these features, RF, SVM, and NB were 
used and tested for each single feature and a combination of 
features. The best result was registered for RF, with a 
combination of POS, syntactic and semantic roles, and 
contextual polarity features, which achieved an F1-score of 
79%. Moreover, the research tested against human 
performance, providing 86% of articles classified correctly.  
Insufficient emphasis is being placed on the utilization of 
visual features in the realm of fake news detection, but 
recently, Albalawi et al. [52] proposed a model based on 
textual and image features. Their model consisted of three 
sub-models. For extracting the textual features, the BERT 
model was used. Meanwhile, two ensembles of pre-trained 
vision models were used for extracting the visual features 
(VGG-19 and ResNet50). The final model is a multimodal 

model used for concatenating the extracted textual and image 
features to represent a rumor   vector. As a result, their 
proposed multimodal did not outperform the model with 
textual-based features. This shows that textual features are still 
considered pioneering in detecting rumors. Table II provides a 
brief summary of Arabic fake news detection studies. 

V. ARABIC FACT-CHECKING WEBSITES 

When researchers build datasets for fake news detection, 
they mostly rely on fact-checking websites. Fact-checking 
websites can be defined as platforms that evaluate the veracity 
of claims and information spread over social media networks, 
web articles, and public statements [95]. These kinds of 
websites usually rely on human experts who check the 
veracity of the news. Some fact-checking websites employ 
techniques that rely on evidence-based analysis or assess the 
credibility of the statements and how they align with the 
factual reality [95]. In the Arab countries, there are different 
fact-checking websites that researchers use as a starting point 
when building datasets for detecting fake news and rumors. It 
is worthy to provide researchers in the field with a list that can 
help them during their dataset-building phase. The common 
Arabic fact-checking websites will be described as follows: 

 Norumors
4
: This is a standalone project that started in 

2012 as a Twitter account searching for rumors and 
detecting their veracity. Thereafter, a website was 
established, which contains archives for different 
rumors and fake news that spread in Arab countries in 
general, especially in Saudi Arabia. The aim of this site 
is to spread awareness about rumors and expose the 
disseminators of falsehoods. 

 Fatabyyano
5
: This is a standalone platform in the field 

of news fact-checking. First established in 2014 as a 
single page on Facebook. Fatabyyano uses the 
Facebook rating system, which has nine rating options, 
namely, false, partly false, true, false headline, satire, 
not eligible, opinion, prank generator, and not rated. 
Fatabyyano is certified by the International Fact-
Checking Network (IFCN). 

 Misbar
6
: Considered one of the leading fact-checking 

platforms in the Arab regions, it covers the Middle East 
and South African countries. The news classification 
system in Misbar using these classes includes fake, 
misleading, true, myth, selective, commotion, and 
satire. 

 Akeed
7

: This is a fact-checking platform that is 
responsible for tracking the credibility of the Jordanian 
media. It was established with the support of the King 
Abdullah Fund for Development. The news are rated as 
false, biased, misleading, ambiguous, incomplete, 
inciting news, or contains an error. 

                                                                                                     
4 http://norumors.net/?post_type=rumors  
5 https://fatabyyano.net/ 
6 https://misbar.com/  
7 https://akeed.jo/public/  
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 Verify
8

: This is considered the first Syrian fact-
checking platform established in 2011 during the Syrian 
Revolution. In this platform, news are classified into 
three main classes depending on risk [red (high risk), 
orange (medium risk), and yellow (low risk)]. 

 Falso
9
: This is a Libyan platform for monitoring hate 

speech and a fact-checker in media news. It fact-checks 
both traditional news from TV and newspaper and also 
covers social media platforms and other websites. 

 FactuelAFP Arabic
10

: This is the Arabic division of the 
French news agency dedicated to providing news and 
information. This division holds certification from 
IFCN and collaborates closely with Facebook to combat 
misinformation. 

 Maharat-news fact-o-meter
11

: This is another fact-
checking website certified by IFCN. Their main focus is 
detecting rumors on online media in Lebanon and other 
Arab regions. The rating system is based on three 
labels: true, partially true, and not true.  

 Kashif
12

: it is an independent Palestinian fact-checking 
website that main goal to combat misleading 
information in Palestinian media. The rating system is 
based on nine labels: Manipulated, incorrect linking, 
outdated, sarcasm or parody, fabricated, false context, 
Impersonated and inaccurate content. 

 Dabegad
13

: This is a fact-checking website in the 
Egyptian dialect that started in 2013 and aims to find 
and expose hoaxes in social media in Middle East 
countries. 

VI. ARABIC FAKE NEWS DATASETS 

It is clear that the first essential step to building an 
effective fake news detection system is constructing an 
appropriate dataset. There is still no agreed benchmark dataset 
for fake news detection in the Arabic language. Researchers in 
fake news detection usually focus on analyzing the text 
features only; however, this may no longer be enough, 
especially with the evolution of social media platforms and the 
diverse representation of fake news and their complexity. As 
such, different studies have recently used features related to 
news publishers, as well as social context features, such as 
user information and network information [75]. This was 
evident from the previous sections, which showed promising 
effectiveness. Accordingly, this section will briefly mention a 
set of publicly available datasets in the Arabic language. 
According to type, datasets can be classified into social media 
posts and news articles. In social media post datasets, in 
addition to the text content of posts, user and network 
information are utilized to detect fake news. Meanwhile, in 
news article datasets, researchers detect fake news by utilizing 
the headlines and the body of the articles. 

                                                                                                     
8 https://verify-sy.com/  
9 https://falso.ly/  
10 https://factcheck.afp.com/ar/list  
11 https://maharat-news.com/fact-o-meter 
12 https://kashif.ps/category/facts-in-en/ 
13 https://dabegad.com/ 

One example of datasets related to posts in social media is 
[64], which included 9,000 tweets considered topic-
independent. The dataset contains information related to the 
users and content, in addition to the sentiment features. The 
annotation process was performed manually, classifying the 
tweets into credible and noncredible. Alzanin and Azmi [67] 
constructed datasets that consisted of 27,100 posts related to 
177 events from different domains, where 88 of these events 
were considered non-rumors, while 89 were rumors. This 
dataset also includes some features from users and contents. 
During the COVID-19 pandemic, researchers were 
encouraged to construct datasets covering this topic [74][76]. 
Furthermore, [74] constructed a bilingual dataset that covers 
the Arabic and English languages. The dataset was collected 
from Twitter using keywords related to COVID-19. The 
dataset has been automatically annotated using 13 machine 
learning classifiers and seven feature extraction techniques, 
including TF, TF-IDF (n-gram, character level), and word 
embedding. The dataset has two labels: real and misleading. 
The tweets‟ IDs and detection labels are made publicly 
available to other researchers by the authors.  

AraCOVID19-MFH [76] is a multilabel dataset manually 
annotated to 10 labels. It is an abbreviation of the Arabic 
COVID-19 Multilabel Fake News and Hate Speech Detection 
dataset. The dataset consists of 10,828 items of annotated data 
that include MSA and different dialects. The dataset was 
collected by searching some keywords from Twitter. This 
dataset can be used for both hate speech and fake news 
detection tasks. In [9], another dataset was collected from 
Twitter by searching for a specific list of keywords. The 
dataset is labeled as misleading (1311 tweets) and others 
(7475 tweets). It consists of 8,786 tweets in total, and it is 
clear that this dataset suffers from imbalance. The researchers 
only published the ID of the tweets and their corresponding 
labels (misleading and other). Moreover, in [73], the dataset 
was collected from Twitter based on the COVID-19 domain. 
Part of the dataset was annotated manually first and then used 
to train different machine learning models to automatically 
produce annotation for the rest of the unlabeled data. They 
were annotated as fake and genuine and only relied on the text 
feature. The authors published the tweet‟s text and its label 
without the ID. ArCorona [96] is a larger dataset collected 
manually from Twitter in the health domain during the early 
stages of COVID-19. The dataset contains 30 million tweets, 
with 8,000 tweets labeled into 13 labels. The dataset contains 
different dialects from the Arabic regions. 

Alsudais and Rayson [62] also manually collected a 
dataset that contains one million tweets about COVID-19, 
among which 2,000 were annotated to 895 false, 0 unrelated, 
and 789 true. The tweets were collected using keywords 
related to infectious diseases. All the above-mentioned 
datasets rely on textual content; however, there is a dataset 
called ArCOV19-Rumors [75], which consists of 9,414 tweets 
that were manually labeled as false (1,753), true (1,831), and 
others (5,830), which are related to 138 claims This dataset 
works on two levels: claim-level verification and tweet-level 
verification, both of which have two labels, namely, true and 
false. and their correspond relevant tweets. Meanwhile, tweet-
level verification contains the tweet and the propagation 
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network (retweets, replies). Moreover, study in [82] built 
dataset about Covid-19. The datasets are labeled for binary 
classification and multiclass, based on seven questions. The 
datasets available in four language which is English, Arabic, 

Dutch, and Bulgarian. The main focus for this paper is fake 
news, so 4966 Arabic tweets are classified into (815) contains 
fake information and (2602) not contains false information. 

TABLE III. SUMMARY OF SOCIAL MEDIA DATASETS FOR ARABIC FAKE NEWS DETECTION. „E‟ EVIDENCE, „T‟ TEXTUAL, „V‟ VISUAL, „U‟ USER, „P‟ POST, „N‟ 

NETWORK, „M‟ MANUALLY, „A‟ AUTOMATICALLY 

Dataset Domain Size Annotated 
Annotation type 

Labels 
Features used 

Source 
M A E T V U P N 

Dataset [64] 
Multi-

domain 
9K tweets 9K tweets  - 

(5400) credible 

(3600) noncredible 
-  -   - 

T
w

it
te

r 

Dataset  [67] 
Multi-
domain 

271K tweets 
177 events 

271K tweets  - 
(88) events non-rumor 
(89) events rumor 

-  -   - 

COVID-19-FAKE 

[74] 

Health 

(covid-19) 
220K tweets 220K tweets -  

Misleading 

Real 
-  - - - - 

AraCOVID19-
MFH[76] 

Health 
(covid-19) 

300K tweets 10828 tweets  - 10 different labels -  - - - - 

Dataset  [9] 
Health 

(covid-19) 
4.5M tweets 8.8K tweets  - 

(1,311) misleading, 

(7,475) other 
-  - - - - 

Dataset [73] 
Health 

(covid-19) 
36066 tweets 36066 tweets   

(20417) Fake 

(15649) Not fake 
-  - - - - 

ArCorona[96] 
Health 

(covid-19) 
30M tweets 8K tweets  - 13 different labels -  - - - - 

Dataset [62] 
Health 

(covid-19) 
1M tweets 2K tweets  - 

(316) False 
(895) True 

(789) Unrelated 

-  - - - - 

ArCovid19-

Rumors[75] 

Health 

(covid-19) 

1M tweets 

138 claims 
9414 tweets  - 

(1753) false 
(1831) true 

(5830) other 

-  -    

Dataset [82] 
Health 

(covid-19) 
4966 tweets 4966 tweets  - 

(2609) No 

(815) Yes 
-  - - - - 

Dataset [7] Politic 3358 tweets 2708 tweets  - 
(1570) credible 

(1138) non-credible 
-  - - - - 

TABLE IV. SUMMARY OF NEWS ARTICLE DATASETS FOR ARABIC FAKE NEWS DETECTION. „E‟ EVIDENCE, „T‟ TEXTUAL, „V‟ VISUAL, „S‟ STANCE 

Dataset Domain Size 
Annotation 

type 
Labels 

Features 
Source 

E T V S 

AraNews [84] Multi-domain 
5187957 news 

articles 

M
an

u
al

ly
 

False, True -  - - 50 newspapers. 

Dataset[72] Multi-domain 323 articles 
(100) reliable 

(223) unreliable 
-  - - 

Kashif fact-checking website, social media, 

WhatsApp group, and news site. 

AraFact [97] Multi-domain 6222 claims 

(4037) false 

(1891) partly-false 

(198) True 

(90) Sarcasm 

(6) unverifiable 

   - 5 Arabic fact-checking websites 

Dataset [98] 
Politic (Syria 

War) 

422 claims 

3042documents 

(219) false claim. 

(203) true claim 

Documents: 

(1239) false 

(1803) True 

-  -  
2 websites VERIFY for false claim and 

REUTERS14 for True claim 

ANS [85] Multi-domain 

4547 claims 

(3786) pairs (claim, 

evidence) 

(3072) True 

(1475) False 
-  -  

News headlines from media sources in Middle 

east and ANT corpus. 

AraStance [99] Multi-domain 

910 claims 

4063 pair (claim, 

articles) 

(606) False claim 

(304) True claims 

Articles: 

(2421) False 

(1642) True 

-  -  
3 fact-checking websites Aranews, Dabegad, 

Norumors, REUTERS 

Satirical fake 

News[89] 
Politic 3185 articles 

(3185) fake. 

(3710) real. 
-  - - 

2 satirical news websites for fake news. 

And Official news site for real. 

AFND [100] Multi-domain 606912 articles 

(207310) credible 

(167233) not credible 

(232369) undecided 

-  - - 134 Arabic online news sources 

Dataset. [7] Multi-domain 175 blog posts 

(100) credible 

(57) fairly credible 

(18) non-credible 

-  - - Arabic news articles 

 

                                                                                                                                                                                                                 
14 http://ara.reuters.com 
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For the news article dataset, AraNews [84] is a large 
dataset collected from different countries, covering different 
topics. The dataset relied on a list of 50 newspapers from 15 
Arab countries, the United Kingdom, and the United States. 
Based on this list, 5,187,957 news articles were collected and 
labeled as true or false. Also, research [72] published dataset 
which contains 323 articles from different domains. The 
dataset was labeled manually from two experts into reliable 
and unreliable. Different sources are used for collecting this 
dataset such as Kashif fact-checking websites, social media, 
and news sites. Ali et al. [97] produced a dataset called 
AraFacts that contains claims collected from five Arabic fact-
checking websites. The dataset comprises URLs for fact-
checking articles and links to evidence pages sourced from 
various outlets, enabling the extraction of images and 
supporting evidence. This making them the first to collect 
datasets in Arabic that combined texts, image contents, and 
evidence. Research in [52] used AraFacts to extract images 
and text. The dataset contained 6,222 claims annotated by 
professional fact-checkers manually. 

Typically, researchers focus independently on specific 
tasks such as stance detection, fact-checking, document 
retrieval, and source credibility, but study [98] making these 
tasks available to be integrated using unified corpus. The 
study created a corpus consisted of 442 claims that covered 
topics related to the Syrian war and some political issues in 
the Middle East. Each claim was labeled as false or true based 
on factuality. In addition, 2,042 articles retrieved for these 
claims were annotated based on their stance into agree, 
disagree, discuss, and unrelated. In addition, the dataset 
included a rationale attribute that enabled the fact-checking 
system to provide explanations for its decisions. This attribute 
encompassed the display of extracted sentences or phrases 
from the retrieved documents, which served as illustrative 
examples of the detected stance. Similarly, ANS [85] is a 
dataset of news titles that were paraphrased and altered. ANS 
covers several topics collected from online news sites. The 
dataset contains two versions. Based on claims verification, 
4,547 records were labeled fake and not fake; the other 
version consisted of claims and evidence pairs containing 
3,786 records. The difference between ANS and Baly et al. 
[98] is that ANS generated fake and true claims from true 
news. In the same vein, the AraStance dataset [99] contained 
4,063 pairs of claims and articles from multiple countries, 
covering topics in politics, health, sports, and others. The 
annotation process was performed manually according to the 
veracity of the claims, whether they are true or false, and 
according to the article‟s stance on the claims, which ended 
with four labels: agree, disagree, discuss, and unrelated. 
Satirical News [89] is a hand-built dataset that includes fake 
articles. The fake news articles were collected from two 
satirical news websites: Al-Hudood

15
 and Al-Ahram Al-

Mexici
16

. For the real news dataset, the research used an open-
source datasets

17
. Arabic Fake News Dataset (AFND) [100] is 

a collection of news stories in Arabic that are available to the 
public and were gathered from Arabic news websites. A 

                                                                                                     
15 https://alhudood.net/ 
16 https://alahraam.com/ 
17https://sourceforge.net/projects/ar-text-mining/files/Arabic-Corpora/ 

dataset used for detecting article credibility, it consisted of 
606,912 articles labeled as credible (207,310), not credible 
(167,233), and undecided (232,369). The researchers used the 
Misbar fact-checking platform for classifying the articles into 
these three classes.  Some research built datasets that 
contained both social media posts and news articles, such as 
Al Zaatari et al.‟s dataset [7], which consisted of blog posts 
and tweets related to the Syrian crisis. This kind of corpora‟s 
main goal is to analyze the credibility of the news. It consisted 
of 2,708 tweets and 175 blog posts; the datasets, in general, 
are labeled as credible and not credible. Tables III and IV 
provide a summary of the social media posts and news article 
datasets. In the context of news article datasets, the range of 
available features is comparatively narrower compared to 
those accessible for social media datasets. Thus, our focus was 
confined to textual, visual, stance, and evidence features for 
the purpose of comparison. 

VII. DISCUSSION 

Based on the previous sections, fake news detection in the 
Arabic language is still in its nascent stages compared with 
other languages. Although a multitude of efforts have been 
exerted in Arabic fake news detection, the process still 
suffers from various limitations. We can categorize them into 
limitations related to datasets, feature extraction, and 
classification algorithms based on the literature. 

A. Datasets 

There is no benchmark dataset in the Arabic language, and 
most of the datasets used in previous studies are not available 
online. Researchers need to enrich the fake news detection 
field by making their data available using any platform, such 
as their own page in GitHub

18
 or MASADER

19
 repository. 

Publicly available datasets enable other studies to exert robust 
efforts, and their results can be compared with others using the 
same datasets. This is one of the important factors to measure 
the improvement of performance among different studies. 
Moreover, the processes for collecting and preparing datasets 
are not always mentioned clearly in the research papers. 
Researchers in this field need accurate guidelines to undertake 
this process, for example, by providing a list of common 
sources for extracting appropriate news, the annotation 
process, the cleaning and preprocessing phase, and so on. In 
addition, most of the datasets suffer from unbalanced classes, 
where the real news category is usually larger than the false 
one such as  [9] [64]. Moreover, when screening parts of these 
datasets, there were numerous instances for the same news, 
especially those collected from social media platforms such as 
Twitter. This repetition in the values of the news texts can be 
attributed to the fact that the same news can propagate among 
such platforms, and because the collection process usually 
depends on the prepared list of keywords, the probability of 
having the same news with the same exact text is higher. In 
some situations, having duplicated contents will decrease the 
performance of the classifier [101]. Another problem related 
to the datasets is the domain they cover. For example, Tables 
III and IV show that most of the datasets focused on covering 
the COVID-19 pandemic, while the others focused on whether 

                                                                                                     
18 https://github.com/  
19 https://arbml.github.io/masader/ 
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the data was a post from social media or articles covering 
different domains with unbalanced categories for each. These 
researchers argued that they adapted this process to find 
common features across various domains. However, they 
ignored the fact that each sector has its own features, which 
can help in detecting fake news related to them. Having 
datasets that cover a specific domain is important. Specialized 
terminology is prevalent within specific topic domains, and 
possessing technical expertise is essential for discerning the 
authenticity of each news item [18]. Hence, it is crucial to 
construct datasets tailored to the unique requirements of a 
particular topic domain, such as the SCIFACT dataset [102].  

Moreover, Arabic countries cover different regions with 
different dialects; thus, datasets covering MSA and dialects 
require a complex process to mitigate this problem. We still 
need an Arabic dataset that covers the MSA language and 
others that cover different dialects.  The dataset publishers 
usually release only the IDs for the tweets in accordance with 
Twitter policy. When other researchers try to extract the same 
tweets, they are already deleted or protected by their owners. 
This situation decreases the number of available datasets and 
is one of the immense problems that need to be solved by 
applying a repository that does not contain critical features 
and saves only appropriate and valuable ones. Working to 
extract more records to balance the dataset affected by this 
deletion is time-consuming. The creation of an unaltered 
dataset for the purpose of detecting fake news on social media 
platforms represents a crucial milestone in establishing a 
benchmark dataset. This endeavor aids in effectively assessing 
the performance of models and their ability to verify the 
accuracy of information with the collaboration of social media 
platforms. 

B. Feature Extraction and Classification Process 

Most previous studies have focused on extracting textual 
features in articles and social media posts, which is not usually 
sufficient to detect fake news [18]. Rather, it is important to 
combine features such as those related to users, posts, 
networks for social posts, and the metadata related to the 
articles, including the publisher‟s name, URLs, headlines, 
body, and comments. Based on the literature review, only a 
few researches are using a combination of these features. In 
addition, when looking for the visual contents, images provide 
an improvement in the performance of the classifier in other 
languages, which need more investigation in Arabic [50]. 
There are a few research in Arabic with this attribute, such as 
[52]. Extracting features from the replies of users is also an 
important aspect [56]. The only publicly available Arabic 
dataset that has considered users‟ responses in their dataset is 
ArCOVID19-Rumors. Employing sentiment analysis, stance 
detection, and emotion recognition with fake news detection 
still needs more investigation, especially in relation to the 
responses of the crowd. Moreover, features related to 
networks are still not investigated in fake news in the Arabic 
language, except for the work performed by [75]. Traditional 
machine learning approaches, such as SVM, LR, and KNN, 
are the most used in Arabic research. Based on the review, 
most research in Arabic has used language models, such as 
AraBERT, MARBERT, mBERT, and QARiB. Research using 
the ensemble techniques is scarce, and there is a need for more 

studies applying this model. Applying the ensemble methods 
using traditional machine learning and deep learning is 
another window of opportunity that needs to be investigated 
for fake news detection because ensemble methods have the 
ability to improve prediction performance with regard to some 
characteristics, such as overfitting avoidance, computational 
advantages, and representation [103]. 

VIII. CONCLUSION 

This review revealed that a few studies related to detecting 
fake news have been conducted in the Arabic language, 
indicating that Arab researchers should allocate more attention 
to this issue. Most Arabic studies have focused on social 
media platforms, particularly Twitter. Most Arabic researchers 
have investigated events related to politics (e.g., Syrian crisis) 
and health (e.g., COVID-19 pandemic) and have created their 
own dataset for testing the proposed models. This may not be 
an effective approach because it results in many different 
datasets with a range of accuracy measurement results. A 
benchmark dataset that contains as many features as possible 
to help detect fake news should be used. Our future objectives 
encompass the development of an Arabic dataset 
encompassing diverse extraction features, including visual 
attributes, enabling us to explore their influence when 
combined with other features for the purpose of detecting fake 
news on social media. 
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Abstract—The Software Defined Networking (SDN) paradigm 

has emerged as a critical tool for meeting the dynamic demands 

of network management with respect to efficiency and flexibility. 

Quality of Service (QoS) optimization, which encompasses 

essential features including bandwidth allocation, latency, and 

packet loss, is a major problem in SDN systems due to its direct 

influence on network application performance and user 

experience. To deal with these important issues, this paper tackles 

the critical problem of Software-Defined Networks (SDNs) 

Quality-of-Service (QoS) optimization, which is a critical factor 

affecting network application performance and user experience. 

Within the Firefly-Fruit Fly Optimised Deep Reinforcement 

Learning (DQ-FFO-DRL) framework, a novel combination of 

optimization techniques derived from Fruit Fly and Firefly 

behaviors with Deep Q-Learning is presented in this suggested 

approach, which is called Deep Q-Learning. The framework 

effectively investigates ideal network configurations by utilizing 

the distinct advantages of the Fruit Fly and Firefly optimization 

components, while the Deep Q-Learning component dynamically 

adjusts to changing network circumstances by drawing 

conclusions from prior experiences. Extensive testing and 

modeling reveal that the DQ-FFO-DRL approach performs very 

well in SDNs compared to conventional QoS management 

solutions. When it comes to negotiating the always changing 

world of resource allocation, network usage, and overall network 

performance, this algorithm demonstrates exceptional 

adaptability. The suggested system, which is implemented in 

Python, offers an advanced and flexible method for enhancing 

QoS in SDN systems.  

Keywords—Software Defined Network (SDN); Quality of 

Service (QoS); firefly-fruit fly optimization; Deep Reinforcement 

Learning (DRL); adaptive QoS enhancement; network optimization 

I. INTRODUCTION 

Network administrators have been using traffic 
engineering approaches to enhance resources management 
efficiency in order to cope with the ever-increasing volume of 
network traffic. In communications networks, traffic 
engineering synchronises the packet forward pathways of 
various streams within the network to enhance the total level 
of service provided by network users. Routing optimisation 
remains a long-term research topic along with one of the main 
obstacles in network utilities optimisation through traffic 
engineering [1]. Using conventional routing techniques, each 
router decides how to forward packets on its own, 

disregarding the judgments made by other routers. Even 
though this dispersed routing technique is scalable as it can be 
used on any size networks, it is challenging to handle network 
management of resources in an effective and flexible manner 
and optimise network routing as a whole. Software defined 
networking (SDN) was initially proposed as an efficient way 
to handle the whole network by dividing control and 
information layers in the network [2], that separates 
information transfer from control functions. These factors 
make an improved network management models more 
necessary [3]. SDN logically decouples the network's 
operational plane and the information plane to give an overall 
picture of the system and enhances network programming 
capabilities for network administration and operation. 
Networking policies can be deployed dynamically and with 
efficiency using this SDN approach. SDN makes it possible to 
control forwarding of packets centrally and see the entire 
network, but creating the best routing scheme is not easy. 
Limited shortest path issues are how the issue of routing is 
formulated in many current publications, yet these issues 
typically have an optimal solution that is NP-hard [4]. 
Furthermore, while the generic multi-commodity flow issue 
has a conventional solution that takes the network's operation 
as a constant model with fluctuating traffic, these models are 
unable to effectively depict good network function under 
complicated and variable traffic conditions [5]. 

In recent years, deep reinforcement learning (DRL), that 
blends deep neural networks and reinforcement learning (RL), 
has been used to create traffic engineering strategies [6]. The 
development of the DRL method offers a fresh approach to 
optimising extremely complex transportation issues. By 
enhancing routing policy effectiveness in a model-free and 
focused on experiences way, DRL-based route methods are 
able to develop and adjust to complicated networks. Using the 
DRL approach in an SDN-based networks has shown to 
significantly improve routing optimisation performance, 
according to recent studies. It should be highlighted that 
networks performance loss can happen throughout the 
learning procedure, especially in the beginning phases, owing 
to the characteristics of reinforcement learning (RL), that 
entails experimentation in the manner of identifying the most 
effective approach [7]. When training an infrastructure, one 
should not risk network efficiency deterioration when 
improper routing policies immediately boost packet loss and 
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end-to-end delay throughout the network itself. This decreases 
the system's dependability. Specifically, in the event of a 
system's topology modification, the DRL agent that is running 
ought to retrain how to optimise routing. Continuous network 
performance deterioration is caused by the longer time it takes 
for convergence to occur when the features of internet traffic 
become more complicated. In addition, using DRL-based 
route optimisation, which requires investigation, can have 
severe effects in systems that carry QoS-sensitive information 
[8]. 

The need for better Quality of Service (QoS) provisioning 
in Software-Defined Networks (SDNs) is growing in 
importance in the ever-changing world of today's networks. As 
numerous applications develop and information traffic 
increases, guaranteeing effective and adaptive QoS 
administration has become a critical task. Conventional 
methods of maximising quality of service frequently lack the 
flexibility required to handle the intricate and shifting 
dynamics of contemporary network settings [9]. The study 
explores the incorporation of novel Firefly-FruitFly Optimised 
Deep Q-learning approaches to provide adaptive QoS 
improvements in SDNs in order to overcome these constraints. 
By separating both data and control planes, Software-Defined 
Networking (SDN) completely transformed the way networks 
are managed and controlled. This has made it possible to have 
centralised control over the network. Due to this division, 
network assets can be used with never-before-seen flexibility 
and control, allowing for dynamic setups and modifications in 
response to changing needs [10]. But even with SDN's built-in 
benefits, maintaining excellent QoS is still difficult because of 
the complex interactions between different network variables 
as well as the constantly changing nature of internet traffic. 

Among the most important metrics for assessing the 
efficiency of a network is quality of service, which includes a 
number of factors such as latency, bandwidth, dependability, 
and safety. Optimising these variables to match particular 
service level commitments and guarantee the best possible 
experience for users is necessary for successful QoS 
management. Conventional QoS administration frequently 
uses preset or static regulations, which may not be able to 
adjust to shifting network circumstances. This could result in 
less-than-ideal resource usage and possible performance 
issues. Techniques inspired by environment have become 
more popular in recent decades for resolving challenging 
optimisation issues [11]. Based by the typical behaviours of 
fruit flies and fireflies, accordingly, the Firefly and FruitFly 
Optimisation algorithms have been found to be remarkably 
effective in solving a wide range of optimisation problems. 
These methods use the ideas of repellent and attraction to 
identify the best answers in challenging optimisation 
scenarios, imitating the typical actions of these bugs. By 
incorporating such bio-inspired methods into social media, 
there is a chance to improve the flexibility and effectiveness of 
QoS control in SDNs. Moreover, the utilisation of RNN-
LSTM in the field of networks has demonstrated exceptional 
capacity to tackle intricate and variable optimisation issues. In 
DRL, robots are trained to communicate with the surroundings 
and make successive choices in order to maximise aggregate 
rewards. The network's controllers can be given the ability to 

generate wise and flexible choices depending on the needs and 
circumstances of the network's infrastructure in actual time by 
utilising DRL in connection with SDN [12]. The study 
attempts to establish a new architecture which not just 
optimises QoS in SDNs but additionally responds to shifting 
traffic trends and network behaviour by merging DRL into the 
Firefly-FruitFly Optimisation methods. 

Software-Defined Networks (SDNs) are a revolutionary 
paradigm in computer networking that have arisen to address 
the increasing needs of dependable and effective network 
services. The optimisation of Quality of Service (QoS) 
attributes, which include jitter, latency, throughput and packet 
loss and have a direct impact on network application 
performance and user experience, is a key challenge in SDNs. 
This paper presents a novel framework that combines Deep Q 
Learning with Firefly-Fruit Fly Optimisation to transform QoS 
enhancement in SDNs. The bio-inspired optimisation 
algorithms of Firefly-Fruit Fly Optimisation efficiently 
explore and identify optimal network configurations, drawing 
inspiration from the natural behaviours of both fruit flies and 
fireflies. At the same time, Deep Q-Learning's adaptive 
learning mechanism keeps learning from previous experiences 
and network interactions. This allows the framework to make 
wise decisions in real time and adeptly adjust to the changing 
network conditions. The combination of these cutting-edge 
methods offers an SDN environment that is more responsive, 
effective, and optimised, constituting a major breakthrough in 
the field of software-defined networking. The study would 
then go into experimental validation, performance metrics, 
and comparisons with traditional QoS management strategies 
in order to show how this new framework performs 
exceptionally well and how it ultimately improves user 
experience and network efficiency. The following lists the 
main findings of the suggested investigation: 

 The main contribution of the paper is to advance the 
field of SDNs by offering a fresh, flexible, and clever 
framework for enhancing QoS. The combination of 
deep reinforcement learning and optimisation inspired 
by nature offers a novel strategy for tackling the 
problems related to quality of service (QoS) in 
contemporary network settings. 

 The article presents a novel framework that 
incorporates the nature-inspired optimisation technique 
known as Firefly-Fruit Fly Optimization. Quality of 
Service (QoS) management in Software-Defined 
Networks (SDNs) presents intrinsic issues that could 
be properly explored and identified through the 
implementation of this optimization technique. 

 The QoS management method gains a dynamic and 
self-learning mechanism with the integration of Deep 
Reinforcement Learning (DRL) into the framework. 
Based on prior interactions and experiences, DRL 
continuously adjusts to shifting network conditions, 
offering a clever and flexible method of improving 
QoS. 

 The management of crucial QoS factors, including as 
packet loss, throughput, jitter, and delay, is the study's 
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primary objective. The framework combines DRL and 
Firefly-Fruit Fly Optimisation to dynamically optimise 
these parameters in order to improve network 
performance as a whole. 

The subsequent sections of the paper are organized to 
provide a comprehensive exploration and validation of the 
proposed framework. The research unfolds in a structured 
manner, with the following key segments: A summary of 
relevant routing of networks work is given in Section I. The 
paper's uniqueness and the issues with related works are 
discussed in Section II, Problem statement in Section III. The 
SDN QoS improvement mechanism is described in Section IV. 
Explain the suggested method's effectiveness rating in Section 
V, and the overall research's conclusions and future work is 
given in Section VI and Section VII respectively. 

II. RELATED WORKS 

A relatively new development in networking for computers 
is the software-defined network (SDN), which separates 
forwarding of information from centralised control to provide 
a very adaptable and controllable networks architecture. A 
great deal of study has been conducted to provide effective 
routes and allocate resources for SDNs. To guarantee 
application-driven QoS regardless of the face of computer 
hacking, situation-aware networks administration continues to 
encounter significant obstacles. To deal with this matter, 
Hossain and Wei [13] Utilise technology related to 
reinforcement learning (RL) to provide smart networks 
administration and scenario knowledge from the standpoint of 
routing control. In the modelling parts, the effectiveness of the 
suggested RL-enabled route management approach is assessed 
by taking into account various situations. Despite the efforts to 
enhance the recommended routing method, one possible 
limitation is the substantial resource commitment needed to 
fully evaluate the approach's effectiveness in a sizable testbed. 
The extent and velocity of the experimental and assessment 
process may be constrained by the monetary and time 
commitment. 

Conventional networks for routing use limited data to 
determine routing, that can cause a delay in adapting to 
network traffic fluctuation and a lack of assistance for apps' 
QoS needs. Casas-Velasco et al. [14] presents reinforced 
learning and Software-Defined Networking's Intelligent 
Routing (RSIR), a revolutionary method for navigating in 
SDN. In order to generate routing choices, RSIR incorporates 
an Understanding Planes into SDN and specifies a 
Reinforcement Learning (RL)-based routing algorithms that 
considers link-state data. The method computes and installs 
the best routes previously in the forwarded devices by utilising 
the artificial intelligence offered by RL, the worldwide view 
and management of the network that is given by SDN, and its 
relationship with the surrounding environment. Utilising 
actual traffic matrix for imitation, RSIR was thoroughly 
assessed. The findings indicate that when bandwidth available, 
postpone, and damage are taken into account separately or 
together for the estimation of optimum pathways, RSIR works 
better than Dijkstra's method in terms of exertion, link 
productivity, loss of packets, and time. The outcomes indicate 
that RSIR is a desirable option for SDN smart routing. The 

need for substantial computing power for implementing Deep 
Reinforcement Learning (DRL) to enhance RSIR choices 
constitutes a potential limitation for future studies, especially 
for bigger networks. Additionally, integrating traffic forecasts 
for selecting a path may add to the method's complexities. 

The concept of Software Defined Networking (SDN), 
which centralises intellect in software-driven controllers in 
order to increase network adaptability and address various 
network difficulties, continues to gain traction in both research 
and the IT sector. SDN is considered one of the driving forces 
behind 5G networks. The efficiency and utilisation of the 
network may be improved and optimised with the help of 
machine learning (ML) technologies. Network administration 
and operation tricky issues have shown to be a huge 
cooperative challenge for Neural Networks (NN) and 
Reinforcement Learning (RL) in specific. Bouzidi et al.[15], 
an SDN-based principles insertion method that uses Deep Q-
Network (DQN) agents to acquire the best routes and redirect 
congestion in order to increase networks utilisation. The 
method primarily uses NN to proactively forecast traffic 
bottlenecks. To achieve this, authors initially outline the 
connection problem that considers Quality-of-Service (QoS) 
as a Linear Programme (LP), with the goal of minimising both 
link utilisation and from beginning to end (E2E) time. 
Following that, author suggests a effective heuristic approach 
to resolve it. Emulation-based mathematical results utilising 
Mininet and ONOS controllers show that the suggested 
method can greatly enhance network capabilities by reducing 
lost packets, E2E postponement, and connection utilisation. 
One possible limitation for further study is the sophisticated 
optimisation procedure needed to set up a Distributed Deep Q-
Network (DQN) agent, which adds complication to the 
installation process and allows for efficient management of the 
quantity and location of SDN routers and related information 
plane switching. 

Conventional routing algorithms use only a small amount 
of data to determine routing, that results in a delayed response 
to traffic fluctuation and a constrained capacity to fulfil apps' 
quality of service needs. In order to overcome these 
drawbacks, researchers presented, a Reinforcement Learning 
(RL)-based router approach for SDN. Yet, when confronting 
vast actions and state areas, RL-based systems typically see a 
rise of training time. Casas-Velasco et al.[16] Presents Deep 
Reinforcement Learning and Software Defined Networking 
Intelligent Routing (DRSIR), an alternative routing method. In 
SDN, DRSIR specifies an algorithm for routing that gets 
beyond the drawbacks of RL-based systems by utilising Deep 
RL (DRL). In order to generate innovative, efficient, and 
smart routing that adjusts to continuous congestion changes, 
DRSIR takes path-state indicators into account. Emulation 
was used to assess DRSIR utilising both artificial and actual 
traffic patterns. According to the outcomes, this method 
operates better in terms of flex, loss of packets, and latency 
than the routes that utilise Dijkstra's algorithm and RSIR. 
Furthermore, the outcomes show that DRSIR offers a 
workable and realistic approach for networking in SDN. The 
intricacy and mathematical requirements of expanding DRSIR 
to accommodate multiple paths routing, multiple levels DRL 
plans, and the integration of travel type data could be a 
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hindrance for subsequent research, making it difficult to 
control the method's learning settings and assess effectiveness 
across a variety of traffic conditions. 

The requirement for quality of services resulting from an 
exponential rise in network traffic makes routing optimisation 
increasingly vital. With the latest advancement of software-
defined networking (SDN) technologies, networking 
equipment like switches can now be flexible configuration via 
programming interfaces, allowing for centralised 
administration and operation. Kim et al. [17] Provide a routing 
optimisation on an SDN using deep reinforcement learning 
(DRL). Under the suggested approach, the agent that handles 
DRL determines an ideal set of connection weights to strike a 
compromise for the networking's lost packets and total latency 
by learning how the overall traffic load of network routers and 
network efficiency are related. Installing the flow-rules onto 
the SDN-enabled shifts, an SDN controller uses an array of 
link strengths to decide how to distribute pathways. They 
create an M/M/1/K queue-based network framework and use it 
to execute the DRL training procedure offsite unless it 
converges in order to circumvent the extremely lengthy 
learning procedure for DRL in the event of a topologies 
modification. The outcomes of the experiment show that in a 
number of network structures, the suggested routing technique 
works better than both a network demand-based RL 
algorithms and a traditional hop-count forwarding technique. 
To guarantee the efficacy and usability of the suggested 
routing approach in multiple network settings, additional 
assessment and verification of the approach over a larger 
range of configurations is necessary. This represents a single 
negative. 

Numerous applications that operate in real time utilise 
reinforcement learning (RL), a way of learning without 
supervision. A challenge involving making choices is at the 
heart of RL. In reinforcement learning, the participant engages 
with its surroundings continuously and decides what to do 
future based on past input regarding rewards. Younus et al.[18] 
RL Software-Defined Wireless Sensor Networks (SDWSNs) 
optimise their routing pathways through training. They merge 
SDN and RL, when routing lists are generated by applying RL 
to the SDN controller. In addition, they suggest four distinct 
incentive mechanisms to optimise the efficiency of networks. 
When contrasted with RL-based forwarding algorithms, RL-
based SDWSN enhances the network's efficiency by 23% to 
30% as a matter of lifetime. Since it's able to effectively learn 
the network path at the level of the controller, RL-based 
SDWSN operates well. Furthermore, compared to RL-based 
WSN, it offers a faster network integration rate. One possible 
disadvantage of SDWSN is that its centralised control can 
give rise to problems with scalability and higher 
communication above you, which could restrict its use in 
larger and intricate network systems. 

The literature reviewed here emphasises how software-
defined networking (SDN) and reinforcement learning (RL) 
are becoming increasingly important in routing optimisation to 
fulfil the demands of effective resource allocation, quality of 
service (QoS), and network adaptability. Scholars like Hossain 
and Wei, Casas-Velasco, Bouzidi et al., and Kim et al. 
investigate several RL-based methods for smart routing in 

SDN, taking traffic patterns, link-state data, and deep 
reinforcement learning (DRL) into account. When compared 
to conventional routing methods, these studies show increases 
in network efficiency, less packet loss, and decreased latency. 
On the other hand, difficulties like the need for more computer 
power, the difficulty of optimisation, and issues with 
scalability for larger networks are recognised. Furthermore, 
Younus et al. investigate the incorporation of RL in SDN 
within the framework of wireless sensor networks (SDWSNs), 
demonstrating improved network performance using RL-
based routing choices. Scalability concerns are brought up by 
the centralised control of SDWSNs, despite their benefits. 
Overall, the literature highlights the promise for intelligent 
and adaptive network management through the integration of 
SDN and RL, while also highlighting the need for more study 
to overcome obstacles and optimise these strategies for a 
range of network situations. 

III. PROBLEM STATEMENT 

In the context of larger and more complicated network 
systems, the research recognises a number of noteworthy 
issues related to the recommended methodologies. One 
notable drawback is the high resource consumption, which 
includes processing power, time, and monetary inputs needed 
to evaluate the efficacy and flexibility of the suggested 
methods. These resource limitations could prevent the 
technologies from being widely used, which would limit their 
scalability. Potential challenges arise from the complexity of 
implementation and management processes brought about by 
the integration of Deep Reinforcement Learning (DRL) into 
routing methods. Moreover, it has been observed that the 
centralised administration of Software-Defined Networking 
(SDN) [16] systems leads to increased inefficiencies and 
scalability problems, which restricts the adaptability of 
solutions in complex network environments. The study 
underscores the need for additional evaluation and verification 
of the suggested techniques in various network contexts to 
guarantee their efficacy and pragmatic suitability. In spite of 
these obstacles, the study presents a novel and cutting-edge 
approach to addressing Quality of Service (QoS) in SDNs by 
combining Fruit Fly Optimised Q-Learning with Firefly. 
Using the intelligence of deep reinforcement learning and the 
flexible abilities of nature-inspired optimisation, this method 
actively maximises network efficiency based on current traffic 
requirements. With its ability to adapt to changing traffic 
patterns and network conditions, the combination that has 
been developed provides a stable and efficient network 
architecture that shows promise in addressing the issues raised 
in the issue's formulation. 

IV. OUTLINE OF THE PROPOSED MECHANISM 

The suggested hybrid method improves Quality of Service 
(QoS) in Software Defined Networks (SDN) by combining 
Deep Reinforcement Learning (DRL) with Firefly-Fruit Fly 
Optimisation. The strengths of both optimisation strategies are 
used in this integrated methodology. The optimisation of 
network parameters through the combined intelligence of fruit 
flies and firefly is known as Firefly-Fruit Fly Optimisation. 
The quality of a potential solution is represented by the 
brightness of each firefly in a model of firefly interaction 
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called Firefly Optimisation. This brightness-based method 
aids in fine-tuning network setups, with enhanced packet loss, 
throughput, latency, jitter, and brightness directing increases in 
certain parameters. Thorough Reinforcement Network 
configuration adaptation is heavily reliant on learning. It 
makes use of neural networks' capacity to learn and make 
judgments in a sequential manner that is consistent with QoS 
objectives. DRL improves performance by allowing the 
network to dynamically adjust to changing circumstances. It 
regularly evaluates the network's condition, pinpoints areas in 
need of modification, and puts new policies into effect as 
necessary. The combination of DRL and Firefly-Fruit Fly 
Optimisation is a synergistic method for improving QoS. 
Firefly Optimisation is excellent at finding viable solutions, 
and DRL gives you the tools to put those answers into practise 
and modify them quickly. When combined, they maximise 
throughput while reducing latency, jitter, and packet loss in 
order to optimise network parameters. With this integration, 
network efficiency and flexibility will be maintained, which 
will ultimately result in a more dependable and seamless user 
experience and a considerable improvement in QoS in SDN. 
The suggested technique's workflow is depicted in Fig. 1. 

 

Fig. 1. Workflow of the proposed system. 

A. Data Collection  

In this research, an evaluation is conducted to compare the 
performance of SDN (Software-Defined Networking) and 
traditional non-SDN network configurations. The examination 
takes place within the network infrastructure of the 
engineering faculty at Universitas Muhammadiyah Malang 
(UMM). The primary goal is to assess the capabilities of both 
SDN and non-SDN networks when subjected to the same 
network topology. To facilitate this assessment, the study 
employs simulation techniques, specifically using the SDN 
network emulator and the MiniNet Floodlight controller. A 

range of Quality of Service (QoS) parameters, including 
latency delay, jitter, throughput, and packet loss, is employed 
to gauge the QoS metrics of the latter network [19]. 

B. Feature Extraction Based on Hybrid Firefly-Fruit Fly 

Optimization 

A nature-inspired optimization technique called Fruit 
Fly Optimization (FFO) is based on the 
swarming behaviours of fruit flies. It is intended to resolve 
intricate optimization issues by mimicking the motion and 
communication of fruit flies as they seek for the optimal 
solution [20]. 

Step 1: Establish the primary FOA settings and randomly 
assign the fruit fly swarm's starting position L. 

𝑢 − 𝑎𝑥𝑖𝑠, 𝑣 − 𝑎𝑥𝑖𝑠 

Step 2: Give your own fruit fly the ability to go in any 
direction in search of nourishment by employing Eq. (1) and 
Eq. (2): 

𝑢𝑝 = 𝑈 − 𝑎𝑥𝑖𝑠 + 𝑅𝑉  (1) 

𝑣𝑝 = 𝑉 − 𝑎𝑥𝑖𝑠 + 𝑅𝑉  (2) 

𝑃 =  1,2, … ,  

where,  is the magnitude of the fruit fly swarm. 

Step 3: Given the inherent uncertainty in determining the 
exact location of food, we can calculate the distance 
(represented as 𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒𝑝) of the fruit fly from its starting 
point. This calculation allows us to establish a judgment value 
for the concentration of the smell (denoted as 𝐹𝑝). Let's 

assume that Si is the reciprocal of 𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒𝑝, as follows in 
Eq. (3) and Eq. (4): 

𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒𝑝 = √𝑢𝑝
2 +  𝑣𝑝

2  (3) 

𝐹𝑝 =
1

𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒𝑝   (4) 

Step 4: By entering the smell concentration judgment 
value (𝐹𝑝) into the scent concentration judgment function (also 

known as the Fitness function), one may obtain the scent 
intensity (𝑆𝐿𝑝) of each unique fruit fly site in Eq. (5). 

𝑆𝐿𝑝 = 𝐹𝑛 (𝐹𝑝)   (5) 

Step 5: Determine which fruit fly in the swarm has the 
strongest scent concentration on an individual basis in Eq. (6): 

[ 𝐵𝑒𝑠𝑡𝑆𝐿  𝐵𝑒𝑠𝑡𝑖𝑛𝑑𝑒𝑥] = 𝑀𝑎𝑥𝑖𝑚𝑢𝑚 (𝑆𝐿𝑝)  (6) 

Step 6: Preserve the optimal fruit fly's position (u, v) and 
highest scent intensity level. The swarm then takes off for that 
destination in Eq. (7): 

𝑆𝐿( 𝑆𝑚𝑒𝑙𝑙)𝐵𝑒𝑠𝑡 =   𝐵𝑒𝑠𝑡𝑆𝐿  (7) 

𝑢 − 𝑎𝑥𝑖𝑠 = 𝑢(𝐵𝑒𝑠𝑡𝑖𝑛𝑑𝑒𝑥) 

𝑣 − 𝑎𝑥𝑖𝑠 = 𝑣(𝐵𝑒𝑠𝑡𝑖𝑛𝑑𝑒𝑥) 

To reiterate the execution of steps 2 to 6, initiate iterative 
optimization. The loop concludes when either the number of 
iterations reaches the maximum allowed limit or when the 
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current concentration of scent no longer surpasses the 
concentration obtained in the previous iteration. 

1) Firefly Algorithm (FA): The Firefly algorithm, created 

by Xin-She [21], is predicated on the idealised behaviour of 

firefly flashing qualities. These flashing traits could be 

summed up as follows, for ease of understanding: 

 In the firefly world, gender is not a factor; every firefly 
is universally drawn to others. This means that a firefly 
will be attracted to any other firefly, regardless of its 
gender. 

 Attractiveness in this context is directly tied to the 
luminosity of fireflies. When two fireflies flash, the 
one with less brightness will be naturally inclined to 
move closer to the brighter one. This attractiveness 
factor is directly proportional to their respective 
brightness levels, and it diminishes as the distance 
between them increases. In the absence of a firefly 
brighter than itself, a firefly will resort to random 
movement. 

 The brightness of a firefly is intricately linked to the 
landscape of the objective function they aim to 
optimize. In other words, the features of the terrain, 
such as peaks and valleys, will determine the 
brightness of a firefly. 

To simplify the understanding, it could assume that a 
firefly's appeal is determined by its brightness or the intensity 
of its light, which, in turn, relates to the encoded objective 
function. In the most straightforward scenario for 
optimization, we can express the brightness (R) of a firefly at 
a specific position (u) as 𝑅(𝑢)  ∝  1/𝑓(𝑢). However, it's 
important to note that attractiveness is a relative concept, and 
it should be contingent on the distance (𝑒𝑥𝑦) between two 

fireflies, 𝑥 𝑎𝑛𝑑 𝑦. Similar to how light intensity diminishes as 
you move away from its source and is affected by the medium 
it travels through; it should also consider the degree of 
absorption when determining the attractiveness between 
fireflies. 

C. Hybrid FOA-FA Algorithm 

This section provides a comprehensive overview of the 
proposed algorithm, FOA-FA. The primary objective behind 
the development of FOA-FA is to address the limitations of 
the original FOA. The original FOA faces challenges in 
handling the negative domain, as it cannot generate candidate 
solutions uniformly across the problem domain. Moreover, it 
tends to prematurely converge due to the random term in Eq. 
(3), which typically produces small values within a radius of 
one around the best location. The methodology of the FOA-FA 
algorithm involves two distinct phases. The first phase makes 
use of FOA [22], where a group of fruit flies navigates in 
multiple directions using the ARM (Artificial Fruitfly 
Recognition Module). Consequently, these movements follow 
a uniform distribution across the problem space. In the second 
phase, FA (Firefly Algorithm) is integrated to update the best 
locations of fruit flies from the previous phase. This 
integration is essential to prevent FOA from getting stuck in 
premature convergence by combining its exploitation and 

exploration capabilities. As a result, this hybrid algorithm 
accelerates convergence and enhances overall performance. 
The primary steps of the proposed algorithm are outlined as 
follows: 

Step 1: Initialization 

 Establish the population size, maximum iterations, and 
convergence conditions for the FOA and FA 
algorithms. 

 A population of fireflies should be started for FOA 
with random placements, and fitness values should be 
assigned based on the problem that has to be solved. 

 Set up fruit flies for FA with starting positions 
corresponding to the best firefly FOA discovered. 

 Decide on 0 iterations. 

Step 2: Main Loop 

While the termination criteria—such as the maximum 
number of iterations or the convergence criteria—is not 
satisfied. 

Step 3: FOA Phase 

 Consider each firefly's appeal in relation to its fitness 
and distance from other fireflies. Attractiveness 
increases with fitness level and distance travelled. 

 Using the FOA attractiveness formula, update the 
locations of fireflies to travel towards more appealing 
ones. 

 Reassess the changed roles' suitability. 

 Based on fitness, choose the best firefly. 

Step 4: FA Phase 

 Assign initial places to a batch of fruit flies based on 
the best firefly from FOA. 

 Displace fruit flies at random, taking into account both 
exploitation (moving in the direction of the optimum 
solution) and exploration (random). 

 For every fruit fly, determine the fitness of the 
perturbed positions. 

 Based on fitness, choose the finest fruit fly. 

Step 5: Integration 

 Compare the best fitness determined by FA and FOA. 

 Update the fruit flies' placements and fitness values to 
correspond with the best firefly's if FOA's best solution 
proves to be superior. 

 Update the placements and fitness values of the best 
firefly to match the best fruit fly's if FA's best solution 
proves to be superior. 

Step 6: Termination 

 Increase the number of iterations. 
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 Examine the criteria for termination. If it is satisfied, 
break out of the loop; if not, go back to step 2. 

Step 7: Final Outcome 

The final output, which consists of the locations and 
fitness values of the best firefly or fruit fly, depending on 
which produced the superior solution, is the best solution 
discovered by the hybrid FOA-FA algorithm. 

During the optimisation process, this hybrid technique 
balances exploration and exploitation by utilising the benefits 
of both FOA and FA. By choosing the optimal solution 
amongst the two methods, it enables dynamic adaptation and 
may lead to better optimisation outcomes for complicated 
situations.  

Enhancing the Quality of Service (QoS) in Software 
Defined Networks (SDNs) through the combination of deep 
reinforcement learning flexibility and optimisation approaches 
inspired by nature is an innovative and complex approach. The 
technique combines two optimization techniques: Firefly 
Optimisation, which takes inspiration from the captivating 
brightness of fireflies, and Fruit Fly Optimisation, that mimics 
the foraging behavior of fruit flies. In SDNs, where the 
efficient packet loss, low latency, and throughput are crucial, 
this approach is integrated. This technique intends to address 
multiple optimization problems in SDNs, including traffic 
routing, network resource allocation, and configuration 
changes, by utilising these nature-inspired algorithms at the 
same time. In order to satisfy the varying needs of various 
applications and services, the method is made to dynamically 
and continually adjust network settings. Due to the sudden 
fluctuations in QoS needs, this flexibility is essential in today's 
networking environment. Moreover, the SDN gains 
intelligence with the integration of Deep Reinforcement 
Learning (DRL), which permits it to make deft decisions 
based on past data and current network conditions. The user 
experience and overall network efficiency are improved by 
SDNs' ability to optimise QoS in a timely and effective 
manner through the combination of optimisation algorithms 
and DRL. 

D. Deep Q-Learning Framework 

DeepMind created the ground-breaking Deep Q-Network 
(DQN) reinforcement learning method in 2013 [23]. It 
combines Q-Learning and deep neural networks to enable 
agents to make sequential judgments in complex settings. 
DQN became well-known for its remarkable abilities in tasks 
like video game mastering. To determine the optimal course of 
action in different stages, its underlying design makes use of a 
Q-network. DQN is an important step forward in deep 
reinforcement learning since it stabilises the training process 
and manages high-dimensional state spaces by utilising 
experience replay and target networks. The Deep Q-Network 
(DQN) architecture plays a crucial role in this reinforcement 
learning algorithm's performance. At the centre of it all is the 
Q-Network, a deep neural network essential to decision-
making. It receives the current state as input and outputs Q-
values for every action that might be taken. The expected 
cumulative reward linked to certain activities in the current 
state is represented by these Q-values. To implement the Q-

network, deep learning frameworks like as TensorFlow or 
PyTorch are frequently utilised. DQN also has an Experience 
Replay Buffer, which functions as a kind of memory bank for 
previously had interactions and experiences. Important data, 
such as state transitions, actions taken, rewards earned, and the 
states that follow, are stored in this buffer. It is important 
because it reduces correlations in the data and makes the 
training process more stable. In order to improve training 
stability even further, DQN presents a Target Network, which 
is effectively a copy of the Q-network. On the other hand, the 
target network's parameters are updated less frequently than 
those of the main Q-network. This tactical method lessens the 
difficulty of a "moving target" during training, which is a 
prevalent problem in reinforcement learning. These 
architectural elements work together to help the DQN 
algorithm handle complicated tasks and settings successfully 
and effectively.  

The Deep Q-Network (DQN) algorithm's workflow 
consists of a set of organised processes that when combined 
allow it to learn the best rules for challenging tasks. Starting 
with startup, random weights are assigned to the Q-network 
and target network. Important hyperparameters are set, such as 
the exploration method, learning rate, and discount factor 
(gamma), in addition to the size of the replay buffer, which is 
a critical component of training stability. The agent interacts 
with the environment during exploration, choosing its course 
of action based on an exploration strategy after beginning in 
its initial state. The most popular method is epsilon-greedy, 
which gives the agent the capacity to explore with a 
probability of epsilon and take use of its most well-known 
behaviours with a corresponding probability of (1 - epsilon). 
The agent interacts with the environment, performing actions, 
observing the states that result, and gathering rewards—all of 
which are recorded in the replay buffer. The crucial stage of 
the encounter A batch of previous events, including state 
transitions, actions taken, rewards obtained, and the following 
states, are periodically sampled by replay from the replay 
buffer. This batch serves as the foundation for training the Q-
network, which minimises the difference between target and 
predicted Q-values by applying a loss function. In order to 
improve training stability, a Target Network Update step is 
added, which modifies the parameters of the target network at 
a lower frequency than that of the main Q-network. By taking 
this action, the difficulties caused by a "moving target" during 
training are lessened, resulting in consistent learning. The 
training procedure is carried out until convergence is attained 
or until a predetermined number of iterations are reached. 
Learning an optimal Q-function, or a model that determines 
the best course of action for each potential state, is the agent's 
main goal.  Once trained, the optimal policy that directs the 
agent's decisions in the environment can be extracted from the 
Q-network. This workflow demonstrates the exceptional 
efficacy of DQN in handling complex tasks and domains. It is 
distinguished by its systematic approach and integration of 
crucial components. 

1) Optimizing SDN QoS: Firefly-Fruit Fly and DQN 

Fusion: The goal of improving Quality of Service (QoS) in 

Software-Defined Networks (SDN) has led to the creation of 

novel approaches, one of which combines Deep Q-Network 
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(DQN) with Firefly-Fruit Fly optimisation. This integration 

combines the best features of state-of-the-art deep 

reinforcement learning techniques with algorithms inspired by 

nature to optimise QoS and network performance in a fresh 

and promising way. Firefly-Vinegar Fly optimisation attempts 

to emulate the swarm intelligence of these natural organisms 

by taking cues from their collective behaviour. This allows the 

strategy to efficiently explore and make utilisation of network 

parameters, adapting and responding to shifting network 

conditions and user requests. By using a collective approach, 

the network may optimise routing and dynamically allocate 

resources, improving the quality of service overall. Deep Q-

Network (DQN) is included to enhance the swarm intelligence 

and provide a higher level of sophistication to the decision-

making process. Intelligent decision-making is made possible 

by DQN, which uses deep neural networks to assess and 

forecast the quality of potential actions in various network 

states. When these two approaches are combined, the network 

can quickly adjust to changing user demands, network 

conditions, and traffic volumes. This hybrid approach's 

potential to accelerate convergence and increase the network's 

responsiveness to real-time difficulties is one of its main 

advantages. By guaranteeing that resources are allocated 

optimally and lowering latency, packet loss, and other QoS-

related problems, it also greatly increases the overall 

efficiency of SDNs. Essentially, there is a lot of room for 

improvement in QoS in SDNs because to the combination of 

DQN and Firefly-Fruit Fly optimisation technology. This 

approach, which makes use of deep learning and nature-

inspired swarm intelligence, offers a flexible and adaptable 

way to deal with the difficulties and complexities of 

contemporary software-defined networks. This novel method 

opens the door to more effective and dependable 

communication as network needs increase and diversify, 

which makes it a potential direction for network optimisation 

and QoS improvement in the future. 

V. RESULT AND DISCUSSION 

To improve QoS in the context of Software Defined 
Networks (SDN), it carried out an experiment combining two 
potent methods: a Q-learning model and Firefly-Fruit Fly 
optimisation. The final outcome of this effort is given here, 
along with a description of how this method affects quality of 
service measurements and network performance. The 
development of important QoS indicators, such as latency, 
throughput, and packet loss, was continuously observed 
during this process. Comparing this approach to the original 
network configuration, it found that these metrics improved 
significantly. The outcomes indicate a significant 
improvement in network performance. The emulator that was 
selected for the present research was MiniNet. With just one 
engine, MiniNet is a specialised software emulator that makes 
large-scale network experiments possible. It provides the 
freedom to design and experiment with complex network 
topologies. Mininet is essentially an emulator on the data path 
that allows experiments related to Software-Defined 
Networking (SDN).  

A. Latency in SDN Networks 

Software Defined Networks (SDNs) performance and user 
experience are directly impacted by latency, which is the time 
it takes for data packets to move from their source to their 
destination in a network. Latency becomes a critical 
component in deciding the success of SDNs, where 
programmable architecture and centralised control give the 
promise of increased network efficiency and agility. There are 
several types of latency in SDN networks, and each has 
unique effects: 

1) Propagation latency: The duration required for data 

packets to physically move across the network media is 

represented by this. Both the distance between the devices and 

the speed of light in the transmission medium have an impact 

on it. 

2) Transmission latency: This is associated with the 

duration required to force data packets onto the medium of 

transmission. It is mostly reliant on the network devices' 

hardware and data rate. 

3) Processing latency: The amount of time required for 

packet processing at the switches and controller greatly affects 

total latency in SDN settings. This entails tasks including rule 

matching, packet classification, and decision-making. 

4) Queuing Latency: When packets build up in network 

device buffers, queuing happens. Packets that must wait in 

queue to be forwarded cause latency. 

TABLE I. LATENCY IN SDN 

Network 

Load 

Level 

Propagation 

Latency (ms) 

Transmission 

Latency (ms) 

Processing 

Latency 

(ms) 

Queueing 

Latency 

(ms) 

2 1.2 0.5 0.1 0.2 

4 1.5 1.0 0.3 0.4 

6 2.0 2.5 0.5 1.2 

8 2.5 3.2 0.8 1.8 

A thorough analysis of latency in a Software-Defined 
Network (SDN) at various network load levels is provided in 
Table I. This table is important because it thoroughly 
examines the four different parts of latency and how they 
relate to network load. The network load level, which has a 
range of 2 to 8, indicates different levels of workload or 
network traffic. Propagation Latency, the first component, is 
concerned with how long it takes for data packets to move 
across the network's physical media. Propagation latency rises 
proportionately but moderately with increasing network load. 
The second factor, transmission latency, is the length of time it 
takes for a data packet to travel across a network from its 
source to its destination. As network demand increases, this 
component also suffers an increase. 

The amount of time network devices needs to process 
incoming data packets is reflected in the third factor, 
processing latency. Its rise corresponds to the increased 
processing requirements brought on by a greater network 
traffic volume. Lastly, the fourth component, Queuing 
Latency, includes the amount of time packets wait in network 
queues before being processed and sent. The fact that this 
component exhibits more noticeable increases with increasing 
network load levels—often a sign of network congestion—
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makes it especially interesting. Overall, Fig. 2 illustrates a 
refined understanding of the latency dynamics in SDNs. With 
the ultimate goal of maintaining or improving the quality of 
service for users and applications, network administrators and 
engineers can use this data to make well-informed decisions 
regarding network management and optimisation. It is 
essential to comprehend how various latency components 
interact in order to preserve network efficiency and reduce 
performance bottlenecks. 

 

Fig. 2. Latency in SDN networks. 

B. Jitter in SDN 

In Software-Defined Networks (SDNs), jitter is the term 
used to describe the variability in packet transmission delays 
between network devices, indicating variations in the amount 
of time that data packets take to get from one place to another. 
It could be caused by things like packet reordering, network 
reconfiguration, fluctuating link quality, and network 
congestion. It can be problematic, especially for real-time 
applications. Jitter, which is defined as the standard deviation 
of packet delay times, could seriously impair VoIP, video 
conferencing, and gaming apps' Quality of Service (QoS) and 
cause slowness, dropped conversations, and distorted audio. 
Jitter buffers might be utilised by real-time applications, and 
traffic shaping and QoS controls can be implemented by SDN 
networks to lessen these effects. For efficient jitter 
management in SDN systems, ongoing monitoring and source 
recognition are crucial was expressed in Eq. (8). 

𝐽𝑖𝑡𝑡𝑒𝑟 =
𝑂𝑣𝑒𝑟𝑎𝑙𝑙 𝐷𝑒𝑙𝑎𝑦

𝑂𝑣𝑒𝑟𝑎𝑙𝑙 𝑃𝑎𝑐𝑘𝑒𝑡𝑠 𝑖𝑛𝑏𝑜𝑢𝑛𝑑−1
   (8) 

TABLE II. LATENCY IN SDN 

Network Load (Mb) Jitter (ms) 

0.4 2.5 

0.6 5.1 

0.8 9.3 

Table II provides insightful information about the 
dynamics of delay in a Software-Defined Network (SDN) by 
displaying network load and jitter data. Megabits (Mb) are 
used to quantify network load, which is a proxy for the 
amount of data traffic flowing over the network. Three 
different network load levels—0.4 Mb, 0.6 Mb, and 0.8 Mb—
are shown in this table. Accordingly, jitter, which measures 
variations in packet delivery durations in milliseconds (ms), is 
shown in the second column of the table. Jitter is a crucial 
networking indicator. This table is important because it shows 
how jitter is directly affected by network load levels. Jitter, 
expressed in milliseconds, grows along with an increase in 
network demand, as seen by the climbing Mb values. This 
means that as data traffic increases, so does the variance in 
packet delivery times. In real-time applications like voice and 
video communications, where constant and predictable packet 
delivery timing is critical to preserving call quality and 
minimising disruptions, significant jitter can actually cause 
problems. Network engineers and administrators who are in 
charge of maximising network performance and guaranteeing 
a consistent level of service find this data to be quite helpful. 
Through a comprehensive comprehension of the relationship 
between network load and jitter, network managers may make 
well-informed decisions to optimise and augment the 
network's efficiency, thereby providing users and applications 
with a more seamless and uninterrupted experience. The jitter 
in SDN networks is graphically represented in Fig. 3. 

 

Fig. 3. Jitter in SDN networks. 

C. Throughput in SDN Network 

Throughput is a term used to describe how quickly data 
can be transferred over a Software-Defined Network (SDN), 
quantifying the network's data transfer capabilities. Network 
ability, link quality, traffic volume, network configuration, and 
Quality of Service (QoS) prioritisation are some of the factors 
that affect throughput. Network controllers in SDN allow for 
dynamic resource allocation, which maximises throughput 
through traffic flow optimisation. While effective SDN 
management and scaling guarantee that applications and 
services receive the required data transfer rates for optimal 
performance, especially in bandwidth-intensive scenarios like 
video streaming and cloud services, accurate throughput 
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measurement is essential for assessing network performance 
was expressed in Eq. (9). 

𝑇𝑟𝑜𝑢𝑔𝑝𝑢𝑡 =
𝑂𝑣𝑒𝑟𝑎𝑙𝑙 𝑃𝑎𝑐𝑘𝑒𝑡𝑠 𝑆𝑒𝑛𝑑

𝑇𝑖𝑚𝑒 𝑜𝑓 𝑑𝑎𝑡𝑎 𝑠𝑒𝑛𝑑
   (9) 

TABLE III. THROUGHPUT IN SDN 

Network Load (Mb) Throughput (ms) 

5000 100 

10000 50 

15000 20 

In a Software-Defined Network (SDN) with different 
degrees of network load, Table III provides a detailed 
overview of network performance, measured in megabits 
(Mb). Megabits per second, or Mbps, is a basic statistic used 
to measure a network's capacity for data transmission. It 
indicates how well the network can move data under various 
network load levels. The related throughput statistics 
demonstrate the network's ability to efficiently process and 
send data as load levels rise. More throughput, practically 
speaking, indicates that the network can sustain data transfer 
rates in the face of increased data traffic quantities. Network 
administrators and engineers can evaluate the network's 
performance under different traffic conditions with the use of 
this data, which is extremely useful. It helps them to decide on 
capacity planning, network optimisation, and resource 
allocation with knowledge. It is essential to comprehend the 
complex relationship between network load and throughput in 
order to guarantee users and applications in the SDN 
environment a consistent and dependable quality of service. 
The Throughput in SDN networks is graphically represented 
in Fig. 4. 

 

Fig. 4. Throughput in SDN networks. 

D. Packet Loss in SDN Network 

When data packets in a Software-Defined Network (SDN) 
are unable to reach their intended destination because of 
network congestion, buffer overflows, link problems, or 
misconfigurations, this is known as packet loss. Applications 
that depend on consistent data transfer in particular may be 
affected, leading to distorted or low-quality audio or video. 
SDN networks use traffic engineering and Quality of Service 
(QoS) policies for path optimisation and prioritisation, and 
efficient buffer management lowers the chance of buffer 

overflows. Reliability and performance of networks are 
maintained through prompt remedial measures that are 
ensured by monitoring, analysing, and implementing 
resilience characteristics. 

TABLE IV. PACKET LOSS IN SDN 

Network Load Level Packet Loss (%) 

40 0.5 

80 2.0 

120 5.0 

160 10.0 

Table IV shows how different network load levels affect 
packet loss in a software-defined networking (SDN) 
environment. An increased volume of data traffic may result in 
a higher percentage of packets not reaching their destination 
since there is a commensurate increase in packet loss as 
network load rises. A crucial indicator of network performance 
is packet loss, which has a direct effect on service quality, 
especially for applications like streaming video and real-time 
communication that are susceptible to data loss. Network 
administrators and engineers must comprehend this link in 
order to make informed decisions about capacity planning, 
network optimisation, and quality of service management, all 
of which contribute to the creation of a more dependable and 
effective network. The Packet Loss in SDN networks is 
graphically represented in Fig. 5. 

 

Fig. 5. Packet loss in SDN networks 

E. Accuracy Comparison  

Table V below illustrates the accuracy attained employing 
three distinct approaches. Fig. 6 presents a graphical depiction 
of the comparison, which indicates that the proposed approach 
(EHO-CNN-LSTM) has superior accuracy compared to the 
other three techniques.  

TABLE V. ACCURACY COMPARISON 

Technique Accuracy 

Navie Bayes 88 

Neural Network 81 

SVM 78 

Proposed (DQN- FOA-FA) 99.8 
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In this comparison of classification methods, the accuracy 
of Naive Bayes is 88%, that of Neural Networks is 81%, and 
that of Support Vector Machines (SVM) is 78%. With a 
remarkable accuracy of 99.8%, the suggested hybrid technique 
(DQN-FOA-FA) surpasses them all. This demonstrates the 
superiority of the suggested hybrid model over conventional 
techniques and the amazing efficacy of the combined Deep Q-
Network (DQN), Firefly Optimisation Algorithm (FOA), and 
Firefly Algorithm (FA) in producing extremely accurate 
classifications. A hybrid strategy that combines Deep 
Reinforcement Learning (DRL) with Firefly-Fruit Fly 
Optimisation is an effective approach for improving Quality of 
Service (QoS) in Software Defined Networks (SDN). 

F. Discussion  

In scrutinizing the obtained results and discerning their 
implications, our hybrid approach, amalgamating Firefly-Fruit 
Fly Optimization and Deep Reinforcement Learning (DRL) 
for Quality of Service (QoS) enhancement in Software 
Defined Networks (SDN), emerges as a robust strategy. The 
investigation highlights significant gains made in several 
important QoS metrics. Lower latency, lower jitter, more 
throughput, and lower packet loss all indicate a fruitful 
collaboration among Firefly-Fruit Fly Optimization's 
exploration-exploitation characteristics and DRL's flexibility. 
These developments have ramifications for strengthening 
SDN infrastructures, since they offer increased network 
performance and adaptability to changing needs. When 
optimisation techniques are combined, the quality of service is 
greatly improved, creating an atmosphere that is favourable to 
dependable and effective data transfer [1]. This finding is 
consistent with earlier research supporting the effectiveness of 
hybrid techniques in SDN optimization. 

 

Fig. 6. Accuracy comparison of suggested approach. 

Examining the efficacy of our hybrid strategy 
demonstrates our ability to achieve a fine balance between 
dynamic adaptation and global optimisation. In addition to 
producing better results, simultaneous application of DRL and 
Firefly-Fruit Fly Optimizations guarantees that these solutions 
adapt in real time to changes in network conditions. When 

compared to conventional optimisation methods, where the 
flexibility to accommodate dynamic network changes could 
be jeopardized, our approach's efficacy becomes evident [2]. 
Firefly-Fruit Fly Optimisation combined with DQN is a 
powerful way to improve QoS in SDN, demonstrating its 
usefulness as a flexible and versatile solution. 

However, there are subtle trade-offs and intrinsic limits 
with this efficacy. Although the hybrid strategy performs well 
in global optimisation, there are issues with the computational 
expense of using two optimisation strategies at the same time. 
To achieve the best possible balance between exploration and 
exploitation, particular attention must be given to the complex 
interactions between DQN hyperparameters and Firefly-Fruit 
Fly Optimization parameters. Furthermore, in bigger SDN 
settings, scalability issues can surface, requiring additional 
investigation to ascertain the thresholds and scalability 
boundaries of the suggested technique. The findings 
interpretation highlights the hybrid approach's performance in 
obtaining substantial enhancements in quality of service, 
confirming its efficacy in the framework of SDN [3]. 
However, recognizing the compromises and constraints in the 
thorough analysis establishes the hybrid approach in the wider 
framework of SDN optimization studies, directing future 
studies to improve and broaden its application. 

VI. CONCLUSION  

This framework is a revolutionary development in the field 
of Software-Defined Network (SDN) Quality-of-Service 
(QoS) enhancement, since it combines Firefly-Fruit Fly 
Optimisation and Deep Q-Learning. Critical performance 
measures including latency, packet loss, throughput, and jitter 
have all been evaluated, demonstrating the framework's 
amazing potential to revolutionise network management. The 
system is noteworthy for its skill in handling jitter problems, 
which guarantees reliable and steady packet arrival timings 
that are essential for real-time applications. Its ability to 
reduce packet loss greatly enhances network dependability 
and data integrity. The throughput improvements show how 
well the framework can optimise network performance and 
resource usage. In addition, the significant decrease in latency 
indicates the framework's dynamic flexibility, which reduces 
delays and improves network responsiveness. The framework 
performs better than traditional QoS management strategies, 
as demonstrated by the Comparative Analysis, underscoring 
its benefits and novel characteristics. 

VII. FUTURE WORK 

Future investigations and improvements in the suggested 
hybrid approach for improving Quality of Service (QoS) in 
Software Defined Networks (SDN) that combines Deep 
Reinforcement Learning (DRL) and Firefly-Fruit Fly 
Optimisation could emphasise on fine-tuning parameters to 
achieve a more delicate equilibrium among local exploitation 
and global exploration. To fully comprehend the flexibility of 
the strategy, it is imperative to investigate its adaptability in 
various SDN situations, such as edge computing and IoT 
networks. There are opportunities for even more resilience and 
improvement by looking at scaling to bigger network 
infrastructures, integrating sophisticated machine learning 
algorithms, and investigating ensemble learning tactics. 
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Expanding the hybrid approach's use beyond QoS 
optimisation to improve energy efficiency or solve security 
issues in SDN networks broadens its reach and aids in the 
creation of all-encompassing SDN management frameworks. 
These new paths are intended to enhance the hybrid approach 
and increase its capacity to address changing demands in SDN 
settings. 
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Abstract—Advancements in data capture techniques in the 

field of Magnetic Resonance Imaging (MRI) offer faster retrieval 

of critical medical imagery. Even with these advances, 

reconstruction techniques are generally slow and visually poor, 

making it difficult to include compression sensors. To address 

these issues, this work proposes a novel hybrid GAN-DRN 

architecture-based method for MRI reconstruction. This 

approach greatly improves texture, boundary characteristics, 

and picture fidelity over previous methods by combining 

Generative Adversarial Networks (GANs) with Deep Residual 

Networks (DRNs). One important innovation is the GAN's all-

encompassing learning mechanism, which modifies the 

generator's behaviour to protect the network against corrupted 

input. In addition, the discriminator assesses forecast validity 

thoroughly at the same time. With this special technique, 

intrinsic features in the original photo are skillfully extracted and 

managed, producing excellent results that adhere to 

predetermined quality criteria. The Hybrid GAN-DRN 

technique's effectiveness is demonstrated by experimental 

findings, which use Python software to achieve an astounding 

0.99 SSIM (Structural Similarities Index) and an amazing 50.3 

peak signal-to-noise ratio. This achievement is a significant 

advancement in MRI reconstructions and has the potential to 

completely transform the medical imaging industry. In the 

future, efforts will be directed towards improving real-time MRI 

reconstruction, going multi-modal MRI fusion, confirming 

clinical effectiveness via trials, and investigating robustness, 

intuitive interfaces, transferable learning, and explanatory 

techniques to improve clinical interpretive practices and 

adoption. 

Keywords—Magnetic Resonance Imaging (MRI); deep 

learning; generative adversarial network; deep residual network; 

ResNet50 

I. INTRODUCTION 

Body organs, extremities, and different tissues were 
imaged using medical imaging devices such Magnetic 

Resonance Imaging (MRI), ultrasound, computed tomography 
(CT), and X-ray. Nevertheless, poor signal-to-noise ratios 
(SNR) and reduced contrast-to-noise ratios (CNR), as well as 
image artefacts, may be present in images obtained using such 
imaging paradigms. Especially in clinical circumstances, the 
impact of imperfections and noise from many sources, like 
those caused by magnetic fields inhomogeneities, have to be 
matched with the period needed for collection. Actually, since 
CT scans have been so much speedier than MRI scans, they 
are frequently chosen over MRI notwithstanding its weaker 
soft tissue contradiction, loyalty, and the presence of ionising 
energy. The average MRI session lasts between 20 and an 
hour for each sufferer. Contrasted to CT, individual scans take 
longer, and they frequently call for distinct MR patterns that 
react distinctly to the properties of distinct tissue kinds such as 
T2-weighted (T2-w) or T1-w MRI [1]. To solve these 
difficulties and enhance the images quality for improved 
visual perception, comprehension, and assessment, image 
reconstruction methods were created. Radionics, medical 
image assessment, and computer-assisted identification and 
assessment are a few applications of deep learning (DL) 
techniques that were employed effectively in medical imaging 
[2], [3]. During the past ten years, enthusiasm for artificial 
intelligence (AI) had significantly increased across almost all 
branches of research and innovation. The development of DL, 
a collection of techniques centred around artificial neural 
networks (ANN), which has shown to be a powerful all-
purpose tool for automated processes, has played a significant 
role in its rise to prominence [4]. 

As non-linear models of the information that best match 
the intended objective for which it was learned, the DL 
networks learn the fundamental features and significant basis 
functionalities. It performs this completely autonomously (i.e., 
without operator input) as a component of an improvement 
procedure to identify the best attributes. In contrast to 
conventional statistical and machine learning (ML) 
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techniques, DL algorithms performance improves accordingly 
to a power law as additional information is added [5]. 
Convolutional neural networks (CNNs), one of the DL 
approaches, have transformed imaging and computer vision 
since they offer a data-driven strategy for addressing a variety 
of difficult issues. Due to their data-driven type, DL 
techniques frequently outperform conventional linear analytic 
techniques, where these characteristics have been manually 
chosen and created over extensive experience and research. 
The term "deep" typically refers to the dimensions and 
quantity of "layers" that make up a neural network, every one 
of which has the capacity to store an enormous amount of 
these properties. Acquiring the interconnected neuron's 
weights from the initial strata to all the following ones until 
the final strata has been a necessary step within the 
optimisation procedure [6]. This procedure is typically 
labelled or supervised in advance. By making modest 
adjustments to the results, or "returning" of the system, 
stochastically gradient descent has been utilised during 
learning to determine this network weight of neurons that are 
optimum. Backpropagation constitutes a technique whereby 
inefficiencies from the identified and anticipated outcome can 
be reduced by changing the weights [7]. As a result, the 
artificial neurons can successfully generate non-linear 
judgements, and the system design can parameterize the 
problem and automatically choose features by controlling the 
weights among the neurons. Among the key factors driving 
the AI development researchers are seeing today was the 
development of novel networks, network structures, and 
neuronal connections [8].  

Recently, DL, also known as representation learning [9], 
had received a lot of interest for the evaluation of medical 
images [10]. Deep learning (DL) outperformed traditional 
machine learning (ML) approaches because it can extract 
features from unfiltered data sources during the learning 
phase. It may acquire concepts based on inputs owing to its 
multiple secret layers [11]. The DL technique and its usage in 
several fields [2], Reconstruction of medical images has been 
aided by recent improvements in successful computing 
platforms such as cloud-based computing and graphics 
processing units (GPUs). The quantity of research carried out 
on medical image recovery has expanded dramatically in 
recent years. Acceleration of MRI scans is one of these 
applications. This problem is essential because, while MRI 
remains the leading diagnostic technology for a range of 
procedures, it is inherently slower than other methods due to 
the physical processes involved in data acquisition. Thus, a 
critical component in the MRI widespread clinical use was the 
lowering of scan times [12]. 

Conventional image reconstruction techniques have 
traditionally relied on broad (unsupervised) restoration 
techniques that make very few implications about the object 
being photographed. These approaches do not conveniently 
support methods that would greatly boost up MR deals, 
despite the fact that they give users trust in the pictures by 
providing solutions that have been typically resilient to noise 
and distortions. The speed factors that can be achieved for 
anatomical contrasting images, like T2-w and T1-w images, 
without taking into account prior understanding have been in 

the range of 2 to 4. The quality of the restoration then quickly 
deteriorates with obvious artefacts. Greater acceleration 
variables may be attained for operational contrast, like 
coronary MR angiography (CMRA) [13].   

New prospects for dramatically increasing MR image 
capture and restoration speeds whilst retaining high quality 
have emerged with the introduction of DL-based techniques 
into MRI restoration. Sparse restoration, multi-contrast 
restoration, and parallel imaging are the three key areas where 
AI-based MR imaging has made progress. Compressed 
sensing (CS), a method for quick MR imaging predicated on 
the sparseness earlier, has gained prominence in recent years. 
Nevertheless, the repetitive solution process requires a 
considerable amount of effort to produce a high-quality 
restoration, and the regularisation parameter has been chosen 
empirically. Despite the fact that several numerical 
techniques, including Stein's Unbiased Risk Estimation 
(SURE) [14], were suggested to optimise the free variables in 
MRI, these techniques are saddled with significant 
computational expenses. 

Additionally, just a small number of standard images are 
used in most systems, and the preceding information is.  

The primary traditional challenge in MRI image 
reconstruction is to accurately reconstruct high-quality images 
from raw data acquired during the scanning process, while 
addressing issues such as under sampling artifacts, noise, and 
motion-related distortions [15]. These factors can lead to 
blurry, distorted, or incomplete images, hindering accurate 
diagnosis and interpretation by medical professionals. 
Overcoming these challenges is crucial for enhancing the 
diagnostic value and overall effectiveness of MRI imaging in 
clinical settings. The significance of this study lies in its 
innovative approach to addressing the challenges of MRI 
image reconstruction, which is crucial for accurate medical 
diagnosis and monitoring. While MRI is a valuable diagnostic 
tool, its relatively slow imaging speed can limit its 
practicality. This paper introduces a Hybrid Deep Learning 
framework that combines the strengths of Generative 
Adversarial Networks (GANs) and ResNet50 Deep Residual 
Networks to enhance the quality and speed of MRI image 
reconstruction. By effectively leveraging GANs for image 
refinement and ResNet50 for feature extraction, the proposed 
approach not only accelerates the reconstruction process but 
also ensures improved image fidelity, texture, and edge 
preservation. This has the potential to greatly benefit clinical 
practice by enabling quicker and more accurate interpretations 
of MRI scans, thus enhancing the overall efficiency and 
reliability of medical imaging for diagnosing and managing 
various illnesses. The study's utilization of performance 
metrics such as PSNR and SSIM provides quantitative 
evidence of the effectiveness of the proposed method, further 
underscoring its importance in advancing MRI image 
reconstruction techniques beyond the limitations of previous 
approaches. Through extensive experimentation and 
comparisons with existing methods, the research demonstrates 
substantial improvements in MRI image reconstruction. In 
prior MRI image reconstruction research, a notable issue was 
the inherent trade-off between image quality and 
reconstruction speed. Traditional methods struggled to provide 
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high-quality images in real-time or with limited computational 
resources. This issue posed challenges in clinical applications 
where timely and accurate diagnoses are imperative. The 
study "Improvement of MRI Image Reconstructions through 
Combination of Deep Residual Networks and Generating 
Adversarial Networks in a hybrid Deep Learning 
Architecture" made the following significant contributions: 

 Better Image Quality: By incorporating GANs, MRI 
images may be seen more clearly and have greater 
value as diagnostics. 

 Real-time or Near-real-time Reconstructions: 
Applications requiring MRI reconstruction of images 
in actual time or near-real-time are critical in medical 
applications. Deep ResNets facilitate rapid MRI 
reconstruction of images. 

 Balancing Trade-off: This study overcomes the 
enduring difficulty of choosing one as opposed to 
another in earlier approaches by striking an equilibrium 
between the quality of images as well as reconstruction 
speed. 

 Clinical Utilisation: By rapidly delivering images of 
excellent quality, the suggested hybrid deep learning 
system will greatly enhance medical evaluations and 
support healthcare providers in making quick and 
precise decisions. 

 Improvement of MRI Technologies: This study 
advances MRI technology by utilising the advantages 
of GANs as well as ResNets, guaranteeing that patients 
obtain the greatest imaging results and medical 
experiences. 

The rest of the paper is structured as follows: Section II 
gives an overview of relevant studies. Section III covers the 
approach's research gap. The proposed approach is presented 
in Section IV, which describes the improving MRI Image 
Reconstruction by employing a Hybrid Deep Learning 
Mechanism based on Generative Adversarial Networks with 
Deep Residual Networks. Section V goes over the findings 
and performance analysis. Finally, Section VI summarises the 
contributions of research techniques to the work 

II. RELATED WORKS 

It is difficult to recreate a PET image regarding low-count 
projected data and physical consequences since the inverse 
issue is poorly stated and the final image has been typically 
noisy. GANs were recently demonstrated improved 
performance in a variety of computer vision applications, 
which has sparked significant attention in medical diagnostics. 
For the purpose of reducing streaking aberrations and 
enhancing the PET images quality, Qianqian et al. [15] 
suggested a unique deep residual GAN (DRGAN) framework 
relying on GANs. Instead of directly generating PET images, 
the investigators of the suggested approach taught a generator 
to build a "residual PET map" (RPM) for expressing images. 
For the purpose of requiring anatomically accurate RPM and 
PET images, DRGAN employed two barriers (critics). The 
authors created residual dense links with pixel shuffle 
processes (RDPS blocks), which promote feature reusing and 

avoid resolution loss, to better enhance the contextual data. To 
assess the suggested strategy, both simulated data and actual 
medical PET data have been employed. The quantification 
outcomes demonstrate that DRGAN may achieve higher 
performances in the bias-difference trade-off and deliver 
equivalent image quality when compared to other cutting-edge 
algorithms. The comprehensibility of the produced residual 
PET map (RPM) or the topographical precision of the restored 
PET images are not included in the description. For accurate 
medical evaluation and clinical choice-making, anatomy 
precision is just as important as comprehension. Evaluation of 
the quality and clinical applicability of the restored PET scans 
is crucial. 

Using sparsely collected information to speed up MRI 
causes substantial artefacts that make it difficult to see the 
image's actual content. Fully dense attention CNN (FDA-
CNN), a cutting-edge convolutional neural network (CNN), 
was suggested by Biddut et al. [16] to eliminate aliasing 
artefacts. Incorporating fully dense connection and an 
attention procedure for MRI restoration, researchers upgraded 
the Unet framework. The fundamental advantage of FDA-
CNN was that every decoder strata's attention gate boosts 
learning by concentrating on the pertinent picture information 
and improves network generalisation by eliminating irrelevant 
engagement. Convolutional layers with close connections can 
also reuse map features and avoid the disappearing gradient 
issue. The investigator additionally employs a fresh, effective 
under-sampling sequence in the phase orientation that extracts 
high and low frequency bands both arbitrarily and deliberately 
from the k-space. Three distinct datasets and sub-sampling 
masks were used to objectively and subjectively assess FDA-
CNN's performance. The suggested method outperformed five 
existing DL-oriented and 2-compressed sensing MRI 
restoration methods because it produced cleaner and more 
illuminated images. Additionally, FDA-CNN outperformed 
Unet for an accelerating value of 5 in terms of average SSIM, 
VIFP, and PSNR each by 0.35, 0.37, and 2 dB, respectively. 
The calibre and variety of the training databases have a 
significant impact on the FDA-CNN technique's success. The 
network's capacity to generalise may be hampered if the 
training databases have been too small or do not sufficiently 
cover all of the potential MRI changes. 

A unique framework was created by Manimala et al. [17] 
to quickly and accurately restore chaotic sparse k-space 
information into MRI. In the suggested approach, Rician 
noise-corrupted MR pictures are denoised using a CNN. The 
technique takes advantage of signal similarities by analysing 
related patch collectively in order to extract local information. 
The CNN was learned on a GPU with the Convolutional 
Network for Fast-Feature Embedding system, rendering it 
appropriate for online restoration, resulting in a crucial drop in 
running time. The primary benefit of the CNN-based 
restoration over current cutting-edge methods has been the 
elimination of the need for noise level optimisation and 
forecasting during denoising. Different under-sampling 
strategies were used in analytical studies, and the findings 
show great accuracy and a constant peak SNR especially at 
twenty-fold under-sampling. Large under-sampling rates make 
it possible to transmit k-space data wirelessly, and fast 
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restoration makes it possible to use our approach for virtual 
health surveillance. The fact that the CNN had been trained on 
a GPU according to the research suggests that there may be 
significant processing demands. In pragmatic medical 
situations, it is crucial to take into account the system's 
scalability and hardware capabilities required for real-time or 
online reconstruction. 

The amount of time it takes to acquire data can be 
significantly decreased with CS-MRI. The conventional CS-
MRI approach, which relies on iterations, is versatile in 
modelling but typically time-consuming. Because of its 
excellent effectiveness, the deep neural network (DNN) 
approach has recently gained popularity in CS-MRI. The DL 
method's disadvantage, however, is its rigidity. It heavily 
relies on the k-space data's screening process and learning 
images. In order to achieve speedy, adaptable, and accurate 
restoration, Ruizhi and Fang [18] suggested an iterative 
technique for MRI restoration termed IDPCNN that combines 
the advantages of both the conventional approach and the DL 
techniques. Projection and denoising are two stages of the 
suggested approach. A cutting-edge denoiser has been used in 
the denoising process for smoothing the images. The 
projection stage continuously adds specifics to the space 
domain while exploring the previously acquired frequency 
domain data. Under various sampling filters and rates, the 
restoration quality has been better than the finest MRI 
restoration techniques. The IDPCNN offers the possibility for 
broad clinical uses due to its stability, rapidity, and high 
restoration quality. The study makes no reference to any 
clinical verification or assessment of the IDPCNN technique 
by qualified physicians or medical professionals. To ascertain 
whether the reconstructed images have been diagnostically 
precise and trustworthy for generating medical judgements, 
clinical evaluation is essential. 

Dynamic MRI is a valuable technique for capturing the 
ever-changing anatomy of various organs in the human body 
over time. However, its clinical utility is often constrained by 
practical limitations, such as limited acquisition time due to 
mechanical and physiological factors. Dynamic MRI is known 
to exhibit spatio-temporal heterogeneity in its frequency 
spectrum, particularly in the k-space domain. To address this 
challenge and expedite the acquisition process, researchers 
Shashidhar and Subha [19]  devised a novel approach 
involving a cascaded Convolutional Long Short-Term 
Memory (ConvLSTM) framework. This technique focuses on 
restoring T2-weighted dynamic MRI patterns from 
significantly under-sampled k-space data. Specifically, it 
leverages a Cartesian undersampling mask to acquire less k-
space data than traditionally required. The ConvLSTM 
framework plays a pivotal role in mitigating aliasing artifacts 
resulting from this undersampling process. Notably, it excels 
in capturing both temporal and spatial connections within the 
image data, surpassing the capabilities of conventional CNN-
based restoration methods. While the use of medical 
databases, such as the Alzheimer's Disease Neuroimaging 
Initiative (ADNI) dataset, offers valuable insights, it also 
raises ethical concerns related to data privacy and informed 
consent. It is imperative that research endeavors adhere to 
rigorous ethical standards and secure the necessary 

permissions and authorizations for the responsible use of such 
data. 

In the areas of neuroscience and ML sectors, there has 
been an increase in interest in comprehending how the 
individual brain functions. In earlier research, generative 
adversarial networks (GANs) and autoencoders were used to 
boost the accuracy of stimulus image restoration from 
functional MRI (fMRI) datasets. These approaches, however, 
primarily concentrate on gathering pertinent aspects across 
two separate data modalities, namely, fMRI and stimulus 
images, whereas neglecting the fMRI statistic's temporal 
information, which results in less than the ideal efficiency. 
Shuo et al. [20] suggested a temporal information-guided 
GAN (TIGAN) to restore visual data from the brain's activity 
to tackle this problem. The suggested approach is made up of 
three essential parts, particularly: an algorithm for image 
restoration that is employed to render the restored image more 
comparable to the unique image; a fMRI encoder for 
visualising the stimulus visuals into hidden space; along with 
an LSTM framework for fMRI characteristic mapping. 
Additionally, researchers use a pairwise ordering loss to 
organise the stimulus images as well as fMRI to guarantee 
strongly correlated pairings are at the highest level and poorly 
associated ones are at the lower level in order to better 
quantify the relationship between two distinct types of 
databases (i.e., natural images and fMRI). The empirical 
findings on real-time databases imply that the recommended 
TIGAN outperforms a number of cutting-edge image 
restoration techniques. GANs and LSTM architectures may be 
operationally taxing; learning and inference need a significant 
amount of computational energy and time. The TIGAN 
method's computational effectiveness is not mentioned in the 
outline, which can have an impact on its accessibility and 
flexibility, especially in large-scale or real-world applications. 

A DL-based restoration approach was presented by Yan 
Wu et al. [21] to enhance image quality for fast MRI. 
Researchers combined a volumetric recursive deep residual 
CNN with the self-attention process, which recorded long-
range connections across image areas. Each convolutional 
layer included a self-attention component integrated into it, 
which computed the signal at each point as the weighted 
average of all the attributes at each position. Additionally, data 
consistency has been mandated, and reasonably dense shortcut 
links have been used. The SAT-Net suggested network has 
been implemented to cartilage MRI data that was obtained 
employing an ultrashort TE pattern and retroactively under-
sampled in a pseudo-random Cartesian sequence. The 
algorithm had been evaluated employing 24 images that 
produced better results after being learned on 336 3-
dimensional images (each one comprising 32 slices). The 
structure is adaptable to a wide range of applications. 
Although it is said that the SAT-Net approach can be applied 
to a variety of applications, the explanation does not give any 
concrete examples or evidence of its usefulness outside of 
cartilage MRI. Validating the approach's efficacy and 
adaptability with diverse MRI data kinds and clinical uses is 
crucial. 

To speed up parallel MRI with residual complicated CNN, 
Shanshan Wang et al. [22] introduced a multi-channel image 
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restoration technique called DeepcomplexMRI. To learn the 
deep residual CNN offline, DeepcomplexMRI employs an 
extensive amount of previous multi-channel ground truth 
images as emphasise data, in contrast to most current efforts 
that depend on the utilisation of coil sensitivity or prior 
knowledge of predetermined transforms. A sophisticated 
convolutional network has been specifically suggested to 
account for the relationship between actual and fictitious 
portions of MRI. Additionally, among network levels, the k-
space information coherence is continually guaranteed. The 
suggested technique can recover the intended multi-channel 
pictures, according to tests using in vivo databases. Its contrast 
with cutting-edge techniques also shows that the suggested 
method could more precisely rebuild the intended MR images. 
The utilisation of medical imaging database poses ethical 
questions about data usage, privacy, and informed permission. 
It is crucial to confirm that the research complies with ethical 
standards and has gotten the necessary authorization for the 
gathering and use of data. 

The main problem with the aforementioned techniques is 
that they require more thorough assessment and validation 
with respect to both clinical application and technical 
excellence. These papers offer novel deep learning-based 
solutions for a range of healthcare imaging problems, such 
as MRI and PET imaging restorations; but they frequently do 
not have comprehensive medical confirmation, expert medical 
confirmation, and scalable evaluations. The evaluated methods 
suggest novel approaches to improving medical images. 
Though DRGAN emphasizes PET image improvement with 
residual GANs, questions arise over the clinical relevance due 
to inadequate focus on RPM comprehension and anatomical 
correctness. FDA-CNN covers MRI artifact reduction, 
although problems with scalability and real-time equipment 
needs are not explored. CNN-based restorations for 
unpredictable sparse MRI data offers potential for denoising 
but require investigation into scalability and real-world 
applications. IDPCNN provides excellent CS-MRI restoration, 
although the lack of clinical validation raises questions 
regarding diagnostic accuracy. ConvLSTM for continuous 
MRI raises ethical issues without providing details on 
adherence to norms. TIGAN provides fMRI recovery with 
temporal instructions, although the computational efficacy is 
not explored. SAT-Net produces promising outcomes for rapid 
MRI enhancement, but its wider relevance remains 
unsubstantiated. Deepcomplex MRI presents a unique 
approach for simultaneous MRI reconstructions with 
recognized ethical implications, emphasizing the importance 
of validation over several datasets and clinical contexts. 
Moreover, informed permission and information protection 
are two moral problems that have not been often handled [19]. 
The primary area of study deficiency is the inadequate use of 
these intriguing deep-learning approaches in realistic clinical 
contexts, where their efficacy, simplicity, and robustness must 
be thoroughly examined and verified. Furthermore, evaluating 
the actual worth and benefits of these suggested approaches in 
clinical settings is hampered by the dearth of studies compared 
with current state-of-the-art procedures. 

III. PROBLEM STATEMENT 

Previously, CNN-based techniques had trouble 
maintaining subtle image information and materials, LSTM-
based techniques had trouble capturing long-range 
dependence, and conventional machine learning techniques 
had trouble adapting to intricate image-to-image conversions 
in MRI reconstructions. To solve these problems, the 
suggested study proposes a combination of deep learning 
architecture that blends Deep ResNets with GANs. Through 
the use of GANs, this method improves texture retention and 
quality of images while facilitating real-time or almost real-
time reconstruction—a crucial feature for applications in 
healthcare. This work expands the application of MRI 
reconstruction to medical imaging by crossing the speed and 
quality of image gaps, providing a more flexible and effective 
means of enhancing healthcare outcomes and increasing 
diagnostic precision. 

IV. PROPOSED GAN-RESNET50 APPROACH 

Undersampling is a key method for speeding the capture of 
Magnetic Resonance (MR) images in Magnetic Resonance 
Imaging (MRI). It may shorten the duration and expense of 
MR scanning, minimizing patient pain. Generative adversarial 
network (GAN) [23] is a particularly effective MRI techniques 
for obtaining the original picture from undersampled images. 
In this work, an MRI picture and the accompanying ground 
truth images are used. Divide the data into training and testing 
sets after normalizing the intensity of pixels as part of the 
preprocessing. Create the ResNet50 generator and 
discriminator network-based GAN framework. Distinguishing 
between genuine high-quality MRI images and artificially 
produced high-quality MRI images is the goal of the 
discriminator. The goal of the generator is to provide excellent 
MRI images that can deceive the discriminator. Construct the 
GAN framework's loss function. A content loss must be 
included in the loss function together with adversarial loss, 
which pushes the generator toward generating realistic images. 
This guarantees that the generated images and the real-world 
images are similar. Iteratively improving the loss function will 
train the GAN model. The discriminator becomes more adept 
at distinguishing actual images from created ones, while the 
generator gets better at producing high-quality MRI images. 
Utilize quantitative criteria to assess the reconstructed images, 
such as peak signal-to-noise ratio (PSNR) and structural 
similarity index (SSIM). These parameters assess how well 
the reconstructed pictures match the originals. The 
experimental results reveal that the hybrid GAN-DRN 
technique achieves amazing performance with an SSIM and a 
PSNR, resulting in a significant improvement in picture 
fidelity. These findings point to the possibility 
of transformational uses in MRI reconstructions. However, the 
technique's performance needs to be evaluated in a variety of 
clinical circumstances to confirm its durability and practical 
efficacy. Fig. 1 shows the overall methodology of the 
Proposed Method. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 1, 2024 

425 | P a g e  

www.ijacsa.thesai.org 

 

Fig. 1. Overall workflow of the proposed approach. 

A. Dataset 

The study utilized the dataset from the MICCAI 2013 
Grand Challenge to assess GAN-ResNet50 performance. T1 
weighted coronal brain sections make up the dataset. For 
training, 6277 photos are used for validation, while 9901 
images are used for testing. It presents the results of the test 
set in this work unless specified otherwise. Each image has a 
size of 256 by 256 pixels, with pixel values ranging from 0 to 
1. In the experiment, the center of the original photos is 
cropped if the needed size is less than 256*256 in order to 
assess the model's ability to reconstruct images of various 
sizes, including 64*128, 128*256, and 256*256. To ensure 
that the number of photos needed for training, validation, and 
testing is the same for images of all sizes, thus only crop one 
patch per image is made. It implies that the results on photos 
of various sizes may be compared fairly. Additionally, when a 
model is tested, photos of the same size as those used to train 
it are used [24]. 

B. Data Pre-processing 

For categorization, the normalization type of pre-
processing is essential. The input data should be normalized to 
speed up the learning process. Furthermore, to avoid 
numerical problems like accuracy loss due to arithmetic 
errors, some sort of data normalization may be necessary. 
Following initially outweighing features with originally lower 

ranges, characteristics with initially big ranges would take 
over a gradient descent. Feature space normalization might be 
considered a kernel impression of pre-processing rather than, 
strictly speaking, a type of pre-processing because it is not 
introduced externally to the input matrices. In other words, by 
transforming the data into a usable plane, normalization is a 
distinct kernel mapping approach that simplifies calculations. 
Given the enormous amount of data points, the complex 
normalization algorithm requires an extended period for 
processing. The Min-Max normalization technique that was 
selected is fast and efficient.  

By using Min-Max Normalisation, the real data m is 
translated straight into the required interval as given in (1) 
(      ,       ). 

         (             )  .
      

         
/     (1) 

The method's advantage is that it maintains every 
connection among the data points precisely. 

C. Image Segmentation 

Image segmentation is a critical component of medical 
image processing, including MRI data enhancement. In the 
context of MRI reconstruction, image segmentation plays a 
pivotal role in isolating and delineating specific anatomical 
structures or regions of interest within the reconstructed 
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images. This segmentation process is fundamental for tasks 
such as tumor detection, organ volumetry, and the 
visualization of specific tissues or pathologies. The integration 
of GANs and Deep ResNets within MRI reconstruction 
pipelines enhances the segmentation process by providing 
high-quality, noise-reduced images for subsequent analysis. 

D. Preprocessing for Segmentation 

Before the actual segmentation process, the reconstructed 
MRI images are subjected to preprocessing steps, which may 
include denoising, bias field correction, and intensity 
normalization. The integration of GANs and ResNets at earlier 
stages of image reconstruction inherently improves the quality 
of MRI data, leading to more accurate and robust 
preprocessing results. 

Semantic and Instance Segmentation 

 In the context of medical imaging, there are two 
primary types of image segmentation: semantic 
segmentation and instance segmentation. 

 Semantic segmentation involves classifying each pixel 
in the image into predefined categories or labels. For 
example, it can be used to differentiate between 
different types of tissues, such as white matter, gray 
matter, and cerebrospinal fluid in brain MRI. 

 Instance segmentation takes the process further by 
distinguishing individual instances of objects within 
the same category. For example, it can be used to 
identify and differentiate multiple tumors in an MRI 
scan. 

1) ROI Detection: Region of interest (ROI) detection is a 

vital aspect of medical image analysis. GANs and ResNets 

contribute to the creation of sharper, high-resolution images, 

making it easier for automated algorithms to detect and 

segment ROIs accurately. This is especially valuable in tasks 

such as identifying specific pathologies or measuring 

anatomical structures. 

2) Benefits of GANs and ResNets in Segmentation: 

 Noise Reduction: The noise reduction capabilities of 
GANs help in segmenting images with minimal 
interference from artifacts or random noise. 

 Edge Preservation: ResNets, with their deep 
architectures, are well-suited for preserving image 
edges, enabling the precise delineation of structures in 
the segmentation process. 

 Better Contrast: GANs enhance the contrast and clarity 
of MRI images, making it easier for segmentation 
algorithms to distinguish between different regions or 
structures. 

 Improved Generalization: By improving the overall 
quality of MRI images, the integration of GANs and 

ResNets ensures that segmentation models generalize 
better across different datasets and clinical scenarios. 

E. Generative Adversarial Network with ResNet50 

A generator    and a discriminator   make up a GAN. 
The parameters or weights of the generator are indicated as 
   and   , respectively. The generator reconstructs the 
original, completely sampled MRI (I) and labels them as real, 
while the discriminator is instructed to identify the 
reconstruction from the undersampled images (n) as false, or 
not real. The discriminator cannot determine if the images it 
reconstructs are real or artificial, that is, it is unable to 
differentiate the reconstructed images apart from the 
completely sampled ones. In contrast, the generator is trained 
to attain the opposite goals. The following loss function is able 
to be used to mathematically represent the entire process of 
training as a minimax activity given in (2): 

 (       )  

                ( ),      ( )-     ( ),   (  

   (   ( )))-  (2) 

Here the distribution of the undersampled images is 
represented by    and the distribution of the fully sampled 
images by  . It has been demonstrated that the generator 
minimizes the Jensen-Shannon divergence among the 
distributions of the original and reconstructed images when 
using an optimized discriminator. In other words, it is possible 
to think about GAN models as minimizing the distributional 
difference between completely sampled and reconstructed 
images. 

1) Generator architecture with ResNet50: The study 

utilized a unique generator design to enhance training stability 

and speed up model convergence. ResNet50 can capture scale-

invariant features based on spectral data, convolutional 

processes are good at capturing spatial properties. Therefore, it 

is preferred to take into account both the spatial and spectral 

data in one framework. Their main distinction is that 

ResNet50 operates on each subband from the preceding level. 

The ResNet50 feature, according to the study, may speed up 

feature learning. As a result, it might provide quicker 

convergence and more training consistency. This is the first 

time a deep learning model has been tried using ResNet50-

based architectures. 
When using ResNet-50 as the generator in a GAN 

framework in Fig. 2 for MRI image reconstruction, the 
generator network plays a crucial role in transforming low-
quality MRI images into high-quality ones. The ResNet-50 
architecture consists of convolutional layers, residual blocks, 
downsampling layers, and an output classification layer. To 
repurpose ResNet-50 as a generator, the architecture is 
modified by removing the classification layer and adapting the 
last layer to match the dimensions of high-quality MRI 
images. The modified ResNet-50 generator takes low-quality 
MRI images (LQ) as input and aims to generate corresponding 
high-quality MRI images (HQ).  
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Fig. 2. Generator architecture with ResNet50. 

The input LQ images pass through the initial convolutional 
layers, capturing low-level image features. The residual 
blocks, which are the hallmark of ResNet architectures, help 
the generator learn the residual mapping between LQ and HQ 
images. These blocks contain skip connections that directly 
connect earlier layers with deeper layers, allowing the network 
to learn the difference or residual between the input and target 
images. By incorporating skip connections and residual 
learning, the generator can effectively capture and preserve 
important image details during the upsampling process. The 
upsampling layers gradually increase the spatial resolution of 
the input, helping to generate high-quality images with fine 
details. The modified last layer of the generator outputs high-
quality MRI images that closely resemble the ground truth 
images. During the training process, the generator is updated 
based on the adversarial loss and content loss, as mentioned 
earlier. This encourages the generator to produce high-quality 
images that can deceive the discriminator and resemble the 
ground truth high-quality MRI images. By leveraging the 
ResNet-50 architecture as the basis for the generator, the GAN 
framework benefits from its ability to learn complex image 
mappings and effectively handle attribute extraction, resulting 
in improved MRI image reconstruction. 

2) Discriminator with ResNEt-50: The flattening layer of 

the discriminator employed in GAN-ResNet50 is the primary 

factor enforcing the input size constraint. Considering the 

GAN-ResNet50 discriminator is analysing a 256×256-pixel 

MR picture. The image is compressed by 26 = 64 times, or 

4×4 pixels, after undergoing 6 convolutional procedures. The 

'concat, 1024' layer has 1024 channels when it is reached. Its 

size at this layer could be characterized as a tensor of 

4×4×1024 dimensions. The tensor from the previous layer, 

"concat, 1024," is unwound into a column vector of 8192 units 

by the following flattening layer. The following dense layer, 

which has 8192 input nodes, is capable of accepting it. On the 

other hand, if the similar model is given an image with 

128*128 pixels. This image would be converted into a 

2×2×1024-dimension tensor, unraveled into a 4096-unit 

column vector, and then layered with an 8192-unit dense layer 

even though there aren't enough input nodes for it. This 

instance demonstrates how the GAN-ResNet50 discriminator's 

input size limitation works. 

To eliminate this constraint, the investigation replaces the 
flattened procedure with a global average pooling (GAP) 
layer. 29 GAP determines the average value of each pixel in 
each input way, irrespective of the image's size or pixel count. 
For instance, the GAP layer inputs in the simulation have 
1024 channels. The result of this function is always going to 
be a series of vectors with 1024 units, no matter how big the 
tensor that was input from 'concat, 1024' is. Following that, 
the sigmoid is activated by applying an intense layer of 1024 
units. As a result, the input size restriction is significantly 
lifted by the discriminator's architecture. According to the 
paper, this is a plan to use GAN-based MRI techniques for the 
first time. 

While ResNet-50 is typically used for classification tasks, 
discriminator architecture in Fig. 3 can be designed to 
effectively assess the authenticity of the generated images. 
The discriminator architecture can be constructed by 
modifying the last layer of ResNet-50 to output a binary 
classification result, indicating whether the input image is real 
(high-quality) or fake (generated). By removing the 
classification layer and retaining only the convolutional layers 
and downsampled features of ResNet-50, the discriminator 
focuses on learning discriminative features for distinguishing 
between real and generated images. The modified ResNet-50 
discriminator can have additional layers, such as fully 
connected layers and a final sigmoid activation layer for 
binary classification. The convolutional layers within the 
ResNet-50 architecture capture hierarchical image features, 
while the additional layers facilitate the final decision-making 
process. The discriminator takes input images, both real high-
quality MRI images (HR) and the generated high-quality 
images (G(LQ)), and outputs the probability of the input being 
a real image. Throughout the training process, the 
discriminator undergoes training to minimize the binary cross-
entropy loss, which measures the disparity between its 
predictions and the actual ground truth labels. This adversarial 
training strategy compels the discriminator to become 
proficient in discerning between authentic and synthesized 
images. Concurrently, the generator, which is based on the 
modified ResNet-50 architecture, strives to generate images 
that can convincingly mislead the discriminator. Through this 
collaborative interplay, wherein the generator and 
discriminator are thoughtfully adapted, the GAN framework 
becomes adept at learning to generate MRI images of 
exceptional quality. These generated images exhibit a 
remarkable likeness to authentic MRI scans, consequently 
elevating the overall standard of image reconstruction quality. 
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Fig. 3. Discriminator architecture with ResNet50. 

3) Adversarial loss function: Although there is an 

empirical rationale for the success of GAN, as mentioned in 

the introductory section, in practice GAN experiences non-

convergence and training fluctuations. The training of the 

model with loss function, which we shall employ in our 

model, is said to solve these two issues. It is suggested to 

minimize the distance between the generator and discriminator 

as opposed to minimizing JSD. A more stable training history 

is said to be achieved by this (3): 

 (       )  

                
( ),  ( )-       ( ),  (  ( ))-

  (3) 

If the discriminator function    is 1-Lipschitz, then this 
loss function minimizes the distance (4). 

‖  ‖     (4) 

Weight clipping may be employed to enforce this 1-
Lipschitz requirement. The distinct loss functions for the 
discriminator and generator, which is referred to as     and 

    in (5) and (6) accordingly, for purposes of simplification 

(3): 

   (   )            
( ),  ( )-       ( ),  (  ( ))- 

(5) 

  (   )              ( ),  (  ( ))-  (6) 

The frequency domain loss (  ) and normalized root mean 
square error (NMSE) loss (  ) to the overall generator loss in 
addition to    is increased. In the spatial and temporal 
domains, accordingly,   and    are anticipated to reduce the 
distinction among fully sampled and reconstructed image. 
They are characterized as (7) and (8): 

  (   )  √
‖    ( )‖

 

‖ ‖ 
  (7) 
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Here F is the Fourier transform operation to convert an 
image to a frequency representation, often known as a k-space 
representation. The generator's final loss function in the 
simulation is (9): 

   (   )              (9) 

Here a and b are weights to balance out how much each of 
the three loss components contributes to the overall loss. 

V. RESULTS AND DISCUSSIONS 

Deep learning approaches have been shown to offer 
significant potential for the development of MRI image 
reconstruction. Utilizing a wide range of various approaches, 
study in this field has skyrocketed over the last five years. 
More thorough evaluation and a broad display of proactively 
obtained clinical information are required to boost trust in 
such methods. The work proposes a novel GAN-based MRI 
reconstruction method that can successfully do away with the 
input size constraints of GAN. Using ResNet50 connections 
and loss functions, feature learning can be accelerated. While 
still working well on images of different sizes, the model has 
demonstrated improved reconstructing accuracy when 
compared to previous MRI techniques. 

A. Performance Metrics 

In the study focusing on the "Enhancement of MRI Image 
Reconstruction through Integration of Generative Adversarial 
Networks (GANs) and Deep Residual Networks (ResNets) in 
a Hybrid Deep Learning Framework," the evaluation of the 
proposed methodology is conducted through a range of 
performance metrics. These metrics include the Peak Signal-
to-Noise Ratio (PSNR), measuring image quality by assessing 
the similarity between original and reconstructed images; the 
Structural Similarity Index (SSIM) to evaluate the 
preservation of structural information; Mean Square Error 
(MSE) and Root Mean Square Error (RMSE) to gauge the 
average squared differences between original and 
reconstructed images; Dice Coefficient for segmentation tasks, 
assessing the overlap in segmented regions; and 
considerations of computational efficiency, such as inference 
time, vital for real-time medical imaging applications. These 
metrics collectively serve as a comprehensive means to 
quantify the effectiveness and quality of MRI image 
reconstruction in the context of the hybrid deep learning 
framework, ensuring it meets the stringent requirements of 
medical imaging while optimizing computational efficiency. 

 Peak Signal-to-Noise Ratio (PSNR): PSNR serves as a 
metric for assessing the fidelity of the reconstructed 
MRI images by quantifying the degree of similarity 
between the original and reconstructed images. 
Elevated PSNR values are indicative of superior image 
quality.  

 Structural Similarity Index (SSIM): SSIM evaluates the 
structural information preservation in the reconstructed 
images. Higher SSIM values indicate that the fine 
details and structures in the images are retained. 

 Mean Square Error (MSE): MSE measures the average 
squared differences between the original and 
reconstructed images. Lower MSE values imply better 
reconstruction quality. 

 Root Mean Square Error (RMSE): RMSE is the square 
root of MSE and provides a more interpretable measure 
of the reconstruction error. 

 Dice Coefficient (for segmentation tasks): If the MRI 
images are used for segmentation tasks, the Dice 
coefficient measures the overlap between the 
segmented regions in the original and reconstructed 
images. 

 Computational Efficiency: This can include metrics 
like the inference time required for image 
reconstruction, which is crucial in real-time medical 
imaging applications. 

These performance metrics are essential for quantitatively 
assessing the quality and efficacy of the MRI image 
reconstruction using the proposed hybrid deep learning 
framework, ensuring that it meets the requirements for 
accurate, high-quality medical imaging while considering 
computational efficiency. 

Outcomes of several reconstruction techniques for a 
256×256-pixel image are given. The term "GAN-Resnet50" 
which refers to the original with the loss function included. 
The whole set of tests demonstrates that the ResNet50-based 
generator and discriminator further enhance the model 
effectiveness whereas the addition of the loss function just 
minimally accomplishes it. 

TABLE I. Outcome of 256*256 Pixel Images in 10% 

Approaches 
Sampling Ratio of 10% 

PSNR SSIM 

WDAGAN 31.689 0.920 

DAGAN 30.272 0.891 

GAN-ResNet50 35.281 0.950 

In Table I, the outcomes of different image enhancement 
approaches for 256x256 pixel images under a 10% sampling 
ratio are presented, along with their corresponding Peak 
Signal-to-Noise Ratio (PSNR) and Structural Similarity Index 
(SSIM) values. Among the methods evaluated, GAN-
ResNet50 demonstrated the highest PSNR at 35.281 and the 
highest SSIM at 0.950, indicating its superior ability to 
reconstruct high-quality images from the sparse data, which is 
crucial for preserving image fidelity. WDAGAN followed 
with a PSNR of 31.689 and an SSIM of 0.920, showcasing its 
competitive performance. DAGAN, on the other hand, 
achieved a PSNR of 30.272 and an SSIM of 0.891, indicating 
slightly lower image quality compared to the other methods. 
These results highlight the effectiveness of GAN-ResNet50 in 
enhancing image reconstruction quality at a 10% sampling 
ratio, emphasizing its potential for improving image-based 
diagnostic and analysis tasks in various fields such as medical 
imaging and remote sensing. 
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TABLE II. OUTCOME OF 256×256 PIXEL IMAGES IN 50% 

Approaches 
Sampling Ratio of 50% 

PSNR SSIM 

WDAGAN 39.976 0.990 

DAGAN 44.939 0.954 

GAN-ResNet50 50.111 0.998 

In Table II, the results for different image enhancement 
approaches applied to 256×256-pixel images at a 50% 
sampling ratio are presented, along with their respective Peak 
Signal-to-Noise Ratio (PSNR) and Structural Similarity Index 
(SSIM) values. Notably, GAN-ResNet50 exhibited the highest 
PSNR at 50.111 and an outstanding SSIM of 0.998, indicating 
its remarkable ability to reconstruct images with exceptional 
quality, particularly in scenarios where more data is available. 
WDAGAN, while also performing well, achieved a PSNR of 
39.976 and a very high SSIM of 0.990, highlighting its 
competence in preserving image details. DAGAN, on the 
other hand, excelled with an impressive PSNR of 44.939, 
demonstrating its proficiency in achieving high fidelity image 
reconstruction even at this increased sampling ratio, although 
its SSIM of 0.954 suggests some room for improvement in 
structural similarity. These results underscore the exceptional 
performance of GAN-ResNet50 in enhancing image quality at 
a 50% sampling ratio, emphasizing its potential for various 
image-centric applications where data availability is more 
substantial, such as high-resolution medical imaging and 
remote sensing tasks. Fig. 4 shows the Sampling ratio of 
256×256-pixel images in 10% and 50%. 

The quality of this enhancement is clearly obvious. The 
internal carotid artery is a bright, vertically directed line that is 
located slightly below the brain when compared to the 
equivalent region in the reconstructed image. The 
reconstruction inaccuracy of this artery in the 'Difference 
Image' in GAN-ResNet50 is significant. The error looks to be 
less organized and more random. This suggests that GAN-
ResNet50 is performing more qualitatively. The 
reconstruction error of DAGAN is almost non-existent in the 
magnified perspective of the red box with corpus callosum 
and white matter tract and the green box with medial temporal 
cortex. On the other hand, the image created by 
DAGAN shows an increased error. 

In Table III, the results for various image enhancement 
approaches applied to 64×128 pixel images at a 10% sampling 
ratio are displayed, along with their corresponding Peak 
Signal-to-Noise Ratio (PSNR) and Structural Similarity Index 
(SSIM) values. Among the methods assessed, GAN-ResNet50 
achieved the highest PSNR at 27.8 and an impressive SSIM of 
78.9, demonstrating its capability to enhance image 
reconstruction quality even when data is sparser. WDAGAN, 
although with lower PSNR (24.90) and SSIM (76.5) values, 
exhibited competitive performance. DAGAN, on the other 
hand, had a PSNR of 24.22 and an SSIM of 74.4, indicating 
relatively lower image quality compared to the other methods 
at this low sampling ratio. In Table IV, the results for the same 
approaches are presented but for 64x128 pixel images with a 
50% sampling ratio. GAN-ResNet50 once again displayed the 
highest PSNR at 40.4 and an outstanding SSIM of 98.1, 

signifying its excellent performance in reconstructing high-
quality images from more abundant data. WDAGAN and 
DAGAN also showed substantial improvements at the 
increased sampling ratio, with competitive PSNR and SSIM 
values. These results underscore the effectiveness of GAN-
ResNet50, especially in scenarios with limited data, and its 
ability to significantly improve image reconstruction quality, 
making it a promising solution for various applications, 
including low-resolution medical imaging and remote sensing 
tasks. Fig. 5 shows the Sampling ratio of 64×128-pixel images 
in 10% and 50%. 

 

Fig. 4. Sampling ratio of 256×256-pixel images in 10% and 50%. 

 

Fig. 5. Sampling ratio of 64×128 pixel images in 10% and 50%. 
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TABLE III. OUTCOME OF 64×128 PIXEL IMAGES IN 10% 

Approaches 
Sampling Ratio of 10% 

PSNR SSIM 

WDAGAN 24.90 76.5 

DAGAN 24.22 74.4 

GAN-ResNet50 27.8 78.9 

TABLE IV. OUTCOME OF 64×128 PIXEL IMAGES IN 50% 

Approaches 
Sampling Ratio of 50% 

PSNR SSIM 

WDAGAN 38.4 97.5 

DAGAN 38.1 97.3 

GAN-ResNet50 40.4 98.1 

 

This characteristic expands the variety of training samples 
by enabling the identical GAN-ResNet50 model to analyze an 
assortment of image dimensions that could be encountered in 
MR reconstruction. The study has introduced global average 
pooling to relax the input size requirement of the proposed 
GAN-ResNet50 framework to provide a fair comparison. 

TABLE V. OUTCOME OF 128×256 PIXEL IMAGES IN 10% 

Approaches 
Sampling Ratio of 10% 

PSNR SSIM 

WDAGAN 30.1 91.5 

DAGAN 28.3 88.6 

GAN-ResNet50 37.4 95.3 

Table V presents the outcomes for different image 
enhancement approaches applied to 128x256 pixel images at a 
10% sampling ratio, accompanied by their respective Peak 
Signal-to-Noise Ratio (PSNR) and Structural Similarity Index 
(SSIM) values. Notably, GAN-ResNet50 exhibited the highest 
PSNR at 37.4 and an impressive SSIM of 95.3, signifying its 
exceptional proficiency in enhancing image reconstruction 
quality even in situations with limited data. WDAGAN also 
performed well with a PSNR of 30.1 and a commendable 
SSIM of 91.5, demonstrating its competence in preserving 
image details. On the other hand, DAGAN, while achieving a 
PSNR of 28.3, had a relatively lower SSIM of 88.6, 
suggesting some room for improvement in structural 
similarity. These results underscore the superior performance 
of GAN-ResNet50 in enhancing image quality at a 10% 
sampling ratio, highlighting its potential for various 
applications, particularly those involving low-resolution 
medical imaging and remote sensing, where data availability 
may be constrained. 

TABLE VI. OUTCOME OF 128×256 PIXEL IMAGES IN 50% 

Approaches 
Sampling Ratio of 50% 

PSNR SSIM 

WDAGAN 43.1 98.1 

DAGAN 39.7 96.9 

GAN-ResNet50 50.3 99.1 

In Table VI, the results for various image enhancement 
approaches applied to 128×256-pixel images at a 50% 
sampling ratio are presented, along with their corresponding 
Peak Signal-to-Noise Ratio (PSNR) and Structural Similarity 
Index (SSIM) values. Remarkably, GAN-ResNet50 
demonstrated the highest PSNR at 50.3 and an exceptional 
SSIM of 99.1, underscoring its remarkable capacity to 
substantially improve image reconstruction quality in 
scenarios where data availability is more abundant. 
WDAGAN also displayed impressive performance, with a 
PSNR of 43.1 and an outstanding SSIM of 98.1, indicating its 
competence in preserving image details even at the higher 
sampling ratio. DAGAN, while achieving a PSNR of 39.7, 
exhibited a slightly lower SSIM of 96.9, signifying a relatively 
lower level of structural similarity. These results highlight the 
outstanding performance of GAN-ResNet50, especially in 
situations with more data, further emphasizing its potential for 
diverse applications, including high-resolution medical 
imaging and remote sensing, where data quality and fidelity 
are of utmost importance. Fig. 6 shows the Sampling ratio of 
128*256 pixel images in 10% and 50%. 

In the context of image enhancement and reconstruction, 
various models have been compared based on their 
performance metrics, namely, the Structural Similarity Index 
(SSIM) and Peak Signal-to-Noise Ratio (PSNR). 

In Table VII, the study conducted by Hyun et al. [25], the 
U-net model achieved an SSIM of 0.903, but the PSNR was 
not specified. Cole et al. [26] implemented an Unsupervised 
GAN and reported an SSIM of 0.81 along with a PSNR of 
26.39. Z. Wang et al. [27] used the Unet-DSSIM model, 
which achieved an SSIM of 0.88 and a PSNR of 29. In 
contrast, the proposed method, a Hybrid GAN-DRN model, 
outperformed the others with an impressive SSIM of 0.99 and 
a remarkable PSNR of 50.3. These performance metrics 
highlight the significant advancements achieved by the 
proposed method in terms of image quality and fidelity. Fig. 7 
provides a visual representation of the performance 
comparison, further emphasizing the superiority of the Hybrid 
GAN-DRN model in enhancing image reconstruction quality. 

 

Fig. 6. Sampling ratio of 128×256-pixel images in 10% and 50%. 
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TABLE VII. PERFORMANCE COMPARISON  

Reference Model SSIM PSNR 

Hyun et al [25] U-net 0.903 - 

Cole et al. [26] Unsupervised GAN 0.81 26.39 

Z. Wang et 

al.[27] 
Unet-DSSIM 0.88 29 

Proposed 
Method 

Hybrid GAN-DRN 0.99 50.3 

 

Fig. 7. Performance comparison of different methods.  

The overall performance comparison among the various 
image enhancement methods clearly demonstrates the 
remarkable superiority of the proposed Hybrid GAN-DRN 
model. Its exceptional SSIM score of 0.99 and a remarkable 
PSNR value of 50.3 signify a substantial leap in image quality 
and fidelity. The Hybrid GAN-DRN's outstanding SSIM score 
indicates a near-perfect similarity between the enhanced 
images and the ground truth, suggesting that it effectively 
preserves fine image details and structural content. 
Furthermore, the exceptionally high PSNR value reflects a 
minimal level of noise and distortion in the reconstructed 
images, making them highly faithful to the original data. In 
contrast, the other methods in the comparison, such as U-net, 
Unsupervised GAN, and Unet-DSSIM, displayed relatively 
lower SSIM and PSNR values, indicating comparatively 
reduced image quality and fidelity. This stark performance 
differential emphasizes the substantial advancements achieved 
by the proposed Hybrid GAN-DRN model. It excels in 
enhancing image reconstruction quality, reducing noise, and 
retaining essential image features. As such, the proposed 
method holds great promise for a wide array of applications, 
particularly in fields like medical imaging and remote sensing, 
where image quality is of paramount importance and where it 
can significantly improve the accuracy of diagnostic and 
analysis tasks. 

B. Discussion 

The study of picture improvement using DRNs and 
GANs represents a significant advancement in reconstructed 
images. The study's conclusions and comparison of several 
methods for enhancing images offer light on the capacity of 
such models and demonstrate the superior results of the 
suggested Hybrid GAN-DRN methodology. The primary goal 

of the study is to compare several image improvement 
techniques utilizing the SSIM and PSNR, two important 
performance indicators. Particularly in areas like remote 
sensing and healthcare imaging, these measures are essential 
for evaluating the authenticity and quality of augmented 
images. The analysis of the information shows a distinct 
pattern: The suggested Hybrid GAN-DRN architecture works 
noticeably better than each of the approaches compared. This 
simulation attains a remarkable 50.3 PSNR and a remarkable 
0.99 SSIM score. These measurements show how well the 
suggested approach preserves picture details, lowers noise, 
and improves the overall level of reconstruction of images. 
This is especially significant since it creates new opportunities 
for a variety of image-centric systems in which the precision 
and integrity of the reconstructions are critical. The practical 
implications of this research are significant, particularly in 
areas where diagnostics and choice-making processes are 
directly impacted by the quality of images. The suggested 
approach can lead to improved reconstruction of image 
quality, more precise medical diagnosis, and improved 
evaluation of information from remote sensing, and improved 
image-based systems for making decisions. To completely 
realize the possibilities of the suggested strategy, despite its 
exceptional contributions, it is imperative to highlight the 
necessity for additional studies and verification in medical and 
real-world environments. The study also emphasizes how 
crucial it is to comprehend and maximize the processing 
requirements of sophisticated models based on deep learning, 
particularly for large-scale or instantaneous applications. To 
sum up, the study of picture improvement using a combination 
of GANs and DRNs represents a substantial development in 
the area of reconstruction of images. The exceptional 
performance of the suggested Hybrid GAN-DRN approach, as 
shown by SSIM and PSNR parameters, places it in an 
encouraging spot for enhancing image authenticity as well as 
quality in a variety of uses, eventually leading to improved 
accuracy and confidence in image-based decision-making 
procedures. The benefit of DRGAN is its novel usage of a 
residual GAN structure to generate a "residual PET map" 
(RPM), which has the potential to increase PET picture quality 
with enhanced contextual data. However, more attention on 
clinical application is needed. FDA-CNN excels in removing 
MRI artifacts with a completely dense focus, demonstrating 
promising results. However, the technology requires further 
investigation to overcome scalability issues to assess its 
practical application in real-time applications. 

VI. CONCLUSION AND FUTURE WORK 

Ultimately, this research presents a potentially effective 
MRI reconstruction technique based on the GAN-ResNet50 
design, tackling the crucial problem of accurate and high-
fidelity reconstruction of images. The study's comparison 
studies show that the suggested strategy outperforms both 
previous approaches and cutting-edge deep learning methods 
for maintaining fine-grained image information. This 
development has significant potential to improve the fidelity 
and quality of MRI reconstructions, especially in the field of 
medical imaging because accurate diagnosis and decision-
making depend on high-quality images. The acquired findings 
demonstrate the GAN-ResNet50 strategy's outstanding 
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performance and its capacity for balancing image texture, 
border specifics, and total fidelity. Together with the GAN's 
discriminatory powers, the hybrid deep learning method 
strikes a compromise that guarantees a degree of 
reconstructing grade that is both visually realistic and for 
diagnosis. The suggested GAN-DRN-based MRI 
reconstruction approach may encounter difficulties in dealing 
with distinct anatomical variances and diseases, thus limiting 
generalisation across different clinical circumstances. 

A. Future Work 

There are a number of fascinating avenues for additional 
study and advancement as researchers look to the years to 
come. These involve leveraging the GAN-ResNet50 design to 
optimize real-time MRI reconstruction, verifying the method's 
clinical effectiveness through rigorous examinations, 
expanding its uses to multi-modal MRI combination for 
thorough assessment of patients, and investigating ways to 
improve robustness, interpretation, ease of use, and 
transferable learning abilities via explainability methods. 
These actions are essential for increasing the novel approach's 
medical acceptance and interpretation, which will ultimately 
help MRI imaging patients and healthcare providers. 
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Abstract—This paper presents a novel architecture for the 

segmentation of transmission lines in aerial images, utilizing a 

hybrid model that combines the strengths of Vision 

Transformers (ViTs) and Convolutional Neural Networks 

(CNNs). The proposed method first employs a Swin Transformer 

backbone (Swin-B) that processes the input image through a 

hierarchical structure, effectively capturing multi-scale 

contextual information. Following this, an upsampling strategy is 

employed, wherein the features extracted by the transformer are 

refined through convolutional layers, ensuring that the resolution 

is maintained, and spatial details are recovered. To integrate 

multi-level feature maps, a feature fusion module with a squeeze-

and-excitation (SE) layer is introduced, which consolidates the 

benefits of both high-level and low-level feature extractions. The 

SE layer plays a pivotal role in augmenting the feature channels, 

focusing the model's attention on the most informative features 

for transmission line detection. By leveraging the global receptive 

field of ViTs for comprehensive context and the local precision of 

CNNs for fine-grained detail, our method aims to set a new 

benchmark for transmission line segmentation in aerial imagery. 

The effectiveness of our approach is demonstrated through 

extensive experiments and comparisons with existing state-of-the-

art methods. 

Keywords—Vision transformers; convolutional neural 

networks; transmission lines segmentation; hybrid model; feature 

fusion 

I. INTRODUCTION 

Transmission line segmentation in aerial images is a critical 
task in the maintenance and monitoring of electrical power 
grids. It enables the automated inspection of power lines for 
fault detection, vegetation encroachment, and structural 
analysis, which are essential for ensuring the reliability and 
safety of electricity distribution. However, this task is fraught 
with challenges. Aerial images often have highly variable 
lighting conditions, weather effects, and diverse landscapes 
that can obscure the visibility of transmission lines. 
Additionally, the lines themselves can be difficult to 
distinguish due to their thin and linear nature against complex 
backgrounds. Another significant challenge is the presence of 
other linear structures, such as roads and railways, that can be 
easily confused with power lines by automated systems. The 
movement of the aerial platform, whether it's a drone or a 
manned aircraft, introduces motion blur and varying angles of 
capture, further complicating the segmentation process. 
Addressing these challenges requires robust algorithms capable 
of high precision and adaptability to a range of environmental 
conditions and image qualities. Traditional methods for vision-
based transmission line detection and segmentation have 

revolved around the utilization of edge and line segment 
detection techniques as foundational steps. These methods 
generate a multitude of potential cable segment candidates by 
applying algorithms such as the Hough transform, Radon 
transform, and various other heuristic and search-based line 
detection strategies, such as the circle-based search, heuristic 
line detection, Line Segment Detector (LSD), and Edge 
Drawing for line segment detection (EDLines). Once edges and 
line segments are detected, a set of specialized rules, informed 
by the structural characteristics of cables and the context of 
their surroundings, are applied to discern correct cable 
segments and eliminate false positives. One of the main 
drawbacks of these approaches is their dependency on 
numerous parameters and complex rules that need to be 
meticulously set by hand, which hinders their adaptability to 
different environments. As a result, the precision and 
robustness of traditional methods can be significantly 
compromised due to environmental variations, making it 
challenging to maintain consistent performance across diverse 
scenarios. The advent of deep learning has catalyzed 
significant advancements in the domain of vision-based 
transmission line detection and segmentation. CNN-based 
methods have eclipsed traditional techniques, demonstrating 
substantial improvements in detection accuracy and 
computational efficiency. These deep neural networks facilitate 
end-to-end learning and inference, simplifying the complex 
parameter tuning process inherent in multistage approaches and 
enhancing generalizability across varied scenarios. For 
instance, CNNs have been trained to identify image patches 
containing cables, which are then further processed using 
traditional methods like the Hough transform for line 
segmentation. Moreover, some approaches have integrated 
fully convolutional networks with line segment regressors for 
direct line segment detection, particularly effective in scenarios 
where aerial images capture transmission lines at close range. 
However, when dealing with long-range and wide-angle 
captures that result in indistinct or slightly curved cable 
representations, these methods pivot towards a pixel-wise 
segmentation framework, employing semantic and instance 
segmentation techniques to provide a more nuanced cable 
detection and enable individual cable instance identification, 
which is pivotal for autonomous UAV applications. 

Recent years have witnessed the rapid development of ViTs 
[1, 2]. ViTs leverages the transformer architecture, originally 
designed for natural language processing, to handle sequences 
of image patches as input. ViTs model relationships between 
these patches through self-attention mechanisms, making them 
capable of capturing global dependencies within an image. The 
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combination of CNNs and ViT into a hybrid architecture aims 
to harness the local feature extraction proficiency of CNNs 
with the global context understanding of ViTs. CNNs are adept 
at recognizing patterns and textures within small regions of an 
image, making them excellent for tasks that require detailed 
local information, such as edge detection. ViTs, with their 
attention-based approach, can consider the entire image at 
once, which allows for a more holistic understanding of the 
scene. By integrating both, the hybrid model can effectively 
process and integrate both local and global information, 
leading to improved performance on complex tasks like 
transmission line segmentation. This synergy can provide a 
more nuanced understanding of images, enabling the model to 
be both precise in detail and comprehensive in scope, 
potentially overcoming limitations found in models that rely on 
a single approach. 

This study introduces an innovative hybrid architecture for 
the precise segmentation of transmission lines in aerial images, 
leveraging the synergistic potentials of ViTs and CNNs. The 
core of our proposed method is a Swin Transformer backbone, 
adept at hierarchically processing the input image to 
encapsulate multi-scale contextual information. This is 
complemented by an upsampling mechanism that meticulously 
refines the transformer-extracted features via convolutional 
layers, crucial for preserving resolution and restoring spatial 
details. A feature fusion module, equipped with an SE layer, is 
integrated to merge feature maps from multiple levels, 
harnessing both the high-level and low-level extraction 
strengths. The SE layer is instrumental in enhancing feature 
channels, directing the model's focus towards the most salient 
features for detecting transmission lines. Our approach is 
designed to exploit the expansive receptive field of ViTs for 
global context awareness, while utilizing the CNNs' local 
precision for capturing intricate details, thereby establishing a 
new standard for transmission line segmentation in aerial 
photography. The method's superiority is validated through 
comprehensive experimental benchmarks, showcasing its 
advancement over current leading methodologies. 

The rest of the paper is organized as follows: Section II 
presents related studies; Section III details our proposed model; 
Section IV describes the experiments and results; Section V 
provides the conclusions. 

II. RELATED WORK 

A. Transmission Line Detection and Segmentation 

Traditional approaches to vision-based detection and 
segmentation of transmission lines have primarily focused on 
employing edge and line segment detection techniques as their 
fundamental processes. In study [3], a real-time algorithm was 
developed for detecting power lines in UAV video images, 
where the process begins with converting video images into 
binary images using adaptive thresholding. Subsequently, 
Hough Transform identifies line candidates in these binary 
images, and a fuzzy C-means clustering algorithm 
discriminates actual power lines from these candidates. Mu et 
al. [4] proposed a method for automatically extracting power 
lines from cluttered natural backgrounds in aerial images. The 
approach involves using a Gabor filter to eliminate background 
noise, followed by the application of the Hough transform to 

detect straight lines in the images. Zhang et al. [5] introduced a 
new method for detecting and tracking power lines, starting 
with the use of the Hough transform to extract line segments. 
The method then employs K-means clustering in the Hough 
space to filter and identify power lines and utilizes a Kalman 
filter for tracking these lines within the continuity of a video 
sequence. In study [6], the authors presented an algorithm that 
capitalizes on the geometric relationships inherent to circle 
symmetry for line segment detection. It employs Canny and 
Steerable Filters to detect line segments, which are then linked 
in a subsequent stage for effective analysis. Sharma et al. [7] 
introduced a novel morphological operator and robust image 
space heuristics for the accurate location and complete 
extraction of power lines. Santos et al. [8] introduced PLineD, 
a new vision-based power line detection algorithm designed to 
robustly detect power lines, even in noisy image backgrounds. 
Although traditional approaches to vision-based detection and 
segmentation of transmission lines have achieved some 
success, they still have many limitations. A significant 
limitation of these methods is their reliance on a multitude of 
parameters and intricate rules that require careful manual 
adjustment, impeding their flexibility across various 
environments. Consequently, the accuracy and reliability of 
traditional approaches are often adversely affected by 
environmental changes, posing challenges in achieving 
uniform performance in different settings. With the outstanding 
advantages of CNNs, many methods using CNNs for 
transmission line segmentation have been proposed [9]. In 
[10], the authors introduced a pyramidal patch classification 
framework that effectively eliminates clutter without relying on 
additional auxiliary tools. This is achieved through a 
hierarchical patch partition and selection strategy, 
complemented by a new spatial grid pooling layer in the CNN-
based classifier. Nguyen et al. [11] presented LS-Net, a rapid, 
single-shot line-segment detector tailored for power line 
detection, which is fully convolutional by design and 
comprises three modules: a fully convolutional feature 
extractor, a classifier, and a line segment regressor. Lee et al. 
[12] presented a weakly supervised learning algorithm for 
identifying power lines. The algorithm classifies sub-regions 
within images using a sliding window approach and a CNN. In 
[13], a Transmission Line Detection (TLD) algorithm, 
CableNet, is proposed, drawing inspiration from instance 
segmentation and incorporating enhancements to Fully 
Convolutional Networks (FCNs) [14] with overlaying dilated 
and spatial convolutional layers for better representation of 
transmission lines, and dual output branches for generating 
multidimensional feature maps for instance segmentation. 

B. Vision Transformer-CNN Hybrid Models 

In recent years, the rapid development of ViTs has 
significantly advanced the field of computer vision, leading to 
their widespread application in tasks ranging from image 
classification to complex scene understanding [15, 16]. Instead 
of simplifying ViTs, another prominent research direction 
involves merging components of ViTs and CNNs to create 
novel backbone architectures. These hybrid models combine 
the local feature extraction prowess of CNNs with the global 
contextual understanding afforded by ViTs, thus offering a 
comprehensive approach to image analysis. Follow this 
approach, [17] highlighted the adaptation of principles from the 
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extensive literature on CNNs, particularly the use of activation 
maps with decreasing resolutions, to enhance the design of 
transformers. The study in [18] investigated the optimization 
challenges of ViT models, attributing the issues to their 
'patchify stem' design, and proposes a solution by replacing it 
with stacked stride-two 3x3 convolutions. This modification 
significantly enhances optimization stability and model 
accuracy, leading to the recommendation of using a standard, 
lightweight convolutional stem in ViT models for improved 
performance and robustness. In study [19], the authors 
introduced BoTNet, a versatile and efficient backbone 
architecture for various computer vision tasks, which enhances 
performance by integrating self-attention mechanisms. This is 
achieved by replacing spatial convolutions with global self-
attention in the last three bottleneck blocks of a ResNet, 
leading to notable improvements in instance segmentation and 
object detection, while simultaneously reducing the number of 
parameters and maintaining minimal latency overhead. 
ConViT [20] presented the concept of gated positional self-
attention (GPSA), a novel form of positional self-attention 
designed with a flexible, 'soft' convolutional inductive bias. 
GPSA layers are initially configured to emulate the locality 
characteristic of convolutional layers but are also equipped 
with a gating parameter that allows each attention head to 
dynamically balance the focus between positional and content 
information. Guo et al. [21] proposed a novel hybrid network 
that synergizes the long-range dependency capturing 
capabilities of transformers with the local information 
extraction prowess of CNNs. Recently, PVTv1 [22], PVTv2 
[23], LITv1 [24], and LITv2 [25] incorporate convolutional 

operations at each stage of ViT models to diminish the token 
count and construct hybrid, multi-stage structures. 

III. METHOD 

A. Model Architecture 

Fig. 1 illustrates the overall pipeline of our method, which 
integrates a vision transformer encoder with a convolutional 
neural network decoder to create a hybrid model for the 
segmentation of transmission lines in aerial images. Input 
images undergo a hierarchical processing through multiple 
layers of the Swin Transformer [26], each reducing the spatial 
dimensions while increasing the depth of feature 
representation. These layers (Layer 1 to Layer 4) progressively 
transform the input, capturing intricate details and contextual 
information at various scales. The transformed features are 
then upsampled and passed through convolutional layers to 
refine the feature maps, ensuring that spatial information is 
preserved and enhanced. The upsampling process gradually 
restores the resolution of the feature maps, which are then 
combined through feature fusion steps. These fusion steps are 
essential as it aggregates multi-scale information, enabling the 
model to capture both high-level semantic information and 
low-resolution spatial details. A squeeze-and-excitation (SE) 
layer is subsequently employed to recalibrate the feature 
channels, emphasizing informative features while suppressing 
less useful ones. Finally, a segmentation head, comprising a 
series of convolutional layers, is responsible for generating the 
output segmentation map that delineates the transmission lines 
within the aerial images. 

 

Fig. 1. Model architecture. 
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Fig. 2. The structure of Swin Transformer encoder. 

TABLE I.  DETAILED ARCHITECTURE OF SWIN-B 

Layer Output Size Number of Blocks Attention Heads Attention Head Dimensions MLP Ratio 

Patch Partition w/4 × h/4 × 48 N/A N/A N/A N/A 

Layer 1 w/4 × h/4 × 96 2 3 32 4 

Layer 2 w/8 × h/8 × 192 2 6 32 4 

Layer 3 w/16 × h/16 × 384 6 12 32 4 

Layer 4 w/32 × h/32 × 768 2 24 32 4 
 

B. Swin-B-based Encoder 

Fig. 2 illustrates the structure of Swin Transformer encoder. 
The original input image is represented as w×h×3, where w 
and h are the width and height of the image, and 3 represents 
the RGB color channels. This image is then partitioned into 
patches. The size of these patches is 4×4 pixels, which are then 
flattened and linearly embedded into a higher-dimensional 
space (e.g., 48 features per patch). So, the input dimension to 
the first transformer layer is w/4×h/4×48. As the input passes 
through each Swin Transformer layer consisting consecutive Ni 
(i = 1, 2, 3, 4) Swin transformer blocks, the spatial resolution is 
further reduced, and the feature dimensionality is increased, 
thus enhancing the model's ability to capture more complex 
features at different scales. The Swin Transformer employs a 
self-attention mechanism within each block. The attention is 
computed using queries (Q), keys (K), and values (V), which 
are derived from the input feature maps. The formulation of 
self-attention within the Swin Transformer involves a sequence 
of operations beginning with the computation of Q, K, and V 
via linear transformations of the input feature map. The 
attention scores are then determined by calculating the dot 
product between Q and K. These scores are normalized using a 
softmax function to derive attention weights, which are 
subsequently used to obtain a weighted feature representation 
by multiplying them with V. To ensure stability in the gradients 
during training, a scaling factor, commonly the inverse square 
root of the keys' dimensionality, is optionally applied to the dot 
product of Q and K. Mathematically, the attention can be 
represented as: 

         (     )         (
   

√  
)   

where,    is the dimensionality of the key vectors. This 
allows the model to focus on different parts of the image 
depending on the learned importance of each feature. 

The Swin Transformer framework is offered in four distinct 
variants, namely Swin-T (Tiny), Swin-S (Small), Swin-B 
(Base), and Swin-L (Large), each differing in capacity and 
computational requirements. The choice of a particular Swin 
Transformer variant for a given task hinges on a balance 
between the model's empirical performance and the 
computational constraints of the available hardware. In the case 
of the segmentation of transmission lines in aerial images, 
Swin-B was selected due to its robust performance in capturing 
intricate details and providing a higher feature resolution 
necessary for the precise delineation of transmission lines, 
which are often slender and require fine-grained detection 
capabilities. Moreover, Swin-B strikes a balance between 
computational efficiency and model complexity, making it a 
pragmatic choice for tasks demanding high accuracy without 
exceedingly intensive computational demands. Table I 
provides detailed architecture of Swin-B backbone. 

C. CNNs-based Decoder 

The decoder leverages a U-Net-like structure known for its 
effectiveness in segmentation tasks due to its ability to 
combine low-level feature maps with high-level ones, thus 
capturing context and fine details. Each feature map output 
from the Swin-B backbone passes through a 3×3 convolution 
layer. This operation serves to refine the feature maps by 
applying filters that can capture spatial hierarchies within the 
data. After the convolution layers, the feature maps are 
upsampled. This process increases the spatial resolution of the 
feature maps to prepare them for feature fusion. The 
upsampling doubles the height and width of the feature maps, 
as is common in U-Net architectures [27] to match the 
dimensions of the feature maps from the encoder that will be 
fused. The upsampled feature maps are then fused with 
corresponding feature maps from earlier layers of the encoder. 
This step is crucial as it reintroduces higher resolution details 
that may have been lost during downsampling in the encoder. 
Feature fusion is done using element-wise addition operation. 
The last part of the decoder is the segmentation head, which 
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outputs the final segmentation map. This head takes the 
processed feature maps and applies a combination of 
convolutional layers, activation functions, and sigmoid layer to 
generate the pixel-wise classification of the transmission lines. 

Given the size of the input to the decoder is 
 

  
 

 

  
   , the 

size of the output should match the original height and width of 
the input image      . 

D. Squeeze-and-Excitation Layer 

Before the final output, we employ a Squeeze-and-
Excitation (SE) layer [28] to recalibrate the feature channels by 
explicitly modelling the interdependencies between them. The 
SE layer uses global average pooling to squeeze global spatial 
information into a channel descriptor, then uses two fully 
connected layers to capture channel-wise dependencies, and 
finally applies the channel weights back to the original feature 
maps to emphasize useful features and suppress less useful 
ones. Fig. 3 shows the architecture of the SE layer. Let the 
input to the SE layer be a feature map F with dimensions 
       , where    and    are the spatial dimensions 
after upsampling and   is the number of channels. The SE 
layer first performs a global average pooling operation on F, 
which squeezes the spatial dimensions    and    into a single 
channel descriptor z with dimensions      . 
Mathematically, this is represented as: 

   
 

     
∑ ∑       

  

   
  

    

 
Fig. 3. The architecture of the SE layer. 

where,    is the c-th element of z;        is the value at 

position (i, j) in channel c of the feature map F. 

The SE layer then passes z through two fully connected 
layers. The first layer reduces the channel dimensionality from 

  to 
 

 
 using a ReLU activation function, and the second layer 

increases it back to   using a sigmoid activation function, thus 
generating the channel-wise weights s with the same dimension 
     . Mathematically, this is represented as: 

   ( (   ))   (    (    )) (3)

where,   denotes the sigmoid activation,   denotes the 
ReLU activation,    and    are the weights of the fully 
connected layers, and   represents the excitation function. 

Finally, the SE layer applies these weights s back to the 
original feature map F through channel-wise multiplication, 
producing the output feature map    with the same spatial 
dimensions       but with recalibrated channels: 

      
              (4)

This operation scales each channel of the input feature map 
by the corresponding learned weight, emphasizing informative 
features and suppressing less relevant ones. The output of the 
SE layer is then ready to be passed to the subsequent layers in 
the decoder for further processing towards the final 
segmentation map. 

E. Loss Function 

Binary Cross-Entropy (BCE) loss is a commonly used loss 
function for binary classification tasks, such as the 
segmentation of transmission lines in aerial images, where each 
pixel is classified as either belonging to a transmission line 
(positive class) or background (negative class). The BCE loss 
function measures the distance between the predicted 
probabilities and the actual binary labels, penalizing 
predictions that diverge from the true labels. Formally, the 
BCE loss for a single pixel is calculated as: 

         ( )  (   )    (   )  (5)

where,   is the true label of the pixel, and   is the predicted 
probability that the pixel belongs to the transmission line class. 
The true label   is 1 if the pixel is part of a transmission line 
and 0 otherwise. The predicted probability   is obtained from 
the output of a sigmoid activation function in the last layer of 
the neural network, ensuring that   is in the range [0,1]. 

For the entire image, the total BCE loss is the average of 
the individual pixel losses: 

      
 

 
∑   

 
     

where,   is the total number of pixels in the image. 

IV. EXPERIMENTS 

A. Dataset and Metrics 

We use the TTPLA dataset [29] to evaluate the proposed 
method. The TTPLA dataset is a specialized collection of 
aerial images designed for the detection and segmentation of 
transmission towers and power lines. This dataset is significant 
for training and evaluating machine learning models, 
particularly in the domain of remote sensing and automated 
monitoring of electrical infrastructure. It includes high-
resolution images that capture the intricate details of 
transmission towers and power lines from various angles and 
under different lighting conditions. The diversity of the dataset 
aids in developing robust models capable of accurately 
identifying and segmenting these structures. The dataset 
consists of 1,100 images with a resolution of 3,840×2,160 
pixels and manually labeled 8,987 instances of transmission 
lines and transmission towers. For the purpose of evaluating 
the transmission line segmentation task, we only employ the 
labels of transmission lines for training and testing. 

Precision (P), recall (R), Intersection over Union (IoU), and 
F-score are critical metrics for evaluating the performance of 
models in the segmentation of transmission lines in aerial 
images. Precision measures the ratio of correctly predicted 
positive observations to the total predicted positives. It is 
formulated as: 
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where,    is true positives and    is false positives. 

Recall assesses the ratio of correctly predicted positive 
observations to all actual positives. It's given by: 

  
  

     
   

with    being false negatives. 

Intersection over Union (IoU), also known as the Jaccard 
index, is the area of overlap between the predicted 
segmentation and the ground truth divided by the area of union. 
The formula is: 

    
                

             
  

F-score is the harmonic mean of precision and recall, 
providing a balance between them. It's calculated by: 

          
   

   
  

These metrics are pivotal for tuning models to the specific 
challenges of aerial image segmentation, such as delineating 
thin and often indistinct transmission lines against complex 
backgrounds. High precision indicates a model that reliably 
identifies line pixels, while high recall shows it finds most of 
the actual line pixels. IoU gives an overall sense of the model's 
accuracy, and F-score offers a single measure to assess both 
precision and recall. 

B. Implementation Details 

We leverage the strengths of transformer models, 
specifically building upon the Swin Transformer for the 
encoder component. The Swin-B model is pretrained on 
ImageNet-22k with a resolution of 384×384, maintaining the 
window size (M) as in the pretrained models. To adapt to the 
higher resolution requirements of the semantic segmentation 
task, we fine-tune these models based on the dataset's 
resolution. Following methodologies in the literature, relative 
position bias is incorporated when calculating attention scores. 
The decoders are initialized with random weights from a 
normal distribution. For optimization, the AdamW optimizer 
[30] is employed. The input aerial images are resized to a 
standard resolution of 512×512 pixels, striking a balance 
between preserving detail and maintaining computational 
efficiency. The learning rate is set at 1e-4, paired with a cosine 

annealing scheduler to facilitate adaptive learning rate 
adjustments over approximately 100 training epochs. The 
model's training is executed on a high-end NVIDIA RTX 4080 
GPU. A batch size of 4 is used. Implementation is carried out 
using deep learning frameworks PyTorch. To further bolster 
the model's ability to generalize, data augmentation techniques 
including random rotations, flipping, scaling, and brightness 
adjustments are employed. 

C. Comparison with Existing Methods on TTPLA Dataset 

We compared the proposed model with six existing models 
on the TTPLA Dataset, as shown in Table II. It is evident that 
our model, which integrates a vision transformer encoder with 
a convolutional neural network decoder, outperforms most of 
the existing models in terms of precision, IoU (Intersection 
over Union), and F-score. These metrics are critical for 
assessing the effectiveness of segmentation models in aerial 
imagery. Notably, the proposed model achieves a precision of 
0.855 and an F-score of 0.671, surpassing the UNet, UNet++, 
and Focal-UNet models that also use the Resnet-18 
architecture. This superior performance can be attributed to the 
efficient feature representation and fusion enabled by the 
hybrid architecture of the proposed model. The Swin 
Transformer layers in the encoder capture intricate details and 
contextual information at various scales, which is crucial for 
accurately delineating transmission lines in complex aerial 
images. The use of the squeeze-and-excitation layer further 
enhances the model by emphasizing informative features, 
allowing for a more nuanced segmentation output. This is 
evident in the comparative improvement in precision and F-
score, where the model excels in correctly identifying relevant 
pixels while maintaining high overall segmentation accuracy. 
In contrast, models like LCNN and HAWP, based on the 
Hourglass architecture, show significantly lower precision and 
F-score values, indicating a lesser ability to accurately segment 
transmission lines in aerial images. Their lower performance 
might be due to less effective feature extraction and fusion 
compared to the proposed hybrid model. Overall, the proposed 
model's superior performance across multiple metrics, 
especially in precision and F-score, highlights its effectiveness 
in segmenting transmission lines in aerial images, 
demonstrating the advantages of its novel architecture 
combining vision transformer and convolutional layers. 

TABLE II.  SEGMENTATION PERFORMANCE OF THE PROPOSED METHOD AND THE COMPARISON METHODS ON THE TTPLA DATASET 

Models Backbone P R IoU F-score 

DeepLabv3+ [31] Resnet-18 0.784 0.510 0.424 0.573 

UNet [27] Resnet-18 0.846 0.583 0.515 0.662 

UNet++ [32] Resnet-18 0.843 0.591 0.522 0.668 

Focal-UNet [33] Resnet-18 0.784 0.577 0.504 0.662 

LCNN [34] Hourglass 0.541 0.315 0.498 0.519 

HAWP [35] Hourglass 0.581 0.421 0.485 0.532 

Our Model Swin-B 0.855 0.579 0.522 0.671 
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Fig. 4. Sample transmission line segmentation results of the proposed model. 

Fig. 4 displays a side-by-side comparison of original aerial 
images against the segmentation results produced by the 
proposed model for transmission line identification. Across 
various landscapes such as residential areas, road intersections, 
and open fields with transmission towers, the model delineates 
the transmission lines with a high degree of precision, as 
indicated by the blue lines overlaying the images. Specifically, 
the model accurately identifies transmission lines in residential 
areas without confusion from similar-colored backgrounds, 
showing its precision in challenging environments. At a road 
intersection, the model successfully differentiates transmission 
lines from road markings despite visual noise, indicating strong 
feature extraction capabilities. In open fields, the model 
effectively handles contrasts and textures, maintaining accurate 
segmentation over uniform backgrounds like grass. These 
results underline the model's robustness in varied settings and 
its applicability in real-world tasks such as infrastructure 
monitoring from aerial imagery. 

D. Comparison of Swin-B with Other State-of-the-Art 

Backbones 

We conducted experiments to evaluate the performance of 
Swin-B encoder. Fig. 5 shows the F-score performance of 
various backbone architectures employed in image 
segmentation models. Swin-B tops the chart with an F-score of 
0.671, indicating its superior ability in combining features 
effectively for precise segmentation tasks. Swin-T closely trails 
with a marginally lower F-score of 0.668, suggesting that while 
it is slightly less effective than Swin-B, it remains a highly 
competitive architecture. ResNeSt-101 and ResNet-101, both 
advanced iterations of the ResNet family, score 0.642 and 
0.630 respectively, pointing to a proficient but noticeably lesser 
segmentation capability compared to the Swin architectures. 
VGG-16, the oldest architecture among those compared, shows 
its limitations with an F-score of 0.585, underscoring the 
advancements in backbone architectures for segmentation tasks 
and the importance of choosing the right one for optimal 
performance. 
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Fig. 5. F-score comparison of different backbone architectures. 

V. CONCLUSION 

This paper presents a novel hypbid architecture for the 
segmentation of transmission lines in aerial images. The 
presented hybrid segmentation model, which leverages the 
synergy of a vision transformer encoder and a convolutional 
neural network decoder, has proven highly effective in the 
segmentation of transmission lines from aerial images. The 
model's performance, as demonstrated on the TTPLA Dataset, 
is superior to existing models, achieving remarkable precision 
and F-score metrics. Its ability to handle complex backgrounds 
and maintain high accuracy in diverse environments showcases 
its robustness and adaptability. The successful application of 
this model paves the way for its integration into aerial survey 
systems, offering significant improvements in the monitoring 
and maintenance of power line infrastructures, potentially 
reducing costs and increasing operational efficiency. The 
research outcomes not only contribute to the advancement of 
segmentation techniques but also underline the transformative 
impact of integrating transformer architectures within 
computer vision tasks. For future work, we will incorporate 
advanced object detection algorithms to identify not just 
transmission lines but also associated structures such as towers 
and insulators. This would provide a more comprehensive 
analysis of the aerial imagery, facilitating detailed inspections 
and maintenance planning. 
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Abstract—Semantic and instance segmentation are critical 

goals that span a wide range of applications, from autonomous 

driving to object recognition in different fields. The existing 

approaches have limitations, especially when it comes to the 

difficult task of identifying and detecting minute things in 

intricate real-world situations. This work presents a novel 

method that uses a hybrid deep learning architecture with the 

Python programming language to smoothly combine semantic 

and instance segmentation. The suggested approach takes care of 

the pressing necessity in challenging real-world settings for 

accurate localization and fine-grained object detection. By 

combining the strengths of a Convolutional Neural Network 

(CNN) with a Bidirectional Long Short-Term Memory Network 

(BiLSTM), the hybrid model effectively achieves semantic 

segmentation by using sequential input and spatial information. 

A parallel attention method is smoothly included into the 

segmentation process to further improve the model's capabilities 

and enable the recognition of important object attributes. This 

study highlights the difficulties caused by changing 

environmental elements, highlighting the need for precise object 

location and understanding in addition to the complexities of 

fine-grained object detection. The suggested approach has an 

outstanding accuracy rate of 99.66%, outperforming existing 

approaches by 25.22%. This significant increase highlights the 

benefits that the hybrid design has over individual techniques 

and shows how effective it is at resolving issues that arise in 

dynamic real-world circumstances. The research highlights the 

importance of attention processes in deep learning and 

demonstrates how they might improve the specificity and 

accuracy of object detection and localization in intricate real-

world scenarios. The improved performance of the suggested 

methodology is with well-known techniques like RCNN, CNN, 

and DNN, reaffirming its status as a reliable means of developing 

object localization and recognition in difficult situations. 

Keywords—Semantic segmentation; instance segmentation; 

convolutional neural network; bidirectional long short-term 

memory; attention mechanism 

I. INTRODUCTION 

Fine-grained object identification in visual computing is an 
important topic for addressing real-world issues by 
concentrating on minute distinctions and subtleties among 
comparable things, prioritizing precision in technologies such 
as manufacturing, self-driving vehicles, healthcare imaging, 
and wildlife preservation [1]. The phrase "challenging real-
world environments" in this sense refers to a wide range of 
elements, such as obstructions, various lighting situations, 
various views, and abundantly generated scenery. Gaining an 
improved understanding of the minute differences that set 
items belonging to the identical grouping apart is the main 
objective of fine-grained object recognition. For example, 
fine-grained recognition of objects goes beyond standard 
object recognition to distinguish between certain dog kinds or 
cat species. standard object recognition could distinguish 
among a dog and a cat [2]. Innovative strategies are required 
to uncover small features and patterns that are invisible to the 
human eye, which frequently combine learning algorithms, 
deep neural networks, and characteristic engineering to 
achieve efficient analysis. Real-world scenarios with 
continually changing and unexpected characteristics provide 
considerable challenges to a seamless object recognition 
infrastructure. obstacles, visual obstacles generated by extra 
objects or features, and variations in light, such as shadows 
and views, can all complicate the identification process [3]. 
Recognition algorithms must be adaptable to variations in 
size, movement, and viewpoint caused by real-world views 
and complicated backgrounds. Sophisticated algorithms are 
required to discriminate between useful items and 
insignificant visual characteristics in busy and patterned 
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surroundings, providing smooth object detection in difficult 
conditions [4]. A comprehensive strategy comprising 
innovative algorithm creation, different training data sets, and 
in-depth knowledge of individual applications is required to 
increase the robustness and dependability of smooth object 
recognition algorithms for real-world applications. 

Robots and AI systems use instance segmentation and 
semantic segmentation as core computer vision operations, 
allowing them to analyze visual input in a variety of 
circumstances and translate pixel-level data into useful 
information [5]. Semantic segmentation is an important 
approach for scene evaluation and object recognition that 
assigns pixel-level classification to certain sections of a 
picture. This allows computer systems to recognize object 
boundaries and grasp how the world is organized. Semantic 
segmentation improves its efficiency by distinguishing 
between object categories and individual occurrences, making 
it the cornerstone of scene interpretation [6]. In picture 
segmentation, each structure has a precise object mask, which 
is critical for robotics and AI systems to reliably discriminate 
and recognize instances of the same item category. This level 
of granularity is critical in complicated applications such as 
self-driving cars and healthcare imaging, where detecting 
unique instances in crowded settings is important. It is 
difficult to distinguish delicate elements from clutter limits 
segmentation algorithms in real-world scenarios. Conventional 
approaches fail to detect small-scale items accurately, while 
real-world difficulties like as obstructions, accessibility limits, 
and changing illumination conditions hamper object 
identification and localization even more. These issues 
demand unique tactics that go beyond existing approaches to 
provide dependable and seamless object assessment in 
difficult real-world scenarios. [7]. 

This paper introduces a hybrid deep learning architecture 
that combines semantic and instance segmentation capabilities 
to improve real-world segmentation algorithms. The 
framework employs attention processes to outperform existing 
strategies in tasks demanding precise object placement and 
identification. It integrates semantics and instance-level 
segmentation into a single framework, fixing specific flaws 
while maximizing benefits. The method employs numerous 
decoding paths and shared encoders to extract important 
information from input images, allowing the system to 
comprehend the image's overall meaning and design. This 
fundamental understanding facilitates scene design and 
relationships [8]. The framework employs a shared encoder to 
decrease processing needs, increase efficiency, and ensure a 
thorough grasp of input data. Strategic decoding branching 
switches the encoder, resulting in more accurate and 
consistent segmentation results while optimizing resource 
utilization and data transmission. The hybrid architecture uses 
attention processes to improve system efficiency, allowing it 
to concentrate on critical data locations, especially in 
complicated and crowded situations where fine-grained 
features are likely to be covered [9]. The system employs 
attention methods for segmentation, ensuring that computer 
resources are used efficiently and that meaningful instances 

are distinguished from background noise. The combination of 
attention processes and the shared encoder increases flexibility 
by handling occlusions, angles of view, and illumination 
conditions. This integrated technique encourages a more 
detailed comprehension of settings, resulting in considerable 
improvements in accurate item location and identification in 
demanding real-world scenarios [10]. The hybrid deep 
learning framework enhances semantics and instance 
segmentation through the use of twin decoding approaches. It 
separates pictures into relevant segments for semantic 
segmentation by generating pixel-wise categorization 
projections, allowing for comprehensive image interpretation 
by identifying significant portions of the image [11]. The 
second decoder is particularly built for instance segmentation, 
resulting in exact object masking to discriminate between 
distinct instances of objects. This method improves higher-
level semantic comprehension and enables fluid localization, 
resulting in a more complete and accurate contextual 
understanding. 

The framework incorporates attention processes into 
decoding operations to improve its efficacy in demanding 
settings. These tactics guarantee that just the most significant 
parts of a picture are analysed, allowing the algorithm to focus 
on areas critical for object localization and recognition. This 
enhances its capacity to handle complicated things, respond 
fast to visual cues, and function effectively in tough conditions 
[12]. The hybrid architecture's performance was evaluated 
using a variety of real-world datasets, such as interior settings, 
animal photos, and metropolitan landscapes. The system 
outperformed advanced approaches in semantics and instance 
segmentation, proving its capacity to handle accurate item 
localization tasks in demanding environments such as interior 
settings and metropolitan landscapes [13]. The hybrid 
architecture, as a flexible solution, exhibits its capacity to 
excel across a number of domains, providing potential paths 
for improvements in fine-grained visual processing and 
supporting applications ranging from autonomous cars to 
medical imaging. 

The key contributions of the article is, 

 The study introduces a novel pre-processing step using 
Gaussian functions, enhancing feature extraction and 
smoothing in input data, contributing to improved 
overall model performance. 

 The research leverages a fusion of Convolutional 
Neural Networks (CNN) and Bidirectional Long Short-
Term Memory networks (BiLSTM) for semantic 
segmentation, enabling the model to capture both 
spatial and temporal dependencies in the data, resulting 
in more accurate and context-aware segmentation. 

 The incorporation of attention mechanisms in instance 
segmentation significantly refines object delineation. 
The attention mechanism ensures that the model 
focuses on relevant regions, enhancing the precision 
and efficiency of instance segmentation in complex 
scenes. 
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 The study offers a nuanced view of the model's 
capabilities by introducing a thorough performance 
evaluation technique that takes into account variables 
including segmentation accuracy, computing 
efficiency, and resilience. 

This article's remainder is organized as follows: In Section 
II, a summary of related research is provided. Section III 
presents the problem statement. The suggested approach's 
methodology and architecture are explained in Section IV of 
the article. The findings and subsequent discussion are 
covered in Section V. The conclusion is covered in Section 
VI. 

II. RELATED WORKS 

Automatic recognition of objects in 3D spaces is essential 
to working zone security, including ensuring adherence to 
building codes and averting accidents and fatalities at 
workplaces [14]. However, a number of difficulties, including 
correct three-dimensional object comprehension because of 
size changes and a lack of indicators in the three-dimensional 
environment, outstanding identification, exceptional 
segmentation of instances, and insufficient technical object 
databases with masking present significant challenges. These 
difficulties affect conventional manual techniques. The main 
discovery is to calculate pseudo-light recognition and reaching 
point clouds for three-dimensional object recognition using 
two-dimensional recognition of objects, segmentation of 
instances, and cameras perception. On the contrary hand, an 
upgraded cascading masks R-CNN is used to identify 
boundaries and masking for every two-dimensional object, 
while an enhanced characteristic pyramids system is presented 
for obtaining additional smooth object characteristics. An 
additional object classes with the boundaries and masking is 
introduced, and the AIM database for massive machinery 
identification is expanded. On the contrary hand, using deep 
learning, autonomous camera parameters estimation, a vision-
based approach, and a spatial filtering, it is possible to retrieve 
pseudo-LiDAR point’s clouds of objects generated by 
boundary boxes and masking from a monochromatic image. 
Numerous tests and evaluations reveal that the recently 
developed approach can recognize three-dimensional items 
and autonomously assess the security working areas. On the 
AIM information set, the suggested object recognition system 
produced the most advanced outcomes, and for the enhanced 
information set.  The fresh framework will act as a starting 
point for studies regarding three-dimensional object 
recognition for additional three-dimensional positions. 

The study extends Trans10K-v1, the initial significant 
database for translucent item differentiation, by providing an 
additional, smooth database known as Trans10K-v2 [15]. The 
novel dataset has a number of enticing advantages over 
Trans10K-v1, which only contains two constrained classes. 
(1) It is better suited for practical use since it comprises eleven 
smooth classes of translucent items that are frequently seen in 
the average household surroundings. (2) Compared to its 
predecessor, Trans10K-v2 presents additional difficulties for 
currently sophisticated segmentation techniques. Additionally, 
the Trans2Seg pipelines, unique transformer-based segmented 
pipelines, are suggested. Initially Trans2Seg's transformers 

encoders, which offers an overall responsive field as opposed 
to CNN's localized one, outperforms standard CNN systems in 
terms of performance. Subsequently, the study builds a 
collection of accessible designs as the question parameters of 
Trans2Seg's transformers decoder, where every instance 
acquires the statistical information of a particular group in the 
entire data set by treating semantic segmentation as an issue of 
dictionaries. Researchers compare Trans2Seg with a variety of 
than twenty current semantically segmented techniques, 
revealing that it greatly exceeds all CNN-based techniques and 
potentially solving the problem of translucent object 
segmentation. 

For the creation of a successful computerized diagnostic 
framework, the identification and fragmentation of the new 
coronavirus infection of 2019 abnormalities using CT images 
are extremely important [16]. One of the finest options for 
creating such an instance is deep learning. However, a number 
of issues, involving as information variation, a wide range in 
the dimensions and form of the inflammation, lesions 
imbalances and an absence of annotations, restrict the 
effectiveness of DL techniques. In order to overcome these 
difficulties, a unique multitasking regression networks for 
categorizing COVID-19 lesions is put forward in the present 
research. The model's designation is MT-nCov-Net. The 
lesions identification is formulated as a multitasking structure 
extrapolation issue, allowing for the sharing of low-, medium-, 
and excellent-quality information across multiple assignments. 
In order to effectively acquire tiny and substantial lesion 
characteristics while minimizing the semantic disparity 
between various scale visualizations, a multiscale 
characteristic learning modules is introduced. This component 
captures the multiscale knowledge of semantics. Also included 
is a smooth lesions identification module that employs an 
adaptable dual-attention technique to find infected regions. 
The inflammatory regeneration modules then segment the 
infected regions using the obtained position mapping and the 
merged multiscale depictions. By reducing the COVID-19 
area's form, MT-nCov-Net can properly fragment the 
inflammation through absorbing all of its features. MT-nCov-
Net is empirically assessed on two open multisource 
information sets, and the results support its general efficacy 
above the state-of-the-art methodologies and show how well it 
works to solve the issues with COVID-19 diagnostics. 

Due to the intricacy of plant images, segmenting plants is a 
difficult automated vision problem [17]. The study has to do 
increasingly more challenging activities in order to tackle 
various real-world issues. Instead of looking at the entire 
plant, the study must make distinctions between plant sections. 
The lack of information with thorough annotations is the main 
obstacle to multi-part segmentation. Actively annotating 
databases at the object component levels takes a lot of effort 
and money. The study suggests using pseudo-annotation with 
inadequately supervised training. In the article, researchers 
examine the minimally supervised training techniques 
currently in use and offer a productive pipeline for agrarian 
applications. It is made to deal with close object overlaps. For 
the plant component example and the entire plant scenario, the 
pipeline outperforms the starting point solutions by twenty-
three percent and forty percent, respectively. To improve 
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simulation effectiveness, researchers also use instance-level 
enhancement. The goal of the method is to create a weakened 
segmentation masking that can be used to trim items from the 
source images and paste them onto fresh backdrops while the 
participant is being trained. On object component 
segmentation operations, the strategy gives us a fifty-five 
percent mAP gain over the initial state, and on entire plant 
segmentation operations, a seventy-two percent gain. 

Recent developments in navigational autonomy have 
shown a greater preference for computation vision over 
conventional methods [18]. The majority of the places are 
built with individual movement in mind, which is how this 
works. They are therefore chocking full of visual indicators. In 
this way, the capacity to recognize objects visually is crucial 
for self-driving cars to prevent impediments while interacting 
with the outside environment. It is laborious and costly to 
gather information employing unmanned aerial vehicles that 
are capable of operating in the real environment. A database 
consisting of areas and conversations constitutes one of IT 
businesses' greatest resources as a result. Adopting an image-
realistic three-dimensional simulation as the source of 
information is one way to address this issue. It is feasible to 
obtain a substantial quantity of information with this asset. 
Therefore, utilizing images from a frontend UAV camera 
moving through a three-dimensional simulator, the present 
study builds a collection of images for example segmentation. 
The Mask-RCNN, a cutting-edge deep learning approach, is 
used in the present research. The framework estimates per-
pixel segmentation of instances from an image input. 
According to empirical findings, Mask RCNN performs better 
in the data we provide when improving the algorithm 
generated from the COCO dataset. Additionally, the intriguing 
findings in real-life information provide the suggested 
technique a solid generalization potential. 

The inconsistent and fragmented nature of points cloud 
information in a non-Euclidean environment makes it difficult 
to fully employ smooth semantic properties [19]. A max 
pooling procedure is frequently employed to draw attention to 
particularly significant characteristics in the immediate area in 
attempting to illustrate the local characteristic for every 
centering point that is beneficial for improved contextual 
understanding. The max pooling method, however, ignores 
any additional geometrical local connections between every 
central location and its related neighborhood. In order to do 
this, the focused attention method shows promise in 
preserving node representations on graph-based information 
by paying consideration to every node in its immediate 
vicinity. Using stacking MLP units and a unique neural 
network called GA Point Net, the study offers a new method 
for analyzing point clouds. GA Point Net can acquire localized 
geometrical descriptions. To effectively utilize local 
characteristics, the study emphasizes various focus weights on 
every focal point's neighborhood. To completely retrieve 
localized geometrical patterns and improve the system's 
resilience, the study additionally mixes attentive 
characteristics with the regional identity characteristics 
produced by the focus grouping. The suggested GA Point Net 
structure performs at the cutting edge across the form 

categorization and segmentation operations when evaluated on 
a variety of datasets used as benchmarks. 

To be more precise, the characteristics with multiple scales 
are combined top-down to blend specifics and broad semantics 
to improve tiny item detection [20]. A pyramidal tiered 
attention mechanism made up of channels and spatial focus is 
created throughout the fusion of multi-scale information in 
order to see the item. Additionally, enhancing self-paced 
learning is used to direct the model to study challenging data. 
Two real-world datasets, an AMMW dataset and a publicly 
accessible PMMW dataset, are used for validating the 
technique that is suggested. The results of experiments show 
that the suggested strategy is preferable due to its versatility in 
identifying various devices concealed inside clothing while 
remaining harmless; the AMMW scanner has become a 
common tool for checking the safety of people in public 
settings in recent years. Nevertheless, due to intrinsic image 
noise, unknown item kind, and ambiguous status, it is very 
difficult to identify all concealed objects autonomously and 
precisely. Recent improvements in concealed object 
identification have been made by various current algorithms, 
particularly those that utilize deep learning. These techniques 
are effective for finding a few specific types of huge things, 
but they are ineffective for finding dim or imperfect hard 
objects. The state-of-the-art approaches are provided in this 
paper as a hidden finding of objects model with SPFAFN to 
handle this problem. SPFAFN obtains improved results on the 
two datasets with Maximum Precision. 

The importance of object detection for systems that drive 
autonomously is rising [21]. Nevertheless, the use of existing 
object detectors to autonomously drive is constrained by their 
low accuracy or low inference ability. By integrating dilated 
convolutions and a SAM into the YOLOv3 design, a quick 
and precise object detector known as SA-YOLOv3 is 
suggested in this study. In order to enhance the accuracy of 
detection, the loss functional determined by GIoU and focused 
loss is rebuilt. With immediate inference, the suggested SA-
YOLOv3 enhances YOLOv3 by 2.58 mAP and 2.63 mAP on 
the KITTI and BDD100K standards, respectively. Its 
improved compromise in terms of quickness and - accuracy in 
comparison to other cutting-edge detectors suggests that it is 
appropriate for use in self-driving vehicle applications. It is 
believed that this strategy, which integrates YOLOv3 with an 
attention mechanism for the first time will serve as a model 
for upcoming studies on autonomous vehicles. 

To differentiate objectives from inferior categorization is 
the goal of smooth visual categorization [22]. It is thought to 
be a very challenging assignment since smooth images 
naturally exhibit significant inter-class variations and tiny 
intra-class variability. The majority of current methods 
employ CNN-based systems as characteristic extractors, 
which results in the generated exclusive areas including the 
majority of the object's components and missing to identify 
the truly crucial components. The perception transformers, 
which employ a mechanism for focus to gather broad context-
relevant data to create a distant reliance on the desired object 
and then extracts more potent characteristics, has subsequently 
proven its effectiveness on a variety of imagine activities. The 
ViT approach might function inadequately in the 
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categorization of smooth images because it continues to place 
greater emphasis on overall coarse-textured data than 
localized smooth data. The study enhances the ViT framework 
and develops a concentration accumulating transformers to 
more effectively catch small variations across images. To 
improve communication between every transformer layering, 
the study specifically suggests an essential consideration 
accumulator. Additionally, the study provides an original data 
entropy selection to direct the algorithm in accurately 
obtaining discriminatory portions of the image. Numerous 
tests demonstrate that the suggested model architecture is 
capable of operating at an innovative modern facilities level 
on a number of widely used databases. 

It's crucial and difficult to recognize facial expressions 
employing a DCNN [23]. Although significant efforts have 
been performed to improve FER accuracy using DCNN, 
earlier experiments have not yet been adequately generalized 
for use in practical situations. Conventional FER research is 
mostly restricted to regulated lab-posed fronted facing images, 
which do not encounter the difficulties associated with motion 
disintegrate head causes, obstructions, face distortions, and 
illumination under unregulated circumstances. The study 
suggested a SqueezExpNet architecture for extremely efficient 
FER systems that can tolerate fluctuations in the environment. 
It can benefit from global as well as local face data. The 
network was split into two distinct phases: a geometric 
concentration phase, which uses a SqueezeNet-like structure 
to collect localized highlighting data, and a geographic 
texturing phase, which consists of numerous compressed and 
extended levels to take use of the highest-level broad 
characteristics. To highlight significant localized facial areas, 
the study specifically developed the weighted masking of 
three-dimensional facial characteristics and employed 
element-wise combination with a geographical characteristic 
in the initial step. The subsequent phase of the network is then 
fed with the facial geographical imagine and its 
enhancements. To help overcome the unpredictability, a 
network of recurrent neural networks was created to cooperate 
with the emphasized data from two phases instead of only 
employing the SoftMax function, much like a classification 
system. The three top expressions databases were used in 
investigations encompassing simple and complex FER 
objectives. The technique produced cutting-edge findings and 
surpassed the current DCNN algorithms. Instantaneous FER 
could uncover possible applications in monitoring, well-being, 
and feedback mechanisms according to the created 
construction, chosen investigation approach, and published 
outcomes. 

The thorough literature review explores a wide range of 
computer vision and deep learning subjects. By balancing 
camera perception, instance segmentation, and two-
dimensional object recognition, the first study presents a novel 
hybrid deep learning architecture that adeptly tackles real-
world complexities in three-dimensional object recognition. 
The results are promising and have significant implications for 
the identification of machinery and the development of 
autonomous driving technologies. Moreover, it presents 
Trans2Seg, a novel transformer-based segmentation pipeline 
that significantly outperforms the state-of-the-art CNN-based 

techniques. To enhance and broaden the research landscape in 
this dynamic and ever-evolving domain, the study 
complements these breakthroughs by creating Trans10K-v2, a 
novel dataset featuring a variety of translucent object classes. 

III. PROBLEM STATEMENT 

Deep convolutional neural networks (DCNNs) must 
operate accurately in uncontrolled, real-world contexts, 
making face emotion recognition an important yet difficult 
challenge. Advances in facial expression recognition (FER) 
accuracy have mostly concentrated on controlled lab 
environments, ignoring problems like head obstacles, motion 
disintegration, face distortions, and changing lighting. 
Effective generalization in such real-world scenarios is not 
possible with the current DCNN-based models [23]. In order 
to overcome these shortcomings, the SqueezExpNet 
architecture is presented in this paper. It is intended for very 
effective FER systems that can adapt to changes in the 
environment and make use of both local and global face data. 
The network is divided into two phases: a geographic 
texturing phase and a geometric concentration phase. For 
enhanced performance, a network of recurrent neural networks 
and weighted masking of three-dimensional face 
characteristics are included. The suggested technology 
outperforms existing DCNN algorithms and has potential uses 
in feedback systems, monitoring, and wellbeing applications. 

IV. PROPOSED HYBRID LEARNING ARCHITECTURE WITH 

ATTENTION MECHANISMS 

The approach entails putting forth a unique architecture 
that combines instance and semantic segmentation to improve 
precise item localization and recognition in difficult real-
world circumstances. The integration recognizes that although 
semantic segmentation delivers high-level contextual 
comprehension, instance segmentation offers detailed 
instance-level information. The CNN-BiLSTM for semantic 
segmentation is a novel addition that makes use of the spatial 
context and sequence data gathered by BiLSTMs and CNNs. 
In particular in complicated situations, the addition of 
attention processes, such as segmentation, assists in focusing 
on key visual areas for exact instance classification. In 
addition to demonstrating the architecture's superiority over 
stand-alone approaches and emphasizing the importance of 
attention processes in boosting instance segmentation's 
accuracy and reliability, the research makes sure to provide a 
thorough review of the architecture through quantitative and 
qualitative assessments. It is depicted in Fig. 1. 

 
Fig. 1. Proposed methodology. 
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A. Data Collection 

The VEDAI dataset, which supports the growth of fine-
grained vehicle recognition algorithms in remote sensing 
images, is a dataset for fine-grained vehicle identification. The 
total number of images and occurrences in VEDAI is 1210, 
and each image has a 1024 by 1024 pixel resolution. The order 
of occurrences in this collection can be considered sparse, as 
can be observed by the quantity of instances and images [25]. 

B. Pre-Processing using Gaussian Function 

When preprocessing an image using a Gaussian function, a 
Gaussian filter is applied to it to assist smooth it out and 
remove noise. The kernel or mask of the filtering procedure is 
the bell-shaped Gaussian function, a mathematical function. 
The filter operates using a Gaussian kernel, and each pixel is 
assigned a weight based on how near to its neighbors it is. The 
weights are computed using the values of the Gaussian 
function at each location along the kernel. By changing the 
Gaussian filter's parameters, such as the kernel size and 
standard deviation, the amount of image smoothing may be 
changed. While bigger kernel sizes and greater standard 
deviations provide more comprehensive smoothing, smaller 
kernel sizes and lower standard deviations maintain finer 
features. The final preprocessed image has a smoother overall 
look, less noise, and fewer high-frequency features. Gaussian 
filtering, a preprocessing technique frequently used in image 
processing, is particularly useful for tasks like demising, 
feature extraction, and increasing the quality of images. 
Because the Gaussian filter can blur and smooth images well, 
it is a crucial tool in computer vision and image processing 
applications. This filter, which gets its name from the 
Gaussian function, is frequently used to improve images and 
reduce noise. Through the use of a Gaussian kernel to 
convolve the input picture, the filter reduces high-frequency 
noise while maintaining important image characteristics. Its 
natural smoothing ability helps to lessen pixel-level 
differences, producing an output that is more aesthetically 
pleasant and visually cohesive. The blurring effect of the 
Gaussian filter also helps to emphasize important structures 
while minimizing unimportant details, which makes it useful 
in applications like edge detection and feature extraction. 
Because of its adaptability, the filter may be used in a wide 
range of domains, such as object identification, robotics, and 
medical imaging. As such, it is an essential tool for 
preprocessing and picture refinement in a variety of settings. 
The Gaussian function equation is shown below in Eq. (1). 

 ( )   
 

√    
 

  

         (1) 

where the standard deviation of the distribution is denoted 
as  . The distribution is assumed to have a mean of 0. 

C. Hybrid CNN-BiLSTM for Semantic Segmentation 

Considering it effectively handles image interpretation 
issues by combining the capabilities of CNN and BiLSTM, the 
Hybrid CNN-BiLSTM architecture is essential to semantic 

segmentation. Through the combination of the sequential 
information-taking capacity of the BiLSTM and the spatial 
feature-capturing capability of the CNN, this innovative 
approach allows the model to interpret both contextual and 
spatial subtleties in the image data. These two components 
work together in the Hybrid CNN-BiLSTM architecture to 
significantly increase semantic segmentation accuracy and 
precision, particularly where precise localization and fine-
grained object recognition are crucial. The resilience and 
reliability of semantic segmentation tasks are enhanced by this 
design, which makes it possible for the model to function 
effectively in dynamic and complicated real-world 
environments. This makes it vital for a wide range of 
applications, including autonomous driving, computer vision, 
and medical imaging. 

A convolutional neural network (CNN) is used in this step 
of feature extraction and is a crucial step in deep learning for 
pattern and recognition of image applications. CNN is 
developed in order to autonomously determine organizational 
and discriminating qualities from the original input images.  In 
a series of convolutional layers, tiny filters are organized over 
the input image to collect regional trends and attributes. These 
characteristics capture the edges, the surfaces, and shapes 
which make up the visual environment. Then, the feature 
maps are down sampled by pooling layers, which lessens the 
computational cost while maintaining important data. Fully 
connected layers accept the results of the learnt attributes and 
put them into effect future classification or similar activities. 

CNNs have shown outstanding results in a range of 
applications involving computer vision, demonstrating modern 
performance in problems including object detection, image 
segmentation, and analysis of images in healthcare. This is 
because of their ability to voluntarily pick up and remember 
important aspects from visuals. By merging information from 
different methods, the CNN technique maximizes the benefits 
of each modality while compensating for its limitations and 
providing a more complete knowledge. Recurrent neural 
networks of the Bidirectional Long Short-Term Memory 
(BiLSTM) variety handle sequential information while 
simultaneously considering into account both past as well as 
future circumstances. It has both forward and backward 
LSTM components that create hidden states and collect data 
from components that come before and after them in the 
sequence. When combined with convolutional neural 
networks (CNNs), BiLSTMs can improve pixel-wise image 
categorization in applications like semantic segmentation. 
Bidirectional connections are utilized into consideration by 
BiLSTMs to enhance the framework's comprehension of 
intricate spatial and contextual interactions, producing more 
precise and context-sensitive semantic segmentation that 
benefits applications related to computer vision. The 
diagrammatic representation of the proposed hybrid CNN-
BiLSTM method is depicted in Fig. 2 and the equations of 
CNN-BiLSTM are depicted in Eq. (2) to Eq. (7) below: 
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Fig. 2. CNN-BiLSTM framework. 

    (              )  (2) 

       (              )     (3) 

    (              )  (4) 

    (              )  (5) 

The current qv state can be calculated by (6). 

                       (6) 

             (  )       (7) 

Here, Kg, Kh, Kq, Kp signifies the weight matrices of the 
previous short-term state gv-1. Ng, Nh, Nj, Ni signifies the 
weight matrices of the current input state yd, dh, dg, dj, and dp 
are labelled as the bias terms, qv-1 characterizes the preceding 
long-term state. 

D. Attention Mechanism  for Instance Segmentation 

The Attention Mechanism is a fundamental component of 
instance segmentation and serves as a basis for enhancing and 
optimizing object recognition in intricate visual datasets. The 
primary function of this method is to enhance the accuracy 
and precision of instance segmentation by allowing the model 
to recognize and concentrate on certain object features and 
regions. Even in congested or densely populated 
environments, the model can efficiently separate and isolate 
individual object instances because to its dynamic capacity to 
balance the value of different components in the visual input. 
This adaptable approach proves its worth in a multitude of 
domains, ranging from robotics and object recognition to the 
intricate realm of medical imaging, where it enhances instance 
segmentation accuracy and consistency. This paves the door 
for innovative developments in these domains by laying the 
foundation for a richer comprehension of complicated visual 
data and the things it includes. 

The attention model improves the CNN by maintaining its 
context-relevant characteristics. In the prior-based model, each 
block's attributes are integrated into the ones from the layer 

below it. This method equally weights each attribute acquired 
from the previous CNN blocks. To learn precise feature 
values, important characteristics from the previous blocks 
must be given a high weight relative to other features. In order 
to facilitate the acquisition and selection of noteworthy 
qualities from previous blocks, a mechanism tracking attention 
was consequently introduced to the CNN architecture. This 
model generates an attention mask that equalizes the relative 
importance of spatial characteristics on that feature map.  
Leveraging an attention mechanism throughout blocks, the 
CNN architecture generates a weighted function for 
simulating activations from the prior blocks. The connections 
from the previous blocks that were skipped were then weighed 
throughout the depth axis for every single pixel in that layer's 
spatial range [26]. 

Two operational channels, H(x) and S'(x) are used to guide 
the layer of convolution to produce 'x' output in both the first 
and subsequent blocks. H(x) shows the set of methods that 
were implemented to take the input value "x" and just feed it 
forward to the block after it. The group of techniques 
collectively referred to as S'(x) has weighting with attention 
and skipping the 'x' through convolutional and maximum-
pooling layers. The balanced summation is used to obtain the 
outputs G(x) from the CNN block and is shown in Eq. (8). 

 ( )   ( )    ( )           (8) 

Eq. (9) is used to determine the functional route S'(x). 

  ( )    ( )                      (9) 

where S(x)'s spatial dimensions and the attention weight 
matrix's parameters are equivalent. The appropriate cross-
section of S(x) is multiplied point-wise (broadcast throughout 
the depths) by the attention matrix's weights "." CNN can 
incorporate the inputs from the current moment and its results 
from the previous instant to automatically allocate the 
weighting for each element of the network as a whole by 
including an attention method. Important image details may be 
focused on to improve the classification's precision and 
adaptability. Based on this, CNN's attention concept is added 
to form the Attention-CNN model.  Pay attention carefully: To 
identify and classify the framework and airborne particulates 
in SEM images, CNN is used. The attention-CNN architecture 
consists of the input, a convolution, attention to detail, full 
connection, and output layers. The layer that receives input is 
made up of four nodes, which are the labelled images of four 
separate kinds of particles, as the input data is a pictorial 
representation of four distinct particle types. Each of the 
convolution layers of the four phases that together make up a 
single layer of convolution is followed by a layer of attention 
in order to successfully accomplish weight transportation. The 
dimensions of the convolution kernels are 8x3x3, 16x5, 32x3, 
and 32x3 for each layer, accordingly. A pooling layer 
connects the first and last convolution layers. The final result 
of the layer used for convolution serves as the layer's input, 
and the total number of nodes in the full connections layer is 
set to 64. The maximum number of the output layer nodes is 4, 
and the output layer classifies the smallest particles into four 
groups. 
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Fig. 3. Attention mechanism integration in CNN. 

The CNN Attention Mechanism for Integration is shown in 
Fig. 3. A nonlinear relationship might be inserted amongst the 
different layers of an ensemble of neurons by changing the 
function that causes activation. The network's output no longer 
looks linear, which increases the network's expression and 
allows it to fit a wider range of patterns. The Attention-CNN 
model uses two activating coefficients, Relu (rectified linear 
unit) as well as, for its concealed and outputs components, 
respectively. Relu can deal with elevation dispersion 
throughout the element transfer process. When the value of the 
Relu function is greater than 0, its derivative is 1. It is simple 
to identify the gradient and may greatly accelerate the 
gradients' downward speed of convergence. Eq. (10) shows 
the Relu function's formulation. 

        (   )        (10) 

By transferring the outputs of several neurons to the 
coordinates (0, 1), Softmax is able to classify data in a variety 
of ways. Assuming there is one,   denote the last component 
of an input array; the softmax value assigned to that 
component is determined by 

   
  

∑    
   

   (11) 

where, k stands for all of the input items. Since both the 
first-order and second-order instant means of the gradient are 
completely used by the Adam optimization approach, the 
forward momentum component is taken into account during 
the updating procedure. Adam's computation is shown in Eq. 
(12) to Eq. (16):  

          (    )    (12) 

           (    )  
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 ̂  
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where    is the first-order moment estimates that nt is the 
second-order momentum term,   ,    are actually dynamic 
values,   is the gradient of the cost operates after t iterations, 
   is the first moment's correction value,    is the second 
moment's correction value,    is the model's variables, and is a 
small amount that can circumvent the zero denominators. In 
neural network [24] training, the loss of functions is used to 
quantify the difference between the predicted result and the 
actual value. In addition, the effectiveness of the 
computational framework is evaluated using this component 
as a benchmark. The cross-entropy cost functioning, which 
may be thought of as the loss of function for Attention-CNN 
in Eq. (17),  

   
 

 
∑   ( ( )   )          (17) 

where, y is the resultant value, b is the actual value, n is 
the total of the samples l is the sample, and n is the sample. 
The following formula is used to determine the gradient. 

  

  
 

 

 
∑   ( ( )   )     (18) 

where the error between the output and the actual value is 
 ( )    [27]. 
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V. RESULTS AND DISCUSSIONS 

To improve accurate item localization and recognition in 
challenging real-world scenarios, the approach proposes a 
novel architecture that combines instance and semantic 
segmentation. The integration acknowledges that while 
instance segmentation provides detailed instance-level 
information, semantic segmentation provides high-level 
contextual comprehension. A novel addition that leverages the 
spatial context and sequence data collected by CNNs and 
BiLSTMs is the CNN-BiLSTM for semantic segmentation. 
The addition of attention processes, like segmentation, helps 
to focus on important visual areas for precise instance 
classification, especially in complex scenarios. The research 
ensures that the architecture is thoroughly reviewed through 
quantitative and qualitative assessments, highlighting its 
superiority over stand-alone approaches and highlighting the 
role of attention processes in improving the accuracy and 
reliability of instance segmentation. 

A. Performance Metrics 

Training and Testing Accuracy: An indicator of a machine 
learning model's success during the training stage is training 
accuracy. It displays the percentage of instances (or samples) 
in the training dataset that were properly predicted in relation 
to all of the occurrences in that dataset. In other words, the 
degree to which the model's predictions match the actual 
labels for the data it was trained on is indicated by the degree 
of training accuracy. 

 
Fig. 4. Training and testing accuracy. 

In this Fig. 4, accuracy refers to a performance parameter 
that assesses the percentage of fine-grained objects that the 
proposed hybrid deep learning architecture successfully 
recognized and localized in difficult real-world contexts. The 
model's excellent precision and efficacy in successfully 
recognizing and localizing items with complex features and 
difficult backgrounds are indicated by the accuracy of 99.66% 
that was attained. 

Training and Testing Loss: A machine learning model's 
training loss, often referred to as the objective or cost function, 
is a quantifiable indicator of how well the model is doing. It 
shows the difference between the actual target values (ground 

truth) found in the training dataset and the projected values 
produced by the model. Making the model's predictions as 
near to the actual values as is practical is the main objective of 
training; this is to minimize this loss. 

 
Fig. 5. Testing loss. 

In Fig. 5, the gap between anticipated and ground truth 
values during training is measured as loss, which is shown 
graphically, and iteratively evolves over time for the hybrid 
deep learning architecture. As the model is trained, the loss 
curve shows how the architecture is coming together to 
minimize mistakes and enhance its capacity to precisely 
recognize and localize fine-grained objects in challenging 
real-world circumstances. 

ROC Curve: In binary classification tasks, a graphical 
depiction known as the Receiver Operating Characteristic 
(ROC) curve is frequently used to assess how well a machine 
learning model is doing. As the discriminating threshold for 
distinguishing positive and negative occurrences is changed, it 
demonstrates the trade-off between the TPR, also known as 
sensitivity or recall, and the FPR. 

 
Fig. 6. ROC curve. 

In Fig. 6, the best threshold for detection assessments is 
present; the ROC assesses the model's capacity to discriminate 
between the presence and absence of objects. ROC values 
over a certain threshold indicate a more precise object 
identification model. The true positive rate, also referred to as 
sensitivity or recall, is shown on the vertical axis, while the 
false positive rate is represented on the horizontal axis. The 
proportion of actual positive events that the classification 
model correctly identified is measured by the true positive 
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rate, while the percentage of no object data that is incorrectly 
classified as an object is shown by the false positive rate. 
These rates for various classification thresholds, which specify 
the point at which the model classifies a data point as an event 
or a non-event, are plotted to create the ROC curve. 

Matthews Correlation Co-efficient (MCC): The MCC is 
one of the most popular measures for classification 
effectiveness. It is generally recognized as a reliable estimate 
that may be used even when class sizes vary significantly. Eq. 
(19) contains the formula for the Matthews correlation 
coefficient. 

    
         

√(     ) (     )(     )(     )
 (19) 

Negative Predictive Value (NPV): The subject-to-outcome 
ratio calculates the percentage of patients who have really 
poor test findings overall. The NPV measures the proportion 
of times each forecast was entirely wrong. Eq. (20) has the 
formula. 

    
  

     
   (20) 

TABLE I.  COMPARISON OF MCC AND NPV 

Methods NPV (%) MCC (%) 

RCNN 89.82 69.47 

CNN 85.67 57.03 

DNN 79.58 38.75 

Hybrid DL-Attention Mechanism 93.77 73.12 

Based on their NPV and MCC performance indicators, the 
various techniques are compared in Table I. The RCNN, 
CNN, DNN, and a hybrid deep learning (DL) model with an 
attention mechanism are the four techniques that are assessed. 
The comparison table's findings highlight the importance of 
the Hybrid DL-Attention Mechanism as a useful strategy for 
the assigned job, surpassing more established approaches like 
RCNN, CNN, and DNN in terms of NPV and MCC. The 
results highlight the rising significance of attention processes 
in deep learning by demonstrating their capacity to improve 
correlation metrics and prediction accuracy across a range of 
applications. It is shown in Fig. 7. 

 
Fig. 7. Comparison of NPV and MCC. 

False Positive Rate: The percentage of situations, where a 
favorable outcome was predicted but it did not materialize. It 
is illustrated in Eq. (21). 

    
  

     
   (21) 

False Negative Rate: Eq. (22) displays the percentage of 
positive situations that were expected to be negative but ended 
up being positive. 

    
  

     
   (22) 

TABLE II.  COMPARISON OF FPR AND FNR 

Methods FPR (%) FNR (%) 

RCNN 10.17 20.35 

CNN 14.32 28.64 

DNN 20.41 40.82 

Hybrid DL-Attention Mechanism 3.51 4.44 

The contrast provided Table II highlights the FPR and 
FNR performance of the Hybrid DL-Attention Mechanism. 
The results highlight the potential of deep learning's attention 
mechanisms by showing how they may considerably improve 
the model's performance in tasks that call for striking a careful 
balance between reducing false alarms and missed detections. 
By demonstrating the advantages of attention processes in 
optimizing detection and classification models for practical 
applications, this research adds to the larger area of computer 
vision (see Fig. 8). 

 
Fig. 8. Comparison of FPR and FNR. 

Accuracy: Accuracy is used to evaluate the system model's 
performance as a whole. Every interaction can be properly 
foreseen is its central tenet. Eq. (23) provides the precision. 
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Precision: Precision also describes how closely two or 
more computations resemble one another in addition to being 
right. The link between precision and accuracy shows how 
often a judgment may be formed. Precision may be calculated 
using (24). 

PosPos

Pos

FT

T
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                             (24) 

Recall: The percentage of all pertinent results that were 
effectively sorted by the procedures is known as recall. The 
suitable positive for such numbers is determined by dividing 
the genuine positive by the erroneous negative values. It is 
referenced in Eq. (25). 
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F1 Score: Accuracy and recall are combined in the F1-
Score calculation. Eq. (26) computes the F1-Score using 
precision and recall. 

         
                  

                
                (26) 

A comparison of many object identification techniques, 
including RCNN, CNN, DNN, and a hybrid DL architecture 

with attention mechanisms, is shown in Table III. Key 
performance indicators including accuracy, precision, recall, 
and F1-Score are used to assess these approaches. With an 
astounding accuracy of 99.66%, the hybrid DL architecture 
with Attention Mechanisms emerges as the most accurate 
technique. The accuracy, recall, and F1-Score values for this 
approach are also superior, coming in at 98.12%, 97.65%, and 
96.54%, respectively. The outcomes highlight how combining 
attention mechanisms into a hybrid DL architecture has a 
substantial influence and leads in remarkable object detection 
performance. Overall, the evaluation's findings highlight the 
promise of cutting-edge strategies that make use of attention 
processes to improve object detection resilience and accuracy 
in difficult situations (see Fig. 9). 

TABLE III.  COMPARISON OF PERFORMANCE METRICS 

Methods 
Accuracy 

(%) 

Precision 

(%) 

Recall 

(%) 

F1-Score 

(%) 

RCNN 86.43 79.64 79.64 79.64 

CNN 80.90 71.35 71.35 71.35 

DNN 72.78 71.35 71.35 59.17 

Hybrid DL-

AM 
99.66 98.12 97.65 96.54 

 

Fig. 9. Comparison of performance metrics. 

VI. DISCUSSION 

The paper addresses recent advances in computer vision, 
focusing on the application of deep learning algorithms for 
workplace safety, automated diagnostic frameworks for 
COVID-19 abnormalities [16], and plant segmentation. It also 
looks at navigational autonomy, proposing the use of 3D 
simulations in self-driving automobiles and Mask-RCNN for 
picture segmentation. The study also examines object 
detection and introduces SA-YOLOv3 for self-driving 
applications [21]. It also emphasizes the need of seamless 
visual classification through enhanced perception 
transformers. The study on facial expression recognition 
proposes the SqueezExpNet architecture [23], which 
efficiently solves real-world issues such as motion, obstacles, 

and lighting changes. The study emphasizes the ongoing 
advancement of computer vision techniques, as well as their 
potential influence on safety, healthcare, agriculture, 
autonomous systems, and other fields. 

VII. CONCLUSION AND FUTURE WORK 

This research examines the profound challenges associated 
with precise object localization and identification in complex 
real-world scenarios. The subject of computer vision has 
advanced significantly with the introduction of the new hybrid 
deep learning architecture. By integrating semantic and 
instance segmentation approaches with attention mechanisms 
to maximize their respective strengths, the strategy has 
demonstrated exceptional performance. Comprehensive tests 
and studies have clearly shown significant improvements over 
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conventional methods in terms of precision, memory, and 
overall correctness. Among the notable achievements are the 
integration of CNN and BiLSTM for semantic segmentation 
and the astute use of attention processes in instance 
segmentation. The model can now find fine-grained objects 
with the maximum accuracy, even in dynamic and 
complicated real-world scenarios, thanks to these 
advancements. This discovery has extensive implications for 
many disciplines, including medical imaging, robotics, 
autonomous driving, and more, that depend on reliable and 
consistent object localization. With the increasing complexity 
of real-world environments, the hybrid design in conjunction 
with attention mechanisms has opened up new and intriguing 
possibilities to enhance the adaptability and reliability of 
computer vision systems. Further study in this hybrid design 
in several domains and situations is a potential avenue. 
Particular difficulties arise with applications in industrial 
automation, agriculture, and underwater research. More 
substantial advancements in computer vision could result from 
evaluating the architecture's resilience and flexibility under 
these conditions. This forthcoming study aims to scrutinize the 
versatility of the hybrid technique, exploring its capacity to 
redefine and revolutionize object localization across diverse 
real-world scenarios. 
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Abstract—As an infrastructure for urban development, it is 

particularly important to ensure the safe operation of urban rail 

transit. Foreign object intrusion in urban rail transit area is one 

of the main causes of train accidents. To tackle the obstacle 

detection challenge in rail transit, this paper introduces the CS-

YOLO urban rail foreign object intrusion detection model. It 

utilizes the improved YOLOv5s algorithm, incorporating an 

enhanced convolutional attention CBAM module to replace the 

original YOLOv5s algorithm's backbone network C3 module. In 

addition, the KM-Decoupled Head is proposed to decouple the 

detection head, and SIoU is applied as the loss function. Tested 

on the WZ dataset, the average accuracy increased from 0.844 to 

0.893 .The research method in this paper provides a reference 

basis for urban rail transit safety detection, which has certain 

reference value. 

Keywords—Railroad track intrusion detection; CBAM 

(Convolutional Block Attention Module) attention; activation 

function; decoupling probe; loss function 

I. INTRODUCTION 

The safety environment of urban rail transit is crucial for 
ensuring the safety of rail transit operations and the well-being 
of passengers. 

With the gradual improvement of safety requirements in the 
urban rail transportation industry, the number of safety 
accidents in rail transportation has significantly reduced. 
However, due to natural and human factors leading to foreign 
object intrusion on railroad tracks, these incidents exhibit 
sudden and unpredictable characteristics. Relying solely on 
manpower cannot ensure comprehensive and timely detection. 
Therefore, it is necessary to establish a corresponding railroad 
track foreign object intrusion detection system for real-time 
monitoring of the running lines. This system aims to provide 
accurate alarm information to duty personnel, ensuring the 
safety of train operations. The detection of foreign object 
intrusions on urban rails has been a focal point of research, and 
an effective intrusion detection method for urban rail is of great 
significance for ensuring the overall safety of urban rail 
operations. 

At present, there are two main methods for urban rail transit 
intrusion detection: contact detection and non-contact 
detection. Contact detection requires a large amount of 
hardware as a support and is troublesome to install, which is 
not easy to use on a large scale, and at the same time, when the 
equipment detects the intrusion of foreign objects it cannot be 
disposed of in time, which will seriously affect the safety of 
urban transportation. However, computer vision is an efficient 

non-contact intrusion detection method that is widely used in 
different transportation industries. It has the advantages of easy 
maintenance and intuitive results. However, the complexity 
and variability of urban environments and disturbances such as 
bad weather can lead to false alarm problems. Fortunately, with 
the development of deep learning algorithms, it has been 
possible to achieve high detection accuracy and reduce the 
false alarm rate to a certain extent. Deep learning algorithms 
excel at automatically learning complex features and patterns 
from large amounts of data, allowing computer vision systems 
to better distinguish between true intrusions and normal 
changes in the environment. However, deep learning 
algorithms are slow, take up a lot of memory, and require the 
support of a high-performance computer. There are many 
cameras in cities, but fewer cameras are used for intrusion 
detection in urban rail transit, and it is not practical to use a 
large number of high-performance computers. An efficient 
method for urban rail intrusion detection is needed in complex 
transportation scenarios. 

II. LITERATURE REVIEW 

Intrusion detection is an active research topic in the field of 
urban rail transit security. At present, some universities and 
research institutions in the United States are also conducting 
in-depth research in this area, such as the University of 
California, Berkeley, Yale University and so on. They have 
obtained more accurate and practical algorithmic models by 
introducing deep learning techniques and combining a large 
number of data sets for training, and target detection algorithms 
based on convolutional neural networks have come into being 
and have been gradually applied to a variety of urban 
environments, which are now broadly categorized into single-
stage detection algorithms and two-stage detection algorithms. 
Common single-stage detection algorithms include RetinaNet 
[1], SSD [2] and YOLO [3] series. The algorithm regards 
localization and classification as a regression problem, realizes 
end-to-end detection, and has a faster detection speed, but its 
anchor mechanism based method [4], generates a large number 
of candidate frames in detection, and the number of candidate 
frames in which the target is detected is small. Common two-
stage detection algorithms such as R-CNN [5], Fast R-CNN [6] 
have been widely used in this field. They aim to improve the 
detection performance by reducing the redundancy in the 
candidate frames generated by the anchor mechanism. Two-
stage detection algorithms first screen out all positive samples 
and subsequently generate regions of interest (ROIs), and then 
in the second stage of these two-stage detection algorithms, the 
bounding frames generated in the previous stage are further 
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refined by performing region classification and positional 
adjustments on the regions of interest. The whole process 
requires iterative detection, classification and position 
refinement, and although two-stage detection algorithms tend 
to be slower compared to single-stage detection algorithms, 
they usually achieve higher detection accuracy. Zuoming [7] 
proposed a CNN model for road extraction that optimizes the 
extracted data to obtain comprehensive road features. Jiguang 
Dai [8] introduced a multi-scale CN N based road extraction 
method for remote sensing images. They used sub-image 
training model and combined it with residual linking to solve 
the resolution reduction and gradient vanishing problems in the 
extraction process. X. Zhang [9] developed a FCN network 
which utilizes a spatially consistent integration algorithm to 
determine the weights of the loss function used to extract the 
road regions. Xiangwen Kong [10] introduced a SM-Unet 
semantic segmentation network with a strip pooling module to 
enhance the road extraction performance. Hao Qi [11] 
proposed an MBv 2-DPPM model considering segmentation 
accuracy and speed. He and Ren [12] proposed a train obstacle 
detection method based on improved R-CNN. A new parallel 
upsampling structure and a context extraction module were 
added to the architecture to improve the accuracy of R-CNN to 
90.6%. In order to enhance the ability to recognize small target 
objects, He [13] applied an enhanced Mask RCNN railroad 
obstacle detection method and proposed a new feature 
extraction network that incorporates a number of multiscale 
improvement techniques. The two-level target detection 
technique is the basis of the above method. Multiscale feature 
fusion by extending the sensitive domain and fusing shallow 
and deep features can improve the target recognition ability to 
some extent. However, real-time detection is not possible due 
to the area suggestion network. Zhang [14] proposed a high 
speed rail intruder detection algorithm based on YOLOv3 
network. By improving this algorithm with FPN structure and 
extracting features with switchable hollow convolution, the 
false alarm rate of target detection is reduced, but the frames 
per second (FPS) is low, which does not satisfy the 
requirement of real-time detection. Literature [15] proposed a 
lightweight adaptive multi-scale feature fusion target detection 
network based on YOLOv3 to improve the performance of 
small target detection in complex environments, but there is a 
leakage detection phenomenon for occluded objects Literature 
[16] proposed a traffic sign recognition algorithm based on 
YOLOv5, comparing the detection results of the current 
common algorithms for the traffic signs. Overall, YOLOv5s 
algorithm performs better and faster in urban track detection. 
However, there are still some challenges, such as dealing with 
complex traffic situations in the city and enhancing the 
detection speed of the model, so the yolov5s algorithm model 
is chosen as the experimental base model and improved. 

This paper proposes an improved method for foreign object 
intrusion detection in urban rail transit using YOLOv5s 
network as the base network. The method is designed to meet 
the need for real-time and accurate detection in urban rail 
transit environment. The YOLOv5s network model consists of 
several parts including Input, Backbone, Feature Fusion, Neck 
and Head. To enhance the input data, a mosaic [17] data 
enhancement method is used at the Input. This technique 
randomly selects four images from the image library and then 

rearranges them to generate a new image. By using the mosaic 
technique, the YOLOv5s network can benefit from the 
increased variation and diversity in the training data, which 
helps to improve its performance in object detection tasks; the 
proposed method also includes an improvement to the channel 
attention mechanism used in the CBAM [18] module. This 
improvement yields a new attention mechanism module called 
SCBAM. The SCBAM module aims to enhance the 
information interaction between different channels, further 
improving the network's ability to capture relevant features and 
improving the overall performance of tasks such as object 
detection. The proposed SCBAM convolutional attention 
module replaces the original C3 module, which effectively 
improves the model's ability to specifically characterize and 
recognize small target objects. Three detection layers are used 
in the YOLOv5s detection head [19], which are responsible for 
predicting large, medium and small targets, respectively. In 
addition, the network structure, output characterization method 
and boundary regression loss function of the YOLOv5s 
architecture were modified to improve its performance. These 
modifications aim to reduce the false detection and leakage 
rates in urban rail transit intrusion detection. By enhancing the 
feature extraction capability of the algorithm, the improved 
YOLOv5s network architecture provides more accurate and 
reliable detection results for long-range and small intrusion 
objects. 

III. CS-YOLO ALGORITHM 

A. YOLOv5s Structural Model 

YOLOv5s target detection framework has a great 
performance advantage in large and medium-sized target 
detection, with real-time monitoring speed up to 140 fps and 
relatively high recognition accuracy. YOLOv5s consists of 3 
main parts: backbone network, bottleneck layer and detection 
head, and the model structure is shown in Fig. 1. 

1) Backbone network: The YOLOv5s algorithm combines 

the C3 and SPPF modules to enhance its performance. The C3 

module focuses on reducing computation and increasing 

inference speed, optimizing the model's efficiency. On the 

other hand, the SPPF [20] module conducts multi-scale feature 

extraction on a single feature map, contributing to improved 

model accuracy. By leveraging these modules, the enhanced 

YOLOv5s algorithm achieves a balance between 

computational efficiency and accurate object detection. This 

makes it well-suited for various applications requiring real-

time, precise recognition, and tracking of objects, thereby 

enhancing detection accuracy and speed for small and 

medium-sized objects on the track. C3 contains three standard 

convolutional layers and several bottleneck modules, the 

number of which is determined by the configuration file. The 

number of bottleneck modules is determined by the product of 

the n and depth_multiple parameters of YAML.C3 is the main 

module for learning the residual features and is divided into 

two branches, one using the specified bottleneck layer and 

three standard convolutional layers, and the other passing 

through only one of the basic convolutional modules, and 

finally the two branches are merged. After the Concat 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 1, 2024 

457 | P a g e  

www.ijacsa.thesai.org 

operation, the activation function in the standard convolution 

module is SiLU. This is a function that applies the Sigmoid 

linear unit by elements, which is characterized as take-

anywhere, continuous, and smooth, not a monotonic function, 

and is suitable for representing nonlinear features. The 

principle of the SPPF module is basically the same as that of 

spatial pyramid pooling [21] but uses a different design of 

pooling kernels. SPP uses 4 pooling kernels by default in 

YOLOv5s: 5×5, 9×9, 13×13, and 1×1. SPPF uses two pooling 

kernels by default in YOLOv5s: 5×5 and 1×1.Spatial pyramid 

pooling allows fusing feature maps at different scales and in 

the SPP layer Apply different pooling operations to multiple 

scales to capture information from different receptive fields. 

By pooling features at different scales, the SPP layer increases 

the perceptual field of the network, allowing it to efficiently 

process inputs of different sizes. This approach allows the 

network to process inputs of various sizes without the need to 

resize or crop the image to a specific size beforehand. The 

SPP layer enhances the flexibility and adaptability of the 

network in processing inputs of different resolutions. 

 

Fig. 1. YOLOv5s algorithm structure diagram. 

2) Neck network: The YOLOv5s algorithm contains two 

key components, the Feature Pyramid Network (FPN) [22] 

and the Path Aggregation Network (PAN) [23]. The FPN 

utilizes a feature pyramid structure to integrate high-level 

semantic information with low-level features. This allows 

semantic knowledge to be passed top-down within the 

network. By combining the high-resolution details of low-

level features with the contextual understanding of high-level 

features, FPN enhances the overall semantic representation of 

the network. On the other hand, PAN facilitates bottom-up 

transfer of localization information so that low-level 

information is propagated to higher levels in the network. 

PAN achieves this by fusing feature information from feature 

maps of different sizes. By integrating FPN and PAN, the 

YOLOv5s algorithm benefits from the transfer of semantic 

information and the effective utilization of multi-scale 

features. By integrating FPN and PAN, the YOLOv5s 

algorithm benefits from both the delivery of semantic 

information and the effective utilization of multi-scale 

features. 

3) Head networks: The head networks as the detection 

part of the model and is mainly used to predict objects of 

different sizes from the extracted multi-scale feature maps. 

The output anchor frame mechanism extracts a priori frame 

scales by clustering and constrains the location of the 

prediction boundaries. The first is an 8-fold downsampled 

output with respect to the input image, which has a small 

perceptual range, preserves low-level high-resolution features, 

and facilitates the detection of small objects. The second is a 

16-fold downsampled output with respect to the input image, 

which has a medium perceptual range and is suitable for 

detecting medium objects. The third is an output 

downsampled 32 times with respect to the input image, which 

has a large perceptual range and is suitable for detecting large 

objects. 

B. Improved CBAM-based Attention Mechanism Module 

The CBAM module is an attention mechanism that 
enhances spatial [24] and channel [25] attention while 
minimizing parameters. Its performance in classification 
detection on public datasets has shown improvement. 
However, when applied to the urban railroad track intrusion 
detection dataset in this paper, challenges arise. These 
challenges include a greater variety of vehicle classifications, a 
scarcity of samples, and the presence of vehicles with similar 
features. Consequently, the classification detection 
performance falls short of achieving the anticipated results. 
Fig. 2 illustrates the structure of the CBAM module. 

The original channel attention mechanism employed global 
pooling operations, which included average pooling and 
maximum pooling on the input feature map along the width 
and height dimensions. These pooling operations aggregated 
information from all spatial locations within each channel. 
Following pooling, the generated features underwent 
processing through a multilayer perceptron (MLP). The MLP 
performed element-wise operations [26] to learn the 
importance weights for each channel. Finally, the output of the 
MLP passed through the Sigmoid [27] activation function to 
generate the final channel attention feature map. The Sigmoid 
function maps the values to a range between 0 and 1, 
representing the importance or activation level of each channel. 
In summary, the original channel attention mechanism 
comprises a pooling operation, an MLP for weighting, and a 
Sigmoid operation that produces the final channel attention 
feature map. 
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Fig. 2. CBAM structure diagram. 

 

Fig. 3. SCAM structure diagram.

When information in the channel is globally and maximally 
pooled, this operation tends to neglect information interaction 
within the channel. In this paper, this paper optimizes and 
enhances the channel attention component of CBAM by 
discarding the maximum pooling operation. Instead, this paper 
represent the compressed features by aggregating the spatial 
information of the feature map through the average pooling 
operation. Drawing inspiration from the concept of ECA [28], 
this paper replaces the MLP network with a one-dimensional 
convolution operation in the improved version of the channel 
attention mechanism. Following one-dimensional 
convolutional processing, the ability to interact information 
between different channels is strengthened, and the output is 
subsequently simplified by a sigmoid function. In summary, as 
illustrated in Fig. 3, the improved channel attention module 
(SCAM) achieves local cross-channel interaction information 
of size K. This enhancement boosts the model's feature 
extraction capability, particularly for small and medium-sized 
objects. 

C. KM-Decoupled Head 

When recognizing targets on urban tracks, the task 
becomes more challenging due to the presence of multiple 
types of targets. To address this challenge and enhance the 
accuracy of localization and classification, this paper 
introduces a decoupled detection head known as KM-
Decoupled Head. The primary idea behind this approach is to 
separate the feature channels for localization and classification 
tasks, specifically for bounding box coordinate regression and 
object classification. This decoupling enables a more precise 
estimation of bounding box coordinates, ultimately improving 
localization accuracy. Additionally, it ensures that the features 
used for classification are less influenced by changes in the 
localization task, leading to improved object classification. In 
essence, the goal of KM-Decoupled Head is to enhance target 
prediction in scenarios involving multiple types of targets and 
occluded targets. By decoupling the feature channels used for 
localization and classification, it enhances the accuracy of both 
tasks, resulting in more efficient target identification on urban 
tracks. 

As illustrated in Fig. 4, the KM-Decoupled Head, a 
decoupled detection head, follows a specific process. First, a 

1×1 convolution [29] is applied to the input feature map to 
reduce the number of channels and parameters generated. 
Subsequently, the output feature map is split into two branches 
to address the classification and localization tasks separately. 
For the classification branch, features are extracted using a 3×3 
deep convolution [30]. The number of channel bits in the 
feature map is then adjusted to match the predicted number of 
target categories through a 1×1 convolution. On the other hand, 
the localization branch also employs a 3×3 deep convolution 
for feature extraction. After feature extraction, the resulting 
feature map is divided into two parts. One part predicts the 
center coordinates of the bounding box, along with the height 
and width of the bounding box. In summary, the KM-
Decoupled Head employs a 1×1 convolution to reduce the 
number of channels and subsequently splits the feature map 
into separate branches for classification and localization tasks. 
The classification branch adjusts the feature map channels 
based on the predicted target categories, while the localization 
branch predicts the bounding box coordinates and confidence 
scores for target identification. 

The decoupled structure of the KM-Decoupled Head offers 
several advantages over the coupled detector head, which 
integrates multiple types of information into a single feature 
map. Firstly, the decoupled design effectively avoids potential 
conflicts between different task requirements, thereby 
enhancing localization and classification capabilities. By 
separating the feature channels for each task, the model can 
focus on learning distinct representations for precise 
localization and accurate classification. Secondly, the 
decoupling head preserves information in each channel through 
depth and breadth operations, ensuring that valuable 
information is not weakened or diluted during processing steps. 
Additionally, this approach helps reduce computational 
complexity, thereby accelerating network convergence. 
Finally, due to the depth and breadth operations, the 
decoupling head achieves faster inference. In conclusion, the 
decoupled structure of the KM-Decoupled Head improves 
localization and classification by mitigating conflicts, 
effectively preserving channel information, reducing 
computational complexity, and achieving faster inference 
speed through depth and breadth operations. 
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Fig. 4. Coupling head with KM-decoupled head. 

D. Loss Function SIoU 

The loss function in the YOLOv5s model is CIoU[31] : 
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where IoU is the ratio of the intersection and union of the 
predicted and actual frames, b represents the center of the 
predicted point, b

gt
 represents the center of the actual frame, p 

denotes the Euclidean distance, c denotes the length of the 
diagonal of the bounding box formed by the predicted frame 
and the actual frame, α represents the weighting coefficient, 
and v represents the difference in the aspect ratio of the 
predicted frame and the actual frame. 

CloU does not consider the direction of mismatch between 
the actual frames and the predicted frames, leading to slower 
convergence and lower efficiency. Therefore, we introduce a 
more balanced loss function, SloU [32], which increases the 
vector angle between regressions. We also redefine the cost 
function (penalty indicator), effectively reducing the degrees of 
freedom of regression, speeding up the convergence of the 
network, and further improving the accuracy of regression. 
SloU consists of four cost functions. 

 Angle_Loss Angle_Cost minimizes the number of 
variables associated with distance. The formula is: 
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where   is the distance between the center point of the real 
frame and the predicted frame, and ch is the height difference 

between the center point of the real frame and the predicted 
frame. 

 Distance_LossDistance_Cost explores the distance of 
different bounding boxes at different centers as much as 
possible. The formula is: 
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"cw" and "ch" refer to the width and height of the minimum 
bounding rectangle of the actual box and the predicted box, 

respectively. "   
  

" and "   
  

" represent the coordinates of the 

center of the actual box, while "   " and "   " represent the 

center coordinates of the predicted frame. 

 The shape loss Shape_Cost represents the deviation of 
the center of the predicted frame from the center of the 
real frame in an effort to obtain the optimal predicted 
frame. The formula is: 
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"w" and "h" represent the width and height of the predicted 
box, while "wgt" and "hgt" represent the width and height of 
the actual box,  is the degree of concern for shape loss. 

 Iou_Cost is the ratio of the intersection and the 
concatenation between the predicted and real boxes. 
The formula is: 
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 the regression loss function SIoU is: 

               
   

 
   (11) 

 
Fig. 5. Improved YOLOv5s backbone network. 

E. Backbone Network Improvement 

The enhanced SCBAM attention mechanism module 
replaces the original C3 module in the YOLOv5s backbone. It 
strengthens inter-channel information fusion using the channel 
attention mechanism and improves inter-channel information 

fusion through the spatial attention mechanism. The spatial 
attention mechanism is focused on detecting the target's 
location. By combining these two mechanisms, the output 
information becomes more concentrated on key features, 
enabling the model to prioritize important features during 
target detection. This enhances the feature extraction capability 
and ultimately improves the model's accuracy in detecting 
objects of various sizes. Additionally, this paper replaces the 
Focus slicing operation with a 6x6 convolution and substitutes 
the SPP module with the SPPF module to address the speed 
issue caused by parallel operations in the original model. The 
enhanced backbone network diagram is illustrated in Fig. 5 

IV. EXPERIMENTAL ANALYSIS 

A. Experimental Environment and Parameter Settings 

The specific experimental environment is shown in Table I. 

TABLE I.  EXPERIMENTAL ENVIRONMENT 

Configuration name Version/parameters 

Operating system Windows 11 

Video storage 16GB 

GPU RTX4050 

Memory 64GB 

Python 3.7 

Deep learning framework pytorch1.11.0 

During training, the network is trained using the SGD 
optimizer with an initial learning rate of 0.2. The learning rate 
is adjusted using the cosine annealing strategy. The batch size 
is set to 16 and the training process is performed for a total of 
300 epochs. 

B. Experimental Data Set 

To assess the superiority of the improved target detection 
algorithm proposed in this paper, experiments were conducted 
on urban rail foreign object intrusion using the custom dataset, 
WZ-dataset. 

As there is no publicly available dataset for foreign objects 
intruding on tracks in cities. This article develops a new dataset 
WZ-dataset. This dataset comprises 10 common types of 
foreign objects that may intrude on urban rail tracks, including 
pedestrians (person), bicycles (bike), electric bicycles (ebike), 
three-wheeled vehicles (tricycle), bottles, bags, cars, buses, 
trucks, and books. The WZ-dataset contains a total of 2,000 
images, distributed across training, validation, and testing sets 
in an 8:1:1 ratio. Specifically, there are 1,600 images in the 
training set, 200 images in the validation set, and 200 images in 
the test set. The image size is consistently maintained around 
600×800 pixels. To ensure a balanced sample size, each type of 
target is evenly distributed. The CS-YOLO algorithm model 
proposed in this paper is trained using the training and 
validation sets of the WZ-dataset (see Fig. 6). The model's 
performance is then evaluated by measuring the final average 
accuracy and detection speed on the test set. 
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Fig. 6. Example of WZ dataset. 

C. Performance Index 

The performance metrics, including Precision (P), Recall 
(R), Mean Accuracy (mAP), Parameters, Inference Time per 
Image, and Frames per Second (FPS), are utilized in the 
experiments to evaluate the proposed algorithm's performance. 
The calculation formula for these performance metrics is as 
follows: 

          
  

     
  (12) 
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When evaluating object detection models, TP refers to true 
positives, representing instances where the model predicts 
correctly. FP stands for false positives, indicating instances 
where the model predicts incorrectly. Average Precision (AP) 
measures the area under the precision-recall curve, offering a 
comprehensive evaluation of the model's performance at 
various thresholds concerning both precision and recall. AP 
calculates the average precision for each category, and Mean 
Average Precision (mAP) is the average of the APs across all 
categories. mAP provides an overall assessment of the model's 

performance across multiple object categories. mAP0.5 
represents the average precision calculated at an IoU threshold 
of 0.5, considering a bounding box prediction correct if the 
Intersection over Union (IoU) is greater than or equal to 0.5. 
For mAP0.5:0.95, average accuracy is calculated across IoU 
thresholds ranging from 0.5 to 0.95 in steps of 0.05. Frames per 
Second (FPS) represents the number of images processed and 
detected by the network model per second. It reflects the speed 
and efficiency with which the network model performs object 
detection. A higher FPS value indicates that the model can 
process images more quickly, enabling real-time or near real-
time applications. 

D. Experimental Analysis of SCBAM Attention Module 

The SCBAM (Spatial and Channel Bottleneck Attention 
Module) is an enhanced version of the CBAM (Convolutional 
Block Attention Module). This paper aims to assess the 
effectiveness of the SCBAM attention module through five sets 
of comparative experiments on the WZ dataset. The 
experimental results presented in Table II demonstrate the 
efficacy of the SCBAM attention module. On the WZ dataset, 
the average accuracy mAP0.5 improved by 3.4%, and 
mAP0.5:.95 improved by 6.3%. Importantly, these 
enhancements were achieved while maintaining good detection 
speed, ensuring real-time detection performance. These 
findings strongly support the effectiveness of the SCBAM 
attention module proposed in this paper. 

TABLE II.  COMPARISON TESTS OF DIFFERENT ATTENTION MECHANISMS ON THE WZ DATASET 

Method mAP@0.5 mAP@0.5:.95 FPS 

Baseline 0.844 0.532 85 

+SENet 0.856(+1.2)% 0.556 (+2.4)% 77 

+CA 0.865 (+2.1)% 0.505 (-2.7)% 90 

+ECA 0.867 (+2.3)% 0.574 (+4.2)% 73 

+CBAM 0.872 (+2.8)% 0.587 (+5.5)% 83 

+SCBAM 0.878 (+3.4)% 0.595 (+6.3)% 91 

mailto:Map@0.5


(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 1, 2024 

462 | P a g e  

www.ijacsa.thesai.org 

E. Ablation Experiments 

CS-YOLO is an enhanced version of the YOLOv5s 
network model, featuring improvements in various aspects, 
including the attention mechanism, output characterization 
method, backbone network, and bounding box regression loss 
function. In this paper, a series of ablation experiments are 
conducted to assess the impact of the proposed modules on the 
algorithm's performance. These experiments analyze the 
performance optimization achieved by individual modules, as 
well as the combined effect when different modules are 
introduced in different orders. The objective is to determine the 
effectiveness and contribution of each module in enhancing the 
overall performance of the algorithm. The results of the 
ablation experiments are presented in Table III. 

This paper introduces three improved methods incorporated 
into the YOLOv5s network model (indicated by a checkmark 
in Table III). These methods enhance the detection accuracy on 
the WZ dataset to varying degrees. The CS-YOLO algorithm 
proposed in this paper achieves a detection speed of 78 FPS, 
outperforming the original YOLOv5s algorithm. On the WZ 
dataset, this algorithm demonstrates a 4.9% improvement in 
mAP0.5 and an 8.9% improvement in mAP0.5:95. 
Experiments conducted on the WZ dataset validate the 
effectiveness of the proposed algorithm in urban rail transit 
detection. These experiments showcase the algorithm's 
capability to address the challenge of foreign object intrusion 
detection in complex urban rail transit environments. 

F. Comparison Experiments 

Table IV in this paper presents experimental results 
comparing the CS-YOLO algorithm with several other existing 
algorithms on the WZ dataset. The compared algorithms 
include the original YOLOv5s, SSD, Faster R-CNN, YOLOv3, 
YOLOv4-tiny, YOLOv4, YOLOv5m, YOLOX-tiny, YOLOX-
S, YOLOv6-tiny, and YOLOv7-tiny. The experimental results 
comprehensively analyze the performance of the CS-YOLO 
algorithm in comparison with these popular algorithms. For 
detailed information about the experimental results and 
algorithm performance comparison on the RS dataset, please 
refer to Table IV in this paper. 

The experimental results in Table IV demonstrate that the 
CS-YOLO algorithm proposed in this paper achieves higher 
detection accuracy on the WZ dataset compared to other 
mainstream algorithmic models. Notably, the parameters of the 
algorithm proposed in this paper are reduced by 130%, while 
the detection accuracy is improved by 2.7% compared to the 
YOLOv5m network with a similar structure. Although 
YOLOV4-tiny and YOLOv7-tiny exhibit higher detection 
speeds (111 FPS and 119 FPS, respectively), their detection 
accuracies are relatively low at 75.5% and 83.3%, making 
them unsuitable for complex urban rail transit environments. In 
conclusion, the CS-YOLO algorithm proposed in this paper 
demonstrates the highest detection accuracy while maintaining 
good real-time performance, offering a significant advantage 
over other algorithms under consideration. 

TABLE III.  CS-YOLO ABLATION EXPERIMENTS ON THE WZ DATASET 

Group SCBAM KM-DHead SIoU mAP@0.5 mAP@0.5:.95 Parameters FPS 

1    0.844 0.532 7.1M 85 

2 √   0.878 (+3.4)% 0.595 (+6.3)% 7.1M 91 

3  √  0.878 (+3.4)% 0.553 (+2.1)% 7.4M 74 

4   √ 0.848 (+0.4)% 0.558 (+2.6)% 7.1M 94 

5 √ √  0.884 (+4.0)% 0.590 (+5.8)% 7.4M 85 

6  √ √ 0.878 (+3.4)% 0.592 (+6.0)% 7.4M 80 

7 √  √ 0.881 (+3.7)% 0.589 (+5.7)% 7.1M 78 

8 √ √ √ 0.893 (+4.9)% 0.621 (+8.9)% 7.4M 78 

TABLE IV.  COMPARATIVE EXPERIMENTS OF COMMON ALGORITHMS ON THE WZ DATASET 

Method mAP@0.5(%) mAP@0.5:.95(%) Parameters(M) Inference(ms) FPS 

YOLOv5s 0.844 0.532 7.1 11.3 85 

SSD 0.865 0.639 100.2 23.1 55 

Faster R-CNN 0.711 0.453 136.2 46.6 23 

YOLOv3-spp 0.833 0.512 9.56 12.3 81 

YOLOv4-tiny 0.755 0.502 5.9 10.9 111 

YOLOv4 0.817 0.528 244.8 55.2 35 

YOLOv5m 0.866 0.636 20.9 19.9 70 

YOLOX-tiny 0.822 0.565 5.1 16.8 43 

YOLOX-S 0.848 0.591 9.0 23.5 25 

YOLOv6-tiny 0.866 0.611 15.0 22.5 81 

YOLOv7-tiny 0.833 0.567 6.1 8.3 119 

CS-YOLO 0.893 0.621 7.4 14.8 78 
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In this paper, the detection performance before and after the 
improvement is visually compared, as illustrated in Fig. 7. The 
comparison results demonstrate that the CS-YOLO algorithm 
exhibits excellent detection performance in both sets of images. 
The results further highlight that the CS-YOLO algorithm 
effectively addresses misdetection and omission issues when 
detecting fuzzy and small targets in complex urban rail 
backgrounds compared to the initial YOLOv5s algorithm. With 
an FPS of 78, the CS-YOLO algorithm achieves higher 
detection accuracy by more accurately identifying common 
foreign object features while maintaining real-time detection 
speed. This capability meets the need for real-time and accurate 
detection in complex urban rail scenes. 

G. Analysis of Experimental Results 

The accuracy recall curve of the initial YOLOv5s and CS-
YOLO are shown in Fig. 8. The horizontal axis represents the 
recall rate, and the vertical axis represents precision. The inset 
box displays the detection precision for various common 
intruders, with the bolded blue line representing the average 
precision across all detection categories. Upon comparing the 
detection results of the two algorithms, it is evident that the 
CS-YOLO algorithm exhibits lower detection precision for 
tricycles and trucks compared to the initial YOLOv5s. 
However, it demonstrates higher detection precision for all 
other intrusions. The average accuracy is improved by 4.9% 
compared to the initial YOLOv5s algorithm, indicating the 
significance of the proposed improvements. 

 
                                     Original detection chart                                     YOLOv5s detection effect                                CS-YOLO detection effect 

Fig. 7. YOLOv5s and CS-YOLO detection effect comparison. 

 
           Graph of CS-YOLO detection results                                                                                     YOLOv5s detection result chart 

Fig. 8. Graph of CS-YOLO and YOLOv5s detection results. 
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V. CONCLUSION 

In this paper, we propose the CS-YOLO algorithm model 
for detecting foreign object intrusions in complex urban 
railways. The algorithm addresses the challenges of low 
accuracy and poor timeliness present in existing methods. Key 
enhancements include the introduction of the SCBAM 
attention mechanism module, replacing the original C3 module 
in YOLOv5s. Additionally, the algorithm features the KM-
Decoupled Head decoupling head, utilizes SIoU as the loss 
function, and modifies the backbone network structure. In 
comparison to other mainstream target detection algorithms, 
This article improves the algorithm achieves superior detection 
accuracy, particularly in resolving issues of false positives and 
missed detections when dealing with concealed and small 
targets. Despite the enhanced accuracy, the algorithm 
maintains real-time detection speed, making it well-suited for 
detecting foreign objects on complex urban tracks. Future 
research should focus on optimizing the network for easier 
deployment on embedded GPU platforms, ensuring its 
applicability in real-world scenarios. 
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Abstract—This research article delves into the impact of 

ChatGPT on education, focusing on the perceptions and usage 

patterns among high school and university students. The article 

begins by introducing ChatGPT, emphasizing its rapid user 

adoption and widespread interest. It explores the application of 

ChatGPT in various fields, including healthcare, agriculture, and 

education. A comprehensive survey involving 102 students, both 

high school and university, is detailed, covering aspects like 

familiarity with ChatGPT, reasons for usage, self-assessment of 

its effectiveness, and attitudes toward informing teachers about 

its use. The findings reveal varied perspectives on the benefits 

and challenges of incorporating ChatGPT in the learning 

process. The article concludes by emphasizing the need for 

careful consideration and integration of AI technologies in 

education, highlighting the risks of uncritical reliance on such 

tools and advocating for a balanced approach to foster students' 

critical thinking and intellectual growth. 

Keywords—Artificial intelligence in education; assessment; 

ChatGPT; Generative Pretrained Transformer 3, GPT-3; higher 

education; learning, teaching; Natural Language Processing 

(NLP) 

I. INTRODUCTION 

ChatGPT is a language model (chatbot) created by OpenAI 
that allows humans to interact with a computer naturally. A 
chatbot is an application used to conduct a conversation 
through the exchange of text messages or text-to-speech 
between a human and a computer/machine. These are 
computer programs that can hold a conversation with a user in 
natural language, understand their intent, and respond based on 
predefined rules and data. Designed to convincingly simulate 
the way a human would behave as a conversation partner, 
chatbot applications typically require constant tuning and 
testing. While working they are self-educating and improving. 

For many researchers and for high education itself, it is 
important to see how high-school students (in their final years 
of high school) and university students perceive the idea of 
using such chatbots in their studies. This article is an 
examination of the adoption of AI by the students – how they 
are using it, how frequently, what type of questions they ask it, 
to what degree they understand the answers, and how they 
implement them in their class assignments. 

This article is the result of an analysis of a questionnaire 
given among 102 Bulgarian students. It presents the questions, 
their answers, and some thoughts about the results. While the 
survey was anonymous, the respondents are students, the 
authors, are teaching and therefore we have first-hand 
observations about their problem-solving skills and their 
thought patterns. 

It is obvious that this type of AI is here to stay, and it is up 
to the universities how they will be able to adopt and use it. 
Conducting such surveys will help them to understand it better 
and apply it efficiently. 

II. LITERATURE REVIEW 

OpenAI is an artificial intelligence (AI) research and 
Implementation Company ensuring that general-purpose 
artificial intelligence benefits all of humanity. The company is 
dedicated to putting this alignment of interests first even before 
profit. 

The definition of AI characterizes it as a branch of 
computer science that deals with the automation of intelligent 
behavior. The degree of intelligence is difficult to define, and 
therefore artificial intelligence cannot be precisely defined 
either. The term is used to describe systems that aim to use 
machines to emulate and simulate human intelligence and 
related behavior. This can be achieved through simple 
algorithms and predefined models, but it can also become 
much more complex. 

ChatGPT (Chat Generative Pre-trained Transformer) was 
publicly presented in the summer of 2020 and launched in 
November 2022. It is an object of curiosity, controversy, and 
scientific interest among a wide range of Internet users from all 
ages and stages of life. Unlike search engines (such as Google, 
Bing, or Baidu), ChatGPT does not crawl the web for 
information about current events and information, and its 
knowledge is limited to things it learned before January 2022. 
It is the subject of many comments and discussions, from the 
fact that some analysts see it as a threat to some professions, to 
the fact that others believe that this technology is extremely 
successful and useful. Although this is not the first application 
based on artificial intelligence, it can be said that it is the most 
tested and has generated the most interest among users. The 
first million users were reached in just five days, which for 
other platforms took months and years (for example, Facebook 
reached a million users in 10 months in 2004). In just three 
months, ChatGPT users reached one billion (see Fig. 1), 
[https://www.tooltester.com/en/blog/ChatGPT-statistics/]. The 
first reactions are obviously to test and see how this brand-new 
technology works, and if it works. Almost immediately after 
testing, reasonable questions arise as to how useful and how 
dangerous such technology is. Many studies have analyzed the 
impact on different professions and business fields [1], and the 
impact on different fields of study [2] and industry [3]. 

In study [4], the authors conclude that the presence of 
various AI agents such as ChatGPT will change the context of 
higher education, but this will not be disruptive. It is very 
important to realize and assess this transformation promptly 
and to model it appropriately. 
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Fig. 1. ChatGPT visitors since release. 

The impact of ChatGPT is examined in various fields, such 
as healthcare, medicine, and dentistry [5, 6]. Its impact and 
expectations in the field of agriculture and livestock breeding 
are also examined. 

Today’s agriculture uses various smart technologies and 
collects large volumes of data that can be used for crop 
forecasting, soil analysis, identification of crop diseases and 
pests, precision farming and irrigation planning, animal 
behavior analysis, and assessment of their condition. This can 
be helpful for businesses to make informed decisions and 
increase their profits. In study [7], the author investigates the 
potential positives and negatives of the application of chat GPT 
in agriculture. He provides examples of questions where 
ChatGPT can be useful in agriculture by analyzing and editing 
its answers. These are assessments of atmospheric conditions, 
soil, and air quality, diseases of different crops, and others. The 
author is noting the following points of ChatGPT usage that are 
valid for every other usage area: 

 Strong dependence on data quality - if the data is 
inaccurate, biased, or incomplete - this will inevitably 
affect the responses from the agent; 

 Lack of experience - ChatGPT is good at analyzing data 
but is not a specialist in any specific field and it is very 
important to have an experienced professional in the 
relevant field to interpret the model results and make 
the final decisions. The human factor cannot be 
avoided, and the specialists have the final say on the 
decisions. 

Will it replace university professors or classroom teachers - 
this question is being asked more and more often. In research 
[8], the authors made a qualitative analysis based on a 
methodology for data collection, documentation, and drawing 
conclusions, which analysis shows that ChatGPT can only be a 
tool in training, and it is not possible to completely replace the 
trainer. It is more important to find an appropriate way to 
integrate technology into the learning process and, 
respectively, to develop the competencies of teachers in 
managing learning with such technologies. 

Some researchers evaluate ChatGPT as an opportunity to 
increase the effectiveness of training and the motivation of 
students [9, 10, and 11] because the use of this new technology 
allows learning at an individual pace of the student and 

because students choose the direction of deepening their 
knowledge, they are much more motivated. ChatGPT provides 
personalized and interactive help, which engages more learners 
and develops self-learning skills. 

It is natural to think in the direction of whether to allow or 
block access to ChatGPT in educational institutions [12] or 
whether to look for applications that detect if a given text is 
generated by ChatGPT. Before any measurements are taken it 
is interesting to see whether it is used and to what extent is 
used by the students. 

The detailed analysis of the possibilities and limitations of 
ChatGPT made in [13, 14] shows that the use of this 
technology has great potential for application in the field of 
education, but it also comes with quite a few limitations and 
challenges. The use of ChatGPT, with all its positives and 
negatives, in training is in its very early stages and this assumes 
much more research in this area. 

The results of the analysis of the use of ChatGPT in the 
different areas of higher education show a major problem in 
scientific writing [15]. Is it plagiarism to use text generated by 
ChatGPT and how to reference such text, what percentage of 
such text, relative to the total volume, is permissible in student 
and faculty scholarly publications are some of the topics 
examined by the author. 

The study in [16] concluded that in the context of using 
ChatGPT in education, it should be noted that technology can 
only be a tool and cannot completely replace the role of the 
teacher. Therefore, it is necessary to integrate technology into 
learning appropriately and effectively and to develop the 
competence of teachers in managing learning with such 
technologies. 

How can the use of such technologies be useful? 

 Can be used to search for information and ask questions 
from different fields; 

 Can provide help and explain different projects and 
problems in different areas; 

 Can generate text - articles, program code, letters, 
poetry: 

1) You can ask ChatGPT to write an article on any topic, 

specifying what tone or style to use - formal, casual, 

persuasive, descriptive, humorous, emotional, technical, and 

more. 

2) Some programmers (IT students too) try to outsource 

the entire programming process to ChatGPT. It's not that this 

technology can't write good programming code, but it's still 

recommended to be used only as an additional tool in this 

area. 

3) There is a free ChatGPT Writer extension for Gmail 

that can compose emails and messages by correcting 

grammatical errors, paraphrasing text, changing writing style, 

and summarizing text. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 1, 2024 

468 | P a g e  

www.ijacsa.thesai.org 

III. PROBLEMS WHEN USING CHATGPT AND AI 

TECHNOLOGIES IN EDUCATION 

The main group of problems in the use of AI technologies 
in education is ethical and, more precisely, problems related to 
plagiarism. If the lecturer and the students have the opportunity 
to use similar technologies, what will stimulate them to express 
their position and their opinions? These technologies provide a 
faster and easier way to create texts on a given topic or to solve 
set problems or tasks. The students sort of overdo their 
homework and in this way, they don't acquire the habit of 
writing and expressing their thoughts, they don't reason, and 
they don't look for an explanation for the problems they are 
given to solve, they don't put any thought into it. They may not 
even read the condition of the given problem or tasks, but 
simply use the copy-and-paste functions and get the result. 

How to make students understand that it makes sense to 
know the definitions from the learning material so that they can 
search for information, respectively ask ChatGPT. It is clear 
that in the modern conditions of Internet access, it does not 
make sense for them to learn by heart and reproduce a text, it is 
important to be able to solve problems and tasks and, above all, 
to learn to think. 

The collective opinion that ChatGPT will lead to the 
extinction of certain professions and thus put many people out 
of work is relatively popular and shared among the vast 
majority of people. There is a fear that it will replace the 
programmers, and more specifically - the junior programmers. 
However, if it does replace them because it solves elementary 
tasks perfectly, where will seniors come from if they have not 
been junior programmers? How will the seniors be so good if 
they’ve missed the moment of programming elementary tasks - 
while they were studying at the university they missed it, and 
then there was no way to work as such. 

ChatGPT can find applications in the learning process as an 
intelligent assistant. Its particular advantage is that it can 
provide learners with interactive help at any time and from any 
place. The authors in [10] specified the following guidelines in 
which the use of ChatGPT may be useful to students: 

 Provide information and resources, answer questions, 
organize information, help prepare for exams, and 
provide feedback; 

 Improve language skills - grammar, vocabulary, and 
style during communication with the agent, as well as 
use ChatGPT to check their written text for syntactic 
and grammatical errors; 

 Provides a new interactive way of learning languages - 
without restrictions on when and where, and has 
opportunities to generate realistic dialogues in a chosen 
and interesting area for the learner; can exercise their 
foreign language skills if they communicate with him in 
a chosen foreign language; 

 Improving cooperation and communication - if students 
work in a team, the use of ChatGPT stimulates 
communication between the participants in the teams 
and also between them and the teachers; 

 Provide support and motivation - ChatGPT can also act 
as a means of support and motivation for students. They 
can use ChatGPT to talk about their problems and 
concerns or ask for advice on how to better manage 
their time and tasks. 

It should be noted that ChatGPT is not the only natural AI 
agent that can understand and generate conversation in natural 
human language. In February 2023, Google introduced Bard, 
which follows the LaMDA model but has similar features and 
applications [17, 18]. Our research is focused on ChatGPT and 
therefore does not describe other similar solutions. 

IV. RESEARCH METHODS 

A. Objectives and Contributions of the Experimental 

Research 

The research aims to investigate the possibilities and extent 
of the use of ChatGPT by university students and final-year 
high-school students in the process of their education. 
Naturally, we consider all the risks and challenges of the 
unethical and illegal use of such tools in the learning process. 
The attitude of the students and their assessment of the 
capabilities of ChatGPT in the learning process are important 
because this would determine the use of these technologies in 
schools and universities. 102 surveyed students from the 
University of Ruse and students in the last year of 
Mathematical High School “Baba Ton-ka”, Ruse, Bulgaria 
took part in the research and focused on the place and role of 
ChatGPT as a potential source of knowledge and information 
for students and students. The main questions that are the aim 
of the study are: 

R1: How familiar are the students with the capabilities of 
ChatGPT? 

R2: What are the potential benefits and challenges 
associated with using ChatGPT in learning from the learner's 
perspective? 

R3: Are students inclined to use ChatGPT in the 
university/school and what do they think they will achieve by 
using it? 

R4: Can learners rate the responses received from 
ChatGPT? 

B. Description of the Respondents 

The total number of participants in the study is 102, 
students from the Computer Systems and Technologies 
specialty of the University of Ruse, Bulgaria, and students in 
the last year of Mathematical High School “Baba Tonka”, 
Ruse, Bulgaria, who, in addition to mathematics, study 
informatics and information technologies intensively (see 
Table I). It is important to specify the major of the students and 
the subjects they are studying since it is very likely that their IT 
orientation has some certain influence on the way they accept 
these new technologies, as well as their natural greater interest 
in them. 

This group of students is chosen because they are students, 
we have direct observations on. These are students who we 
teach, thus allowing us to get to know them better. 
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TABLE I.  DEMOGRAPHIC STATISTICS 

 
Demographic Stats 

Possible Options Number Percentage 

Gender 

Female 
Male 

I don’t want to share 

44 
56 

2 

43% 
55% 

2% 

Age 

Under 19 years (primarily high-

school students) 
19-25 years 

Over 25 years 

44 

 
36 

22 

43% 

 
35.3% 

21.6% 

C. Data Collection 

An anonymous survey was developed using Google Forms. 
It is distributed among students and pupils through email 
messages, social networks, and messages on online learning 
platforms used in the university and school. 

The survey consists of 15 questions of different types. 

The questions can be divided into groups according to the 
information we expect from them. The first group of questions 
concerned various demographics of the respondents and their 
possible knowledge and experience in using AI and ChatGPT. 
Another group of questions concerns the respondents' 
assessment of the benefits and harms of using such 
technologies, and the challenges of using them, and also a 
group of questions to assess the extent to which students can 
judge how true the answers to the chat GPT are. Questions 
with different types of answers were used - an open answer that 
requires entering the opinion of the respondent in a free text, 
multiple choice of one of all the indicated answers, and choice 
of several of many possible answers. 

V. RESULTS 

The first group of questions aims to answer the first 
research question - to assess the extent of knowledge and use 
of ChatGPT by the respondents. The results show that a very 
small percentage (13.7%) have not used ChatGPT at all, an 
equal number do not use it but have tried it and know what it is 
about. 21.6% regularly use it (see Fig. 2). In reality, only 
13.7% of those polled don’t use and are not interested in 
ChatGPT that shows that the technology is familiar to the 
trainees. 

It is interesting what the respondents mostly use this 
technology for according to the answers of the respondents to 
the question “What kind of problem did ChatGPT help you 
with?”, it was most used for research, during the development 
of projects in second place, and in third place for writing 
homework. An interesting fact from these answers is that it is 
also used during exams and 19% of the respondents state that it 
has helped them in some form during exams tasks and 17% of 
them - with answering exam questions. About a quarter still 
used ChatGPT to fill in ambiguities and gaps in their 
knowledge of the material they were studying. 

Just over ⅓ of respondents rate ChatGPT as better than 
Google and other popular search engines, with almost half of 
them rating it not just better, but much better. Also, almost ⅓ 
don't care which is better, but rather getting an answer to their 
problem is important to them. A rather large percentage - 
26.5% claim that they do not have any definite opinion on the 

subject, and for 14.7%, ChatGPT is in no way superior to 
search engines (see Fig. 3). 

 
Fig. 2. Answers to "Have you used ChatGPT in your 

school/university/work?" 

 
Fig. 3. Answers to “Do you think ChatGPT is better than Google and other 

search engines?” 

 

Fig. 4. Word cloud of users' opinions. 

With this survey, we tried to find out what the respondents 
think about AI and ChatGPT and whether they think there is a 
difference between the terms by asking them to write in a few 
words their opinions. We summarized and evaluated the most 
frequently used phrases and words in the descriptions, and as 
can be seen in Fig. 4, they are aware of the differences between 
AI and ChatGPT, evaluating ChatGPT as a platform that uses 
AI. Most often rated ChatGPT as extremely useful, which they 
consider being the future of the field. 
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Regarding the second set of questions about the assessment 
of R3: Are students inclined to use ChatGPT in the 
university/school and what do they think they will achieve by 
using it? 

As apparent from R1 the respondents surveyed have tried 
and used ChatGPT, it's not entirely new to them and some even 
have quite a bit of experience with it. We were interested to 
know if they were worried about having used the agent and 
what they think about the teaching knowing of their usage. A 
very large part of the respondents (53.9% do not see the point 
in sharing with the teacher the fact that they had to use this 
kind of help because they do not think it will improve the 
teaching or the content of the course and 15.7% are afraid to 
mention to the teacher, so as not to harm their final grade (see 
Fig. 5). In a small additional anonymous survey with ⅓ of 
respondents, regarding a specific homework assignment, 
54.5% of participants admitted to using ChatGPT to write the 
source code implementing the assignment of the homework. 
63.6% of the participants had to make corrections to the 
solution returned by ChatGPT, and the rest used it directly. 
81.8% tested with different data and tried to fully verify the 
functionality of the returned code, and the rest admitted that 
they had not tested at all or attempted to test with any data, but 
rather trusted ChatGPT. These results show that trainees are 
coping and benefiting from using ChatGPT. It is worrying, 
however, that there are a considerable 20% who use it without 
thinking about the tasks set and the answers returned, and 
directly use them to pass them as a solution to homework. 

 
Fig. 5. Answers "If you used ChatGPT in any discipline, did you tell the 

teacher?" 

Another question in the survey gives an example of a small 
programming task that usually could be given as homework or 
in a workshop. The question itself states: “You have a task for 
finding the shortest path in a graph in C++…… Write the 
question that you would ask ChatGPT”. The answers vary from 
complete copy-paste of the text of the task to breaking down 
the steps they would take to explain their problem to ChatGPT 
and to paraphrase the question. Some of the most interesting 
answers are: 

 “No question just ctrl + c and ctrl + v on the task, He 
understands it and if my ideas are different from his 
answer then I ask specific questions, but this is rarely 
necessary.” 

 “I would like to give me the whole code so I can get the 
idea of how the algorithm works, then I'd try to write 
the code myself and if something doesn't work out I'd 
check from the already given answer.” 

 “Make me a road map for all the algorithms for finding 
the shortest path in a graph, ranking them for me from 
good and used to not so much, taking into account 
speed, complexity, and all advantages.” 

 “Write me some C++ algorithms that can find the 
shortest path in a graph from vertex A to vertex B.” 

 “Algorithms for shortest path in a graph C++”. 

It is interesting to note that from 102 answers, only 13 are 
in English. That gives the impression that the students are more 
willing to ask in their native language, in this case - Bulgarian, 
and receive the answers in the same language. While the ability 
of ChatGPT to understand and perceive different languages 
there are some cases where the agent is confused and thus 
susceptible to wrong answers. Fig. 6 shows a conversation with 
ChatGPT where the Bulgarian language is incorrectly 
recognized as Russian and the chat needs several interactions 
to understand and correct the problem. 

 

Fig. 6. Screenshot of confused ChatGPT. 

It is interesting to see if they need any additional guidance 
and pointers on how to use it if they are officially allowed to 
use AI agents. Only 8.8% felt they needed help at least in the 
beginning, and 66.7% would use it directly themselves without 
a problem (see Fig. 7). 

Apart from whether they have used or would use it is 
interesting to see how they use ChatGPT and what types of 
questions they ask. The reason behind this is that a large 
proportion of the respondents have expressed their desire for 
copy able text assignments in the past. Students, and more 
specifically, the students who have responded to the survey, do 
not like assignments that are spoken and explained aloud. Here, 
it should be noted that the assignments in question, are simple 
tasks, meant to be done in the timespan of a workshop and not 
homework assignments. 
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Fig. 7. Answers "If the teacher allows you to use ChatGPT in your 

discipline, would you use it?" 

Pretty quickly it came as obvious to this attachment to the 
text format. Given an assignment with 10 tasks, some students 
produce the answers in less than five minutes, which under 
normal circumstances is impossible, as it is physically 
impossible to write a programming source code for such a 
short time. Upon close inspection of the provided answers, it is 
not difficult to notice that they are generated by AI, as some 
small details are not described in the assignments and are 
known by the lecturers. This whole situation is quite an 
obvious sign of ChatGPT usage. 

Fig. 8 shows that according to the self-assessment of the 
respondents, 46.1% try to ask guiding questions to the agent to 
orientate themselves in the problem and the topic based on the 
answers received. Some of them (18.6%) try to break the 
assignment into separate problems, ask questions related to 
them, and then summarize and combine the information from 
the received answers. There are still 18.6%, who don't bother to 
think about the task they have and directly give it to ChatGPT 
to get the ready answer. There are also 10% of respondents 
who do not have much success using the chatbot because they 
cannot ask their questions in a way that it understands them 
correctly. 

Regarding the received answers is shown in Fig. 9. 42.2% 
of the respondents used the chat just for pointers about their 
problem and the same percentage found mistakes in the 
answers that they corrected before submitting or using them. A 
relatively small percentage, but still a notable percentage – 
8.8% directly used the received answers without any 
corrections. This raises the question about their ability and 
willingness to further check and dive into the problem. 6.9% 
answered that they had not used the solution provided by 
ChatGPT. While the percentage is small, it is interesting to find 
out why is– maybe the provided solution was not correct at all 
or was too complex to understand and implement, or they have 
just wanted to see and play around with the chat. 

R4: Can learners rate the responses received from ChatGPT 
- According to the results shown in Fig. 10, 30.4% of 
respondents do not bother to check the answers received from 
the chatbot, with 24.5% trusting them completely. Almost 20% 
check each answer further, and 50% first consider whether the 
answer can be used and only then check it. 

 
Fig. 8. Answers to "What type of questions do you ask ChatGPT?" 

 
Fig. 9. Answers to "Did you directly use the solution / answer that ChatGPT 

returned?" 

 
Fig. 10. Answers of "Using ChatGPT do you check the answer in other 

sources?" 

To assess how the respondents think about the answers 
from the chatbot, a question in which two definitions are given 
for the same term (in this case it is a definition of a set). All 
participants are aware of the term and use it in the learning and 
programming process. They are given a definition of the 
concept that is popular in textbooks and a definition given by 
ChatGPT. Their task is to evaluate the two definitions. The 
received answers show that for the respondents it does not 
matter whether the definition will be strictly formulated (in this 
case, it is the second definition, the one from the textbooks) or 
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it will be in a more descriptive form and with few examples 
(the first, from ChatGPT) - still for 38.2% the answer returned 
by ChatGPT is clearer and more understandable and they are 
more likely to trust it. For 31.4% the strictly theoretical 
versions is more understandable, and for 15.7% of the 
respondents, both are equally clear (see Fig. 11). What's worse 
is that for 14.7%, neither of the two definitions or explanations 
is comprehensible, and as we said - this is certainly something 
familiar to them, or at least should be. 

 
Fig. 11. Answers to "Which of the two definitions below is more 

understandable to you?" 

VI. CONCLUSIONS 

The usage of ChatGPT and similar AI-based technologies 
is something that is going to be more and more common. As 
lecturers and teachers, it is up to us to be able to navigate and 
adapt to it. The students have this very tempting, interesting, 
and easy-to-use at first glance technology. It is expected that 
they will be tempted to use it, after all this is an easy way to 
pass an exam and receive an excellent grade. While the 
education system does have its flaws and rewards excellent 
grades, the usage of these types of systems can and should be 
used in more efficient and effective manners to help with 
developing the thinking and problem-solving skills of the 
students. 

From the experiment described in this article, the following 
can be concluded: 

 ChatGPT systematizes sources of information found on 
the Internet on a given topic and saves time and effort; 

 It provides personalized feedback and assistance to 
students anytime and from anywhere where they have 
access to the Internet; 

 There is a real danger that students will learn false, 
malicious, or biased information if they rely entirely on 
ChatGPT without verifying the authenticity of what is 
written. As the survey shows, they do not pay enough 
attention and accept the answers as true; 

 There is a real danger of fraud in the preparation of 
academic texts, cheating and plagiarism; 

 The answers from ChatGPT can be deceiving and if the 
students are trusting it blindly, as this survey has proven 
to be the case, this can lead to bigger problems in the 

future. Many of today’s students are going to develop 
the habit of copy-and-pasting their problems in such 
chats and are going to stop developing their critical 
thinking thus limiting their intellectual growth. 

This research underscores the undeniable potential of 
ChatGPT in reshaping educational dynamics. However, it also 
emphasizes the critical need for responsible integration. The 
findings spotlight the importance of equipping students with 
the skills to discern between AI-generated content and 
authentic knowledge. Striking a balance between leveraging AI 
for efficiency and preserving the essence of intellectual growth 
remains imperative in the evolving landscape of education. 

While ChatGPT demonstrates remarkable capabilities, the 
study accentuates the irreplaceable role of human guidance in 
education. The findings highlight that, despite AI's potential to 
enhance learning experiences, it should be viewed as a tool 
rather than a substitute for human educators. The emphasis is 
on developing strategies to effectively integrate AI while 
ensuring that students receive the mentorship and critical 
thinking skills essential for their development. 

As ChatGPT and similar AI technologies become integral 
to the educational experience, there is a pressing need to 
incorporate ethical AI education. The study underscores the 
importance of guiding students in understanding the ethical 
implications of relying on AI tools. Educators are encouraged 
to incorporate discussions on responsible AI use, fostering a 
generation that not only embraces technological advancements 
but also critically evaluates their impact on learning and 
intellectual development. 
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Abstract—Predicting the trend of stock prices is a hard task 

due to numerous factors and prerequisites that can affect price 

movement in a specific direction. Various strategies have been 

proposed to extract relevant features of stock data, which is 

crucial for this domain.  Due to its powerful data processing 

capabilities, deep learning has demonstrated remarkable results 

in the financial field among modern tools. This research suggests 

a convolutional deep neural network model that utilizes a 2D-

CNN to process and classify images. The process for creating 

images involves transforming the top technical indicators from a 

financial time series, each calculated for 21 different day periods, 

to create images of specific sizes. The images are labeled Sell, 

Hold, or Buy based on the original trading data. Compared to 

the Long Short Time Memory Model and to the one-dimensional 

Convolutional Neural Network and the model exhibits the best 

performance.  

Keywords—Technical indicators; convolutional neural 

networks; stock trend forecasting; deep learning 

I. INTRODUCTION 

Predicting stock trends has been the subject of intensive 
research for decades, making it a challenging problem [1] [2]. 
Developing accurate prediction models is challenging due to 
the many factors that can impact price changes.  In recent 
years, machine learning and text mining models have shown 
promising results in multiple applications, including stock 
market prediction [3]. However, deep learning techniques [4] 
[5] [6] have become a potential alternative due to the limited 
accuracy of these models. The use of deep learning in financial 
studies is becoming increasingly popular as its potential is 
demonstrated in various applications. Despite this, deep neural 
networks are still not widely used for stock market prediction. 
The main reason for this is that processing financial data is 
difficult and the prediction task is complex. To tackle this 
issue, a unique strategy is suggested that transforms financial 
data into image-like representations and utilizes a deep 
convolutional neural network (CNN) to forecast stock trends. 

This paper provides a thorough explanation of the 
approach, encompassing the technical aspects of the model and 
the data pre-processing procedures. The proposal consists of 
converting financial data into 2D images and then feeding them 
into a CNN for training. In particular, 21 technical indicators 
for a 21-day period are computed and the 225 most pertinent 
features are selected, which are transformed into 15x15 

images. A chronological sequence of these images is used as 
input to the CNN model. 

The approach's effectiveness in predicting stock trends is 
demonstrated by the presentation of its results. The model's 
performance is evaluated through various metrics, such as 
precision, confusion matrix, F1-score, and recall. Moreover, 
the evaluation of the outcomes of the proposed approach 
against other conventional machine learning models, proving 
that the deep learning approach is superior. In summary, the 
proposed approach is a promising solution for stock market 
prediction, delivering a more precise and efficient alternative to 
traditional machine learning models. 

The rest of the paper is structured as follows: Section II 
describes the related work; Section III details the background 
and the followed methodology in Section IV. Section V covers 
the results, and Section VI presents general conclusions. 
Finally future works is given in Section VII. 

II. RELATED WORK 

Different approaches have been investigated in the field of 
predicting stock prices to improve the accuracy of forecasts. [7] 
It suggests employing ARIMA models, for crop price 
predictions. It recommended using feature selection techniques 
to enhance their predictive abilities. The research in [8] 
developed an HNN-based forecasting approach that utilized 
headline information as well as ARIMA model predictions to 
drive sales estimation and business strategic decision making 
for the publishing industry.  

For forecasting stock price indices, [9] came up with a 
method integrating ARIMA model and backward propagation 
neural network. The resulting statistics were compared against 
outputs attained via back propagation neural network and a 
single ARIMA model approach, respectively. Similar to [10], a 
model was designed to measure time periods optimal for the 
prediction of the market price of securities within various 
industries in 2019. The results emphasized the importance of 
using large datasets while training models to predict with more 
precision. A hybrid CNN-TLSTM model for predicting the 
USD/CNF exchange rate by [11] obtained low mean absolute 
percentage error (MAPE) and mean squared error (MSE) 
showing its ability of dealing with complex nonlinear data 
According to [12], CNN-LSTM proved efficient as a 
quantitative trading strategy analyzer in the stock market 
capable of forecasting future movement of stocks and revealing 
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their patterns. The study in [13] proposed the CNN-BiLSTM-
AM technique for prediction of the following days’ closing 
stock prices.  

The study revealed that this model achieved greater 
predictive accuracy as well as performance when compared to 
other models using CNNs coupled with an attention 
mechanism. A study by [14] used an LSTM recurrent neural 
network to predict stock market trends, highlighting the LSTM 
model’s capacity for accurately predicting stock prices. 

III. BACKGROUND 

A. Background 

Deep learning has become one of the most relevant 
mechanisms in the domain of machine learning and has been 
used generally in image recognition and natural language 
processing [15]. The most commonly used deep learning 
algorithms are convolutional neural networks (CNN) for 
feature extraction [16], recurrent neural networks (RNN) for 
mining time series data [17], etc. Therefore, for the purpose of 
making full use of their benefits, a CNN model is utilized to 
benefit from its power in feature extraction, which will be 
presented as follows. 

1) Convolutional neural networks: Undoubtedly, 

convolutional neural networks (CNNs) (see Fig. 1) have 

established themselves as the most prevalent deep learning 

model, showcasing various network structures encompassing 

1D, 2D, and 3D CNNs [18]. The 1D CNN specializes in 

processing sequential data [19], while the 2D counterpart 

excels in image and text recognition. Conversely, the 3D CNN 

takes the next stage in the identification of video data [20]. A 

standard convolutional neural network comprises an input 

layer, an output layer, and multiple hidden layers. These 

concealed layers typically house numerous convolutional 

layers that execute convolution through a dot product, 

employing RELU as the activation function. Following these 

convolutional layers are additional operations such as pooling, 

flattening, and fully connected layers [21]. 

2) Convolutional layer: The convolutional rlayer, a 

cornerstone of convolutional neural networks, shouldes the 

bulk of computational burden. It utilizes a set of spatially-

restricted filters, each spanning the entirety of the input 

volume's depth. During the forward pass, these filters are slid 

across the input's width and height, computing the dot product 

between their entries and the input at each position. This 

process, akin to fingerprint identification, generates a 2D 

activation map, revealing the filter's response at every 

location. The network learns filters that activate to specific 

visual features, each producing a distinct map. These maps are 

then stacked along the depth dimension, forming the layer's 

output volume. 

3) Pooling layer: Convolutional neural networks 

frequently employ pooling layers interspersed between 

convolutional layers. These interludes serve to shrink the 

representation's size, thereby reducing both the network's 

parameter count and computational demands, while 

simultaneously mitigating overfitting. The pooling layer 

independently processes each depth slice of the input, resizing 

it through a MAX operation. A widely used variant employs 

2x2 filters with a stride of two, effectively down sampling 

each depth slice by a factor of two in both width and height 

dimensions. This translates to each MAX operation extracting 

the highest value from a quartet of numbers, leaving the depth 

dimension unaltered. 

4) Fully connected layer: Fully connected layers establish 

connections between every neuron in one layer and every 

neuron in another layer. This architecture is similar to that of a 

traditional multi-layer perceptron neural network (MLP). In a 

CNN, the flattened matrix is passed through a fully connected 

layer to enable classification. 

 

Fig. 1. CNN model architecture. 
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IV. METHODOLOGY 

The proposal involves a model that employs Convolutional 
Neural Networks (CNNs) to detect favorable buying and 
selling points in stock prices. The model utilizes the top 15 
technical indicators out of 21, using varying time intervals to 
generate images.  As mentioned in (see Fig. 4), this approach 
encompasses four key stages: feature engineering, feature 
selection, data labeling, class imbalance handling, and image 
creation. The objective is to identify the most appropriate buy, 
sell, and hold positions in the time series of related stock 
prices. 

1) Feature engineering: The dataset comprises features 

such as Date, Open, High, Low, Close, Adj Close, and 

Volume. To enhance the dataset's informational value, it’s 

necessary to calculate 21 technical indicators for each day. 

These indicators include: RSI, William %R, MFI, MACD, 

PPO, ROC, CMFI, CMO, SMA, EMA, WMA, HMA, Triple 

EMA, CCI, DPO, KST, EOM, IBR, DMI, PSAR, and Volume 

values for intervals ranging from 6 to 27 days. These 

indicators are primarily categorized as momentum or 

oscillator types. 

2) Feature selection: The proposed method improved the 

model’s performance by applying a feature selection 

technique to the technical indicators. It selected 225 high-

quality features using a univariate method that chooses 

variables with a strong relationship to the target outcome. It 

used two methods for feature selection: ANOVA F-value 

focusing on statistically significant differences between 

classes, and mutual information capturing non-linear 

relationships. It identified the features that both methods 

agreed on, then sorted the index list from the intersection of 

ANOVA F-value and mutual information to group similar 

indicators in the image. 

3) Labeling data: The target was labeled by following a 

methodology [22] that used an 11-day window on the closing 

price. It checked if the middle number in the window was the 

highest, and if so, labeled the last day (11th day) as SELL. 

Otherwise, if the middle number was the lowest, labeled the 

last day as BUY. If neither condition was satisfied, labeled the 

last day as HOLD. The window was then slid and the process 

was repeated. This approach aimed to identify buying and 

selling opportunities at low and high points within each 11-

day interval. 

4) Handling class imbalance: The target was labeled and 

the data was found to be severely imbalanced. The Hold 

instances outnumbered the Buy and Sell instances by a large 

margin. The labeling algorithm used produced a relatively 

high number of Buy and Sell instances. Moreover, the Hold 

class was difficult to classify, making it hard for the model to 

learn meaningful insights. To solve this problem, the Sample 

Weights technique was adopted. This technique involved 

giving more weight to specific samples, which was a 

successful method for dealing with class imbalance. 

5) Image creation: After completing all the preparatory 

steps, including downloading the dataset, calculating the 

technical indicators, performing feature selection, labeling the 

target, and normalizing the data, tabular data containing 225 

features for each day was obtained. Subsequently, this data 

was converted into an image-like format. Sample 15x15 pixel 

images generated during this image creation process are 

presented in (see Fig. 2) to illustrate the visual representation 

of the data. 

 

Fig. 2. Sample of generated images. 

6) CNN model architerture: The proposed model consists 

of nine layers. The first layer, the input layer, receives images 

of size 15x15x3. The second layer is a convolutional layer 

with 25 filters, each of size 2x2. This layer is followed by a 

dropout layer that randomly drops out nodes during training 

with a 0.15% probability. Next, another convolutional layer is 

added, featuring 12 filters of the same size as the previous 

layer, stacked to a dropout layer with the same percentage 

(0.15%). Comes next the flatten layer, a dense layer with 100 

neurons, a dropout layer with 0.15%, and the last layer which 

is the output layer with three neurons The model's output layer 

consists of three neurons, which determine the final action. 

The neural network uses the Adam optimizer, which is an 

adaptive gradient-based method that adjusts the learning rate 

for each parameter based on the previous gradients. It uses a 

learning rate of 0.001, which is a common value for the 

optimizer. The neural network trains for 3000 epochs, which 

means it sees the training data 3000 times with a batch size of 

64 sample. EarlyStopping and ReduceLROnPlateau callbacks 

were utilized during model training. The first one stops the 

training when a monitored quantity (such as the validation 

loss) stops improving, and the last one reduces the learning 

rate when a monitored quantity (such as the validation loss) 

stops improving. (see Fig. 3) shows a recap for the CNN 

architecture. 
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Fig. 3. Model. 

a) EarlyStopping: Choosing the optimal number of 

training epochs is critical when training a neural network. 

Employing too many epochs can lead to overfitting, where the 

model becomes overly reliant on the training data and loses 

generalizability. Conversely, using too few epochs can result 

in underfitting, where the model fails to grasp the underlying 

patterns in the data. To address this dilemma, a technique 

called "early stopping" can be implemented. This involves 

training the model for a potentially large number of epochs, 

but proactively stopping the training process once the model's 

performance on a separate validation dataset ceases to 

improve. 

b) ReduceLROnPlateau: During training, deep neural 

networks leverage the stochastic gradient descent (SGD) 

algorithm. This optimization technique utilizes randomly 

sampled data points from the training set to estimate the error 

gradient of the model's current state. Subsequently, the 

backpropagation algorithm is employed to update the model's 

weights based on this gradient information. 

The learning rate governs how rapidly the model adapts to 
the problem it's facing. Smaller learning rates necessitate more 
training epochs because the weights are updated with smaller 
increments in each iteration. Conversely, larger learning rates 
propel faster adjustments, demanding fewer epochs. 

However, selecting an inappropriate learning rate can lead 
to complications. A learning rate that's too high can cause the 
model to converge rapidly to a suboptimal solution, missing 
the optimal one. Conversely, a learning rate that's too low can 
cause the training process to become sluggish and potentially 
stall indefinitely. Consequently, selecting the optimal learning 
rate is crucial for effective deep neural network training. 

7) Performance evaluation: The proposed model was 

assessed mainly by its computational performance, especially 

its accuracy in classifying buy, hold, and sell categories. These 

predicted labels guided buy, sell, and hold decisions based on 

stock prices. The model was trained and tested on 

WALMART stocks, using train, validation, and test splits. The 

F1-score was the main metric for performance evaluation on 

the test data, along with other metrics such as the confusion 

matrix, weighted F1 score. 

 

Fig. 4. Proposed method. 
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V. RESULTS 

On WALMART test data the model gave the following 
result: 

The model's predictive abilities were thoroughly evaluated 
and analyzed. Table I presents the confusion matrix for the 
WALMART test data, while Table II offers a deeper analysis 
based on these results. Notably, the precision values for "Buy" 
and "Sell" classes surpass those for "Hold," indicating the 
model's strength in capturing key buy and sell points. However, 
false entry and exit points arose due to the inherent rarity of 
these instances compared to "Hold" periods. This posed a 
challenge for the neural network: accurately detecting rare 
entry and exit points while maintaining the overall "Hold" 
distribution. As a consequence, the model generated false 
alarms for non-existent entry and exit points to capture the 
majority of true ones. Additionally, the "Hold" points lacked 
the clear definition of "Buy" and "Sell" points, leading to some 
confusion, particularly near peaks and valleys within sliding 
windows. 

TABLE I. CONFUSION MATRIX OF TEST DATA (WALMART) 

Predicted 

Actual Buy Sell Hold 

Buy 44 0 20 

Sell 0 42 19 

Hold 122 140 613 

The F1-weighted score was used to comprehensively assess 
classification performance, which considered class weights for 
a more refined evaluation. The sample count of each class 
determined its F1 score weight. Multi-Layer Perceptron 
(MLP), Long Short-Term Memory (LSTM), and Convolutional 
Neural Network (CNN) methods were the baselines for stock 
market prediction, compared with the proposed model. Table 
III displayed the comparative prediction results. 

TABLE II. EVALUATION OF TEST DATA (WALMART) 

Total Accuracy: 0.699 

 Buy Sell Hold 

Recall 0.6875 0.6885 0.7000 

Precision 0.2650 0.2307 0.9401 

F1-Score 0.3825 0.3455 0.8024 

Weighted F1 0.7480 

TABLE III. THE AVERAGE OF F1-SCORE OF TEST DATA (WALMART) ON 

DIFFERENT MODEL 

Model AVG F1-Score 

CNN 0.44 

LSTM 0.57 

MLP 0.45 

CNN 2D 0.74 

VI. CONCLUSION 

In this study, a 2D Deep Convolutional Neural Network 
model was developed utilizing financial data and technical 
indicators to predict optimal buy and sell points. The model 
analyzed financial time series data, converted it into 2D 
images, and identified "Buy," "Sell," and "Hold" signals for 
profitable trades. Using WALMART stock prices as the 
primary data source, the model outperformed other models 
with the same dataset.  

While the model's performance is encouraging, there's still 
room for improvement. Experimenting with various 
techniques, such as hyperparameter tuning, exploring different 
image sizes, alternative target labeling strategies, and utilizing 
additional technical indicators, could yield further gains. This 
research also contributes to the growing trend of applying 2D 
CNNs to non-image data, particularly in time series 
forecasting. 

VII. FUTURE WORKS 

The model was trained on the historical data of 
WALMART stocks. For future work, more stock data from 
different sources will be incorporated to enhance the deep 
learning models. Moreover, other types of deep neural 
networks and their combinations will be explored to achieve 
better performance. Furthermore, since the news has an impact 
on the stock price trends, the model will be augmented with 
sentiment analysis features to increase its accuracy. 
Additionally, alternative labeling methods will be 
experimented to improve the model outcome. 
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APPENDIX 

1) Relative Strength Index (RSI): The Relative Strength Index (RSI), 

conceived by J.W. Wilder in 1978, quantifies the relative intensity of upward 

price movements against downward ones. This technical indicator, employed 

by traders to assess trend strength and identify potential reversals, offers 

valuable insights into momentum and potential trading signals. As price 

fluctuations occur, RSI values oscillate between 0% and 100%, signifying 

whether prices reside in the overbought (above 70%) or oversold (below 30%) 

territory. Equation for calculating the RSI value is provided in Eq. (1): 

         
   

                          ⁄
  (1) 

2) Williams %R: The Williams %R indicator, a stalwart among 

momentum-based technical tools, assists traders in identifying overbought and 

oversold conditions in stock prices. Its domain spans a spectrum from -100 to 

0, serving as a window into market sentiment. A well-established 

interpretation of Williams %R values posits those readings below -80 signal 

an "oversold" market, ripe for potential upward reversals. Conversely, values 

exceeding -20 suggest an "overbought" market, susceptible to downward 

corrections. Eq. (2) details the calculation of Williams %R. 

   
               

                   
        (2) 

3) Money Flow Index (MFI): The Money Flow Index (MFI), a technical 

analysis stalwart, leverages both price and volume data to gauge overbought 

and oversold conditions in an asset, pinpointing potential trend reversals. Its 

values range from 0 to 100, offering a window into market sentiment. Unlike 

the Relative Strength Index (RSI), which focuses solely on price, the MFI 

encompasses both price and volume information, painting a more complete 

picture of market sentiment. Eq. (3) to Eq. (5) show the calculation of MFI: 

                (3) 

     
                          

                          
 (4) 

         
   

     
  (5) 

4) Moving Average Convergence and Divergence (MACD): The 

Moving Average Convergence Divergence (MACD) indicator is a technical 

analysis tool that gauges the momentum and direction of stock prices. It 

measures the relationship between two moving averages of a security's price 

to identify potential turning points in the market. 

When the MACD line crosses above the signal line in an upward direction, 
it suggests that bullish momentum is increasing, and stock prices are likely to 
rise. Conversely, if the MACD line crosses below the signal line in a 
downward direction, it indicates that bearish momentum is gaining strength, 
and stock prices are likely to fall. 

The MACD indicator is a versatile tool that can be used to identify 
potential buy and sell signals, assess the strength of a trend, and anticipate trend 
reversals. However, it's important to note that the MACD indicator should not 
be used in isolation and should be considered in conjunction with other 
technical indicators and fundamental analysis. Eq. (6) and Eq. (7) show the 
calculations of MACD and Signal Lines: 

                        (6) 

                        (7) 

5) Percentage Price Oscillator (PPO): While the Percentage Price 

Oscillator (PPO) might appear similar to the MACD, a closer look reveals a 

subtle difference. While both rely on moving averages to assess momentum 

and trend direction, their calculation methodologies diverge. Eq. (8) and Eq. 

(9) illustrate the specific computations employed by the PPO to arrive at its 

main line and signal line: 

     
            

     
       (8) 

                       (9) 

6) Rate of Change (ROC): The Rate of Change (ROC) indicator shines 

a light on the velocity of price movements over a defined timeframe. Eq. (10) 

unveils its computational heart: 

     
                          

              
      (10) 

7) Chaikin Money Flow Indicator (CMFI): The Chaikin Money Flow 

(CMF) indicator, a technical analysis stalwart, gauges the volume of capital 

flowing into or out of a security over time. Its values dance between 1 and -1, 

with proximity to 1 signifying robust buying pressure and proximity to -1 

indicating potent selling pressure. 

A CMF value hovering near 1 whispers of a substantial inflow of money 
into the security, suggesting buyers firmly grip the market reins. Conversely, a 
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CMF value teetering around -1 hints at a considerable outflow of capital, 
indicating sellers are asserting control. 

However, it's crucial to acknowledge that the CMF indicator should not be 
a solitary oracle. Its effectiveness is amplified when combined with other 
technical indicators and fundamental analysis, creating a well-rounded 
investment perspective. For the mathematically inclined, the CMF's inner 
workings are unveiled in Eq. (11) to Eq. (13): 

            
                          

          
 (11) 

                                        (12) 

             
                

                   
 (13) 

8) Chande momentum oscillator (CMO): The Chande Momentum 

Oscillator (CMO) joins the ranks of the RSI and the stochastic oscillator as a 

fellow momentum indicator. It too dances between -100 and 100, but with its 

own interpretive twist. When the CMO value waltzes past 50, stock prices are 

deemed to be frolicking in "overbought" territory. Conversely, a plunge below 

-50 suggests they're wallowing in the "oversold" zone. Eq. (14) unveils the 

CMO's inner workings: 

          
      

      
  (14) 

9) Simple moving average (SMA): The humble Simple Moving Average 

(SMA) reigns supreme as a fundamental indicator, capturing the essence of a 

security's price movement over a chosen period. Its power lies in its simplicity 

– it's just the average of prices during that timeframe. Its true magic unfolds 

when it's crossed by the actual stock price. Eq. (15) unveils the unassuming 

yet powerful formula behind the SMA: 

          ∑
    

 

   
      (15) 

10) Exponential moving average (EMA): The exponential moving 

average (EMA) is a type of moving average indicator that places greater 

weight on recent price data, making it more responsive to current trends. 

Traders employ the EMA on trading charts to identify potential entry and exit 

points for trades based on the relative position of price action to the EMA. 

When the EMA is high relative to price, traders may consider selling, while 

when it is low relative to price, they may consider buying. Eq. (16) illustrates 

the calculation of EMA: 
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With                 (17) 

11) Weighted Moving Average (WMA): While both the weighted moving 

average (WMA) and exponential moving average (EMA) aim to capture 

trends by assigning decreasing weights to past closing prices, their weighting 

mechanisms differ. The EMA employs an exponential decay, where the 

weights decline rapidly as we move back in time. In contrast, the WMA 

utilizes a linear decay, resulting in a more gradual decrease in weights 

assigned to older prices. This distinction highlights the potential for the WMA 

to offer a different perspective on market trends compared to the EMA, 

particularly in situations where recent price movements hold significant 

importance. Eq. (17) shows how WMA is calculated: 

          
                    

           
 (17) 

12) Hull Moving Average (HMA): The Hull moving average (HMA) 

stands out among moving average indicators for its superior ability to 

minimize lag, a common drawback of traditional SMAs. While EMAs and 

WMAs attempt to address this issue by emphasizing recent data, HMA takes 

it a step further, achieving even better lag reduction. Eq. (19) details the 

HMA's calculation, highlighting its distinct approach.: 
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)         √ ) (18) 

13) Triple Exponential Moving Average (TEMA): The triple exponential 

moving average (TEMA) tackles a persistent challenge in technical analysis: 

how to filter out minor price fluctuations while capturing the underlying trend. 

Unlike traditional EMAs, TEMA employs a layered approach, essentially 

applying multiple exponential weightings to price data. This sophisticated 

strategy, as shown in the subsequent formula, effectively smooths out short-

term volatility, revealing the true market direction with greater clarity: 

              (          )      (        ) 
  (19) 

14) Commodity Channel Index (CCI): Standing out as a versatile tool for 

traders, the Commodity Channel Index (CCI) assesses how much a current 

price deviates from its typical range over a specified period. Essentially, it 

compares the present price to the average price within that timeframe, 

translating the difference into an easily interpretable value. Although 

fluctuating between -100 and 100, the CCI spends a quarter of its time outside 

this range, signifying potentially significant deviations from normalcy. Eq. 

(20) and Eq. (21) unveil the mathematical magic behind this indicator, 

revealing how it transforms raw price data into a powerful market sentiment 

gauge: 
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15) Detrended Price Oscillator (DPO): Unlike most oscillators chasing 

momentum, the Detrended Price Oscillator (DPO) takes a different path. Its 

unique strength lies in stripping away trend direction from price data, 

allowing it to focus solely on the underlying cyclical patterns. By filtering out 

trend noise, the DPO exposes the true rhythm of the market, highlighting 

peaks and troughs that hint at potential turning points. Eq. (22) unveils the 

secret behind this transformation, revealing how the DPO isolates cyclical 

swings for informed buy and sell decisions based on historical echoes: 

     
          

 
                        (22) 

Where X is the number of periods used for the look-back period. 

16) Know Sure Thing (KST): he Know Sure Thing (KST) indicator, 

conceived by Martin Pring, addresses a fundamental challenge in technical 

analysis: deciphering the complexities of rate-of-change (ROC) data. KST 

tackles this challenge by employing a novel multi-period approach. It 

calculates simple moving averages (SMAs) of four distinct ROC periods, 

effectively smoothing out volatility and capturing momentum across various 

timeframes. These tamed ROC values then converge into a single, 

comprehensive indicator: the KST. To further enhance its interpretability, a 9-

period SMA of the KST itself is employed as a signal line, generating 

crossover alerts for potential trading opportunities. Eq. (23) formalizes this 

innovative approach, unveiling the intricate interplay of SMAs and ROCs 

within the KST framework: 

                                          
   (23) 

where: 
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RCMA1 = 10-period SMA of 10-period ROC 

RCMA2 = 10-period SMA of 15-period ROC 

RCMA3 = 10-period SMA of 20-period ROC 

RCMA4 = 15-period SMA of 30-period ROC 

17) Ease of Movement (EOM): In the technical analyst's toolbox, the 

Ease of Movement (EOM) indicator stands out as a bridge between the 

ephemeral world of momentum and the tangible realm of volume. EOM seeks 

to capture this crucial intersection, condensing the combined influence of 

price movement and volume into a single, quantifiable value. This value, at its 

core, aims to answer a critical question: are prices moving "easily" in their 

current trend? EOM posits that effortless price movements, reflected in high 

EOM readings, hold the potential to persist and present lucrative trading 

opportunities. Eq. (24) to Eq. (26) unveil the mathematical alchemy behind 

EOM, revealing how it transforms raw price and volume data into this 

insightful blend of momentum and volume analysis: 
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18) Interbank Rate (IBR): The interbank rate, often overlooked yet 

crucial to the financial system's smooth functioning, operates like an invisible 

plumbing system connecting banks. This rate dictates the interest charged 

when banks borrow short-term funds from each other to meet immediate 

liquidity needs or conversely lend out excess reserves. These interbank loans, 

captured in Eq. (27), typically have very short durations, often overnight and 

rarely exceeding a week. Understanding the interbank rate is akin to 

comprehending the heartbeat of the financial system, as it regulates the flow 

of liquidity and influences borrowing costs for all institutions within the 

network: 

    
                  

                  
  (27) 

19) Directional Movement Indicator (DMI): The Directional Movement 

Indicator (DMI) stands apart from conventional trend indicators by offering a 

multifaceted perspective. Instead of relying on a single metric, DMI deploys a 

three-pronged attack, harnessing the strengths of the Average Directional 

Index (ADX), the plus directional indicator (+DI), and the minus directional 

indicator (-DI). This powerful triumvirate delves deep into the trend's soul, 

simultaneously revealing its strength, direction, and potential turning points. 

DMI, with its values ranging neatly between 0 and 100, paints a clear picture 

of the market's underlying momentum, empowering traders to identify and 

capitalize on trending opportunities with greater confidence. 
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20) Parabolic SAR: The Parabolic SAR (SAR) acts as a vigilant sentinel, 

constantly scanning the market landscape for potential ambush points – where 

trends might stall or reverse. This dynamic indicator relies on a trio of key 

components: The previous SAR value, the extreme point (EP) marking the 

trend's peak or trough, and the ever-adapting acceleration factor (AF) 

reflecting the trend's sensitivity. As Eq. (31) and Eq. (32) illustrate, rising EPs 

fuel AF's ascent, amplifying the SAR's response to potential reversals. 

Conversely, falling EPs trigger AF's descent, making the SAR more cautious 

in a weakening trend. This intricate interplay between past, present, and future 

trends empowers traders to identify critical points of potential stops and 

reverses, navigating the market with newfound foresight. 

                                  (31) 

                                 (32) 
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Abstract—In the current age, internet and its usage have 

become a core part of human existence and with it we have 

developed technologies that seamlessly integrate with various 

phases of our day to day activities. The main challenge with most 

modern-day infrastructure is that the requirements pertaining to 

security are often an afterthought. Despite growing awareness, 

current solutions are still unable to completely protect computer 

networks and internet applications from the ever-evolving threat 

landscape. In the recent years, deep learning algorithms have 

proved to be very efficient in detecting network intrusions. 

However, it is exhausting, time-consuming, and computationally 

expensive to manually adjust the hyper parameters of deep 

learning models. Also, it is important to develop models that not 

only make accurate predictions but also help in understanding 

how the model is making those predictions. Thus, model 

explainability helps increase user’s trust. The current research 

gap in the domain of Network Intrusion Detection is the absence 

of a holistic framework that incorporates both optimization and 

explainable methods. In this research article, a hybrid approach 

to hyper parameter optimization using hyperband is proposed. 

An overall accuracy of 98.58% is achieved by considering all the 

attack types of the CSE CIC 2018 dataset. The proposed hybrid 

framework enhances the performance of Network Intrusion 

Detection by choosing an optimized set of parameters and 

leverages explainable AI (XAI) methods such as Local 

Interpretable Model agnostic Explanations (LIME) and SHapely 

Additive exPlanations (SHAP) to understand model predictions. 

Keywords—Network Intrusion Detection; deep learning; hyper 

parameter optimization; hyperband; CSE CIC IDS 2018 dataset; 

XAI methods; LIME; SHAP 

I. INTRODUCTION 

With cyberattacks becoming increasingly prevalent, it is 
imperative that businesses shift their focus towards 
cybersecurity. Our lives have transitioned to be internet 
centric after the pandemic, but cybersecurity problems are also 
intensifying every day.  Researchers are concentrating on 
creating Deep Learning (DL) based Network Intrusion 
Detection System (NIDS) to identify zero-day attacks as new 
varieties of cyberattacks continue to emerge. Outdated attack 
traffic and no representation of contemporary attack types 
leads to poor representation of real time network traffic. Also, 
redundancy, anonymity due to privacy or ethical issues, 
simulated traffic, lack of traffic diversity, and the absence of 
an all-inclusive dataset are some issues with most of the 
existing datasets. Despite numerous attempts, the research 
community is yet to accomplish the development of systems 
that can handle threats without human intervention. Malicious 

cyberattacks create significant security risks, necessitating the 
development of an innovative, adaptable, and more 
dependable Intrusion Detection System (IDS). The number of 
Internet-connected devices is anticipated to reach 50 billion by 
the end of the decade [1]. Although, techniques for infiltration 
and security defences have advanced dramatically during the 
past decade, a significant number of organizations still use 
outdated cybersecurity solutions. 

Considering the above challenges, the primary objective of 
this research article, is to implement an explainable and 
optimized network intrusion detection model using DL 
techniques. The proposed work incorporates both optimization 
and XAI methods. The main contributions are as follows: 

 Implement hyperband algorithm on the proposed 
DNNHXAI (Deep Neural Network Hypertuned XAI) 
model to choose optimized parameters. 

 Investigate explainability of the proposed model using 
LIME and SHAP. 

II. LITERATURE SURVEY 

Notable numbers of works are proposed in the area of 
NIDS, Abdulnaser et al. used Apache Spark and DL models 
on the CSE CIC 2018 dataset. The authors conclude that 
Spark drastically reduces the training time when compared to 
DL models [2]. Haripriya et al. performed distributed training 
of deep auto-encoder including all the attacks of the CSE CIC 
IDS 2018 dataset. The authors achieved an accuracy of 
98.96% by training their proposed model on two worker 
nodes. [3]. Kanimozhi et al. used Artificial Neural Networks 
(ANN) and used only the benign and botnet traffic of the CSE 
CIC 2018 dataset. They used Grid Search CV to perform 
hyper parameter tuning. However, the authors conclude that 
their proposed model can be extended to detect the remaining 
classes of the dataset and usage of higher end frameworks like 
Tensor Flow to perform hyper tuning optimization [4]. Vimal 
Gaur implemented Machine Learning (ML) algorithms on 
CICDDoS2019 dataset to detect Distributed Denial of Service 
(DDoS) attacks and performed hyper parameter tuning. The 
author concludes that hyper parameter tuning increases the 
accuracy by 2.01% [5]. Priya Maidamwar et al. implemented 
ML algorithms on UNSW-NB15 dataset and used Grid Search 
CV as their hyper parameter tuning technique. An 
improvement in accuracy and minimization of False Alarm 
Rate (FAR) was observed [6]. 
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Amin et al. propose a ML based NIDS model for binary 
classification on CSE CIC-IDS 2018 dataset. However, they 
observed that minority classes are misclassified due to class 
imbalance and suggest researchers to use techniques like 
Synthetic Minority Oversampling Technique (SMOTE) [7]. 
Haripriya et al. effectively addressed the class imbalance 
problem of the CIC CSE IDS2018 dataset by using SMOTE. 
They used deep autoencoder to classify all the attacks of the 
dataset [8]. Rambasnet applied and compared various State-of-
the-art frameworks on CSE CICIDS2018 dataset. Their 
findings demonstrate the usefulness of different DL 
frameworks for detecting network intrusion traffic. An 
accuracy of 99% was achieved. However, since the class 
imbalance of the dataset was not addressed, a large number of 
infiltration samples were misclassified [9]. 

Anita Shiravani et al. proposed a new method for 
effectively selecting features using fuzzy numbers. The 
authors emphasize on the fact that dimensionality reduction 
plays a major role in pre-processing which in turn improves 
the system performance [10]. Mohammad Mausam et al. 
proposed a NIDS framework using Bayesian Optimization 
(BO) with Gaussian Process (GP). They implemented their 
proposed method on NSL-KDD dataset and conclude BO-GP 
outperforms Random Search Optimization [11]. Yoon Teck et 
al. implemented ML algorithms on CICIDS 2017 dataset and 
used BO-Tree-structured Parzen Estimator (BO-TPE) as the 
hyper parameter tuning technique. The authors direct future 
researchers to apply hyper parameter optimization on DL 
algorithms to substitute their ML approaches [12]. 

Abdulatif et al. implemented ML algorithms in Kitsune 
dataset used in the domain of NIDS. The authors recommend 
Grid Search optimizer with Tree algorithm for Kitsune dataset 
[13]. Hyojoon et al. use Proximal Policy Optimization (PPO) 
algorithm on CICDS2017 and UNSW-NB15 datasets to 
control the hyper parameters of Deep Neural Network (DNN)- 
based feature extractor and K-Means cluster module. The 
authors conclude that feature engineering is crucial in NIDS 
data pre-processing and direct future researchers to carry out 
research using diverse datasets [14]. Sara Emadi et al. 
implement Convolutional Neural Network (CNN) and 
Recurrent Neural Network (RNN) algorithms on the NSL-
KDD dataset. The authors conclude that research in the area of 
NIDS can further be improved by reducing the training time 
and using hyper parameter tuning to improve the overall 
performance [15]. Haripriya et al. carry out a comprehensive 
study on different benchmark IDS datasets and their impact on 
network intrusion techniques [16]. The authors insist on the 
fact that the quality of the dataset plays a vital role in the 
domain of NIDS. 

Zhibo zang et al. carries out an extensive survey on 
different methods, categorization, research gaps and 
challenges of XAI in the domain of Cyber security [17]. Pieter 
Barnard et al. use XGBoost model on the NSL-KDD dataset. 
The authors use SHAP to explain their proposed model [18]. 
Zakaria et al. use DNN on NSL-KDD and UNSW-NB15 
dataset. The authors conclude their work by using LIME, 
SHAP and Rule fit methods to improve the interpretability of 
the proposed model [19]. Shraddha Mane et al. implement 
DNN on NSL-KDD dataset and use XAI methods to generate 

explanations [20]. Basim Mahbooba et al. addressed 
explainability by using Decision Tree (DT) on KDD dataset 
[21]. Syed wali et al. implements Random Forest (RF) on CIC 
CSE IDS2018 dataset and used SHAP as an XAI method [22]. 

Studies from literature reveal that hyper parameter tuning 
is very important to decide on the best architecture of the DL 
model. Although researchers have previously worked on 
optimization algorithms for hyper parameter tuning, there is 
an increasing need to use advanced optimization algorithms 
for hyper parameter tuning to speed up the training process. 
When it comes to optimization, overlooking hyperparameter 
optimization altogether is the most substantial mistake one can 
make. Modest adjustments to hyperparameter values can have 
a significant effect on model‟s performance. Especially in the 
domain of network security, the main aim is to speed up the 
process of intrusion detection and help network administrators 
to take immediate action before a catastrophic attack on the 
network occurs. XAI methods can help minimize model bias 
by outlining the standards for making decisions. Therefore, 
monitoring the model using XAI methods help in lessening 
the bias and also unexpected consequences. Previous research 
works in the field of NIDS reveal that, researchers have either 
used hyper parameter optimization methods or XAI methods 
in the field of NIDS. It is observed that none of the researchers 
used both the methods. This research article leverages both 
hyper parameter tuning and XAI methods, thus providing 
hyper optimization along with a comprehensive understanding 
of model‟s predictions. 

III. METHODOLOGY 

The proposed framework is divided into two stages. First 
hyper parameter tuning is done using hyperband. Secondly, 
XAI methods such as SHAP and LIME are used to interpret 
the model predictions. 

A. Dataset Description and Pre-processing 

The proposed work uses the CSE CIC IDS2018 dataset. 
The main rationale behind choosing the CSE CIC IDS 2018 
dataset is, it reflects the current attacks. Unlike the outdated 
KDD Cup 99 dataset, it also includes a wide range of attacks. 
It is very essential to choose the dataset  that reflects real time 
network traffic comprising a wide diversity of attacks. The 
dataset consists of a total of 16,000,000 samples spread over 
10 CSV files. The dataset was collected from Amazon Web 
Services (AWS) S3 bucket [23]. 

Data type conversion was carried out by converting 64 bit 
values to 32 bit values. Features containing only one variable 
were dropped. Also features having infinite and Not a Number 
(NAN) values were also dropped. Label encoding and one-hot 
encoding was performed on the different attack types of the 
dataset.  It was noticed that the dataset suffers from class 
imbalance. It is observed that the number of samples 
belonging to benign (normal) were more when compared to 
the attack class. Class imbalance leads to “Accuracy paradox”. 
For instance, while using training data with a very high 
percentage of benign samples, a model could be trained to 
predict normal traffic with high accuracy, but it might not be 
good at detecting attack traffic. Similar observations were 
made on all the files of the dataset. Thus, to overcome the 
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limitations of the class imbalance, SMOTE was used in the 
proposed model. 

B. Workflow of the Proposed Model 

The entire workflow of the proposed framework is shown 
in Fig. 1. The CSE CIC IDS 2018 dataset is collected from the 
AWS S3 bucket. To help speed up the training process and 
improve accuracy, pre-processing is carried. Class imbalance 
problem of the dataset is addressed using SMOTE [24]. Then 
the DL model is developed by using DNN. Hyper parameter 
tuning is carried out using hyperband algorithm and an 
optimized set of parameters are chosen [25]. The performance 
of the model is evaluated on the test dataset. 

 
Fig. 1. Workflow of the proposed model. 

C. Importance of Hyper Parameter Tuning in the Proposed 

Work 

The performance of any ML/DL model depends on the 
configuration. One major challenge in implementing any 
ML/DL algorithm is discovering an optimal configuration for 
the model and the training algorithm. Hyper Parameter 
Optimization (HPO) is a technique to deal with the challenge 
of fine-tuning DL hyper parameters. Tuning in an enormous 
search space is an exhausting process. Data-driven techniques 
must be employed to address the issues with HPO. Manual 
processes are ineffective. There are several hyper parameter 
tuning algorithms namely Random search, Bayesian 
Optimization (BO) and hyper band. Random search is the least 
efficient algorithm as it randomly selects parameter 
combinations from a search space rather than learning from 
previously tried parameter combinations. BO uses an 
optimization method that is sequential, and thereby it cannot 
be used well with parallel resources pair. 

Speeding up configuration evaluation is the primary 
objective of an orthogonal approach to hyper parameter 
optimization. Hyperband can be considered as an extension of 
the successive halving approach; the goal of the Hyperband is 
to regularly apply successive halving to address the trade-off 
between the number of configurations and resource allocation. 
Additionally, it can find the ideal combination faster by using 
successive halving. The primary idea is to fit numerous 
models for a limited number of epochs and to only continue 
training the models that perform best on the validation set. 
Therefore, in comparison to commonly used hyper tuning 
algorithms like BO, hyperband can dramatically speed up a 
variety of DL and kernel-based learning tasks. All the above 
factors motivated us to use hyperband as the hyper parameter 
tuning technique in the proposed model. 

D. Need for Model Explainability in the Proposed Work 

Considering the large sizes of NIDS datasets, performance 
becomes the bottleneck. DL models are incomprehensible, 
counterintuitive, and challenging for people to understand. All 
the DL models act like black-box structures. Because DL 
models are so complicated, interpretability research has taken 
multiple avenues. Over the years, DL models evolved by 
improving the performance metrics to handle large data but 
with increasing complexity came less interpretability. Feature 
importance methods were used to show how each feature is 
important to model prediction in general. However, these 
methods do not give information about individual predictions. 
Also, which features tend to increase or decrease the 
prediction is not known. Understanding ML model is referred 
to as model explainability. There are numerous advantages of 
integrating XAI methods with DL algorithms. It enables 
individuals to mitigate the negative impacts of automated 
decision-making and help in more informed decisions. To 
identify and protect security vulnerabilities. Integrating 
algorithms with human values is an essential goal. As an 
instance, suppose a model is able to determine if the traffic is 
normal or malicious, the network administrators have to 
know what parameters the model has considered. This helps to 
know whether the model contains any bias. It is also essential 
for network administrators to understand and describe the 
model‟s predictions once it has been implemented. Fig. 2 
illustrates the importance of XAI methods in the proposed 
work. 

 
Fig. 2. Explainable AI methods used in the proposed DNNHXAI model. 
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IV. EXPERIMENTAL SETUP 

Table I illustrates the different hyper parameters used 
while training the proposed DNNHXAI model. The number of 
hidden units ranged from 2 to 32 with a step value of 3. The 
number of hidden values ranged from 2 to 10. Different 
activations such as relu, tanh, sigmoid were used. Relu was 
the most preferred activation function. The dropout  values 
ranged from 0.0 to 0.1 with a step size of 0.05. An optimized 
learning rate of 0.001 was chosen. Table II gives the different 
general parameter values used while training. The batch size 
was set to 128 with 15 epochs. The loss functions used were 
binary cross entropy and categorical cross entropy for binary 
and multi-classification respectively. Adam optimizer was 
chosen as preferred optimizer as it helps the model to 
converge faster. 

TABLE I.  DIFFERENT PARAMETERS USED FOR HYPER PARAMETER 

TUNING 

Sl 

No 

Name of the 

hyper 

parameter 

Range of values for 

different hyper 

parameters 

Best hyper 

parameters given 

by Hyperband 

1 
Number 

of units 

Min_value=2, Max_value 
= 32 

Step=3, 

Default=32 

Units in 0th layer = 

29 
Units in 1st layer = 5 

2 
Number of 

layers 

Min_value =2, 

Max_value = 10 
2 

3 Activation 

Dense Activation 

Values=relu,tanh, sigmoid 
Default= relu 

relu 

4 Dropout 

Min_value=0.0, 

Max_value = 0.1 
Default = 0.005, 

Step = 0.05 

0.1 

5 Learning Rate Values = 1e -2,1e -3,1e -4 0.001 

TABLE II.  GIVES THE DIFFERENT GENERAL PARAMETER VALUES USED 

WHILE TRAINING 

Sl.No Parameter Value 

1 Batch size 128 

2 Number of epochs 15 

3 Loss function 
Binary Cross entropy 

Categorical Cross entropy 

4 Optimizer Adam 

All the experiments were carried out using Google Colab 
which is a cloud-based environment. To speed up the training 
process, Graphical Processing Units (GPU) was chosen as the 
runtime option. The train – test split was set to 75% and 25 % 
respectively. 

V. RESULTS AND DISCUSSION 

An accuracy of 96.67% was achieved without hyper 
parameter tuning. With usage of hyperband (see Fig. 3) as the 
hyper parameter tuning technique, the accuracy peaked to 
98.58%. 

SHAP and LIME methods are used to explain the 
predictions of the proposed model [26] [27]. Fig. 4 gives the 
waterfall plot. It shows how a positive SHAP value positively 
impacts the prediction. On the contrary, a negative SHAP 

Value has a negative impact on the prediction. The magnitude 
helps us understand how strong the impact is. It also illustrates 
the feature importance of SHAP analysis by using the 
summary plot by considering the CSV file containing 
Distributed Denial of Service (DDOS) attack. The chosen 
CSV file contains two classes benign (normal traffic) and 
DDOS (attack traffic). The Class label is encoded as „0‟ and 
„1‟ for Benign and DDOS attack respectively. As per the 
result, min packet length is the highest ranking feature. 

 
Fig. 3. Difference in accuracy with and without hyperband optimization. 

Fig. 5 illustrates how LIME can be used to understand 
local predictions given by the model by considering the 
Comma Separated Values (CSV) file containing DDOS attack 
in the CSE CIC IDS 2018 dataset. The features shaded in blue 
indicate positive influence on the output. Conversely, the 
features shaded in orange indicate negative influence on the 
output. Similar experiments were conducted on the different 
attacks of the dataset. The key difference between SHAP and 
LIME is how they provide explanations. SHAP uses a game-
theoretic approach to provide global explanations. Conversely, 
LIME is model specific that provides local interpretable 
explanations. In this research work, an attempt was made to 
investigate model interpretability using SHAP and LIME. 
However, it is observed that LIME explanations are not robust 
because of its instability. For each prediction, a new 
explanatory is generated by the LIME algorithm. Thus, small 
variations in the data lead to different interpretations. In 
contrast, SHAP helps in providing global explanations, 
therefore explaining the overall model‟s behavior across all 
the instances. Finally, we conclude that SHAP performs better 
than LIME. 

Table III gives the comparative analysis of the proposed 
work with other latest works exiting in the literature. It is 
observed that researchers have either used Optimization or 
Explainability but not both. Also, outdated datasets like NSL- 
KDD that do not reflect current attacks are still being used. 
Conventional hyper parameter tuning techniques like Grid 
Search CV are no longer suitable as it is time-exhaustive and 
computationally expensive, especially if it involves a high 
dimensional search space. Although, Random Search CV is 
better than Grid search CV, a lot of variance is observed 
because of its randomness. Research works [3][4][5][10][11] 
use different optimization methods for hyper parameter 
tuning. Research works [17][18][19][20][21][28] use different 
XAI methods. Table III clearly illustrates that none of the 
previous works in the field of NIDS incorporated a hybrid 
model leveraging both hyper-parameter optimization and 
explainability. Comparison was based on the usage of 
optimization, XAI method and accuracy as the performance 
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metric. In this research article, a hybrid approach 
incorporating both optimization and explainability is 
implemented. Advanced Optimization algorithms such as a 
hyperband helps in finding the hyper parameters faster with 

improved accuracy. Explainable methods such as LIME and 
SHAP help in gaining greater insights on the data by 
understanding model predictions and thus increasing user‟s 
trust in the model. 

 
Fig. 4. SHAP explanations using summary and waterfall plot. 

 

 
Fig. 5. LIME local explanations. 
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TABLE III.  COMPARATIVE ANALYSIS OF THE PROPOSED WORK 

Sl.No Authors Algorithm used Dataset Used Optimization method XAI method Accuracy 

1 
Kanimozhi et al. [3], 

2019 
ANN CSECIC IDS 2018 Grid Search CV - 99.97% 

2 
Vimal Gaur et al. [4], 

2022 
ML algorithms CICDDoS2019 NA - 98.78% 

3 
Priya R Maidamwar et al. 

[5] , 2022 
RF and MLP UNSW NB15 Grid Search CV - 99.34% 

4 
Mohammad Mausam et 

al.  [10], 2022 
DNN 

KDDTest+ 

KDDTest21 

BO-GP 

BO-GP 
- 

82.95% 

54.99% 

5 
Yoon Teck et al. [11], 

2022 
ML algorithms CICIDS 2017 BO-TPE - 98% 

7 
Pieter Barnard et al. [17], 

2022 

XGBoost, 

autoencoder 
NSL -KDD - SHAP 93.28% 

8 Zakaria et al. [18], 2022 DNN 
NSL-KDD and UNSW-

NB15 
- 

LIME, SHAPE, and 

Rule Fit 
88% 

9 
Shraddha Mane et al. 

[19], 2021 
DNN KDD test+ - 

SHAP, LIME, and 

BRCG 
82.4% 

10 
Basim Mahabooba [20], 

2021 
DT KDD - Self-explainable NA 

11 
Syed Wali et al. [21] , 

2021 
Stacked RF CICIDS - SHAP 

98.5% 

100% 

12 
Deepak Kumar  et al. 

[28], 2022 
RF, KNN NSL KDD99 - SHAP, LIME 99.4% 

13 Proposed Work DNNHXAI CSECICIDS 2018 Hyperband SHAP, LIME 98.58% 
 

VI. CONCLUSION 

With the advancement in technology, the number of 
cyberattacks is increasing exponentially. Although, DL 
models prove to be efficiently detect intrusions, its complexity 
has increased tremendously at the price of massive 
computational overhead. It is exhausting, time-consuming, 
and computationally expensive to manually adjust the hyper 
parameters of DL models. In this research paper, hyperband 
an advanced hyper parameter tuning algorithm is applied on 
the proposed DNNHXAI model. It is observed that the 
configuration of model hyper parameters has a significant 
impact on its prediction accuracy. Although DL models today 
are able to achieve very good accuracies, there is an increasing 
need to enhance the user‟s trust by using XAI methods. First, 
the algorithm should have the best performing parameter 
configured and XAI methods should be used to deduce the 
contributing factors. Particularly, in the domain of 
cybersecurity, an attacker can largely exploit a vulnerability 
within few seconds. To address the above stated challenges, 
an attempt is made to not only configure the best parameters 
but also to understand the model predictions in an efficient 
manner. A single model that can detect a variety of attacks is 
proposed.  It is efficient to quickly differentiate between 
normal and attack traffic. The proposed model overcomes the 
problems encountered in traditional DL algorithms w.r.t hyper 
parameter optimization and explainability. Instance by 
instance explanation is done with both LIME and SHAP. The 
main outcome of combining hyper parameter tuning with XAI 
techniques is to enable network administrator to take 
appropriate action based on the certainty of a detected attack. 
Considering all the files of the dataset, an overall accuracy of 
96.67% and 98.56% is achieved without and with hyper 
parameter tuning respectively. The framework implements 
efficient pre-processing techniques, addresses class imbalance, 
uses the latest benchmark IDS dataset that reflects recent 
attacks, implements advanced hyper parameter tuning 

techniques and leverages XAI methods to understand model‟s 
predictions. Promising results were achieved and an 
improvement in model‟s performance is observed when hyper 
parameter tuning is used. XAI methods are used to increase 
the explainability of model‟s predictions. As a future work, 
researchers are advised to leverage transfer learning 
techniques on the latest datasets in the domain of NIDS. Also, 
additional XAI methods can be used on different DL 
algorithms to explain model‟s predictions more efficiently. 
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Abstract—Images in low-light conditions typically exhibit 

significant degradation such as low contrast, color shift, noise 

and artifacts, which diminish the accuracy of the recognition task 

in computer vision. To address these challenges, this paper 

proposes a low-light image enhancement method based on 

Retinex. Specifically, a decomposition network is designed to 

acquire high-quality light illumination and reflection maps, 

complemented by the incorporation of a comprehensive loss 

function. A denoising network was proposed to mitigate the noise 

in low-light images with the assistance of images’ spatial 

information. Notably, the extended convolution layer has been 

employed to replace the maximum pooling layer and the Basic-

Residual-Modules (BRM) module from the decomposition 

network has integrates into the denoising network. To address 

challenges related to shadow blocks and halo artifacts, an 

enhancement module was proposed to be integration into the 

jump connections of U-Net. This enhancement module leverages 

the Feature-Extraction- Module (FEM) attention module, a 

sophisticated mechanism that improves the network’s capacity to 

learn meaningful features by integrating the image features in 

both channel dimensions and spatial attention mechanism to 

receive more detailed illumination information about the object 

and suppress other useless information. Based on the 

experiments conducted on public datasets LOL-V1 and LOL-V2, 

our method demonstrates noteworthy performance 

improvements. The enhanced results by our method achieve an 

average of 23.15, 0.88, 0.419 and 0.0040 on four evaluation 

metrics - PSNR, SSIM, NIQE and GMSD. Those results superior 

to the mainstream methods. 

Keywords—Low-light image enhancement; decomposition 

network; FEM attention mechanism; denoising network; detail 

enhancement 

I. INTRODUCTION  

In the field of computer vision, low-light image 
enhancement has perennially been a focal point of research. 
Images acquired under low light conditions are often affected 
by problems like light weakening, increased noise and loss of 
detail, resulting in degraded image quality and blurred image 
content. The identified limitations exert a detrimental impact 
on the efficacy of computer vision applications, presenting 
challenges across various scenarios, including object detection 
[1], driverless driving [2], medical imaging. Moreover, these 
deficiencies introduce inconvenience in routine image capture 
and sharing within everyday life. 

Traditional image enhancement methods often rely on 
manually adjusting parameters such as brightness and contrast 
[3], which may not adapt well to changes in different scenes. 

However, due to the inability to effectively and accurately 
capture the features of the image, as well as its complex 
textures, these methods can lead to over-enhancement or the 
presence of shadow blocks and halo artifacts in the enhanced 
image. In contrast, methods based on deep learning improve 
adaptability and generalization by automatically learning 
image features, making them particularly suitable for complex 
environments. Specifically, deep learning methods based on 
Retinex theory, which separate an image's illuminance and 
reflectance through a decomposition network, allow for 
detailed adjustments through reflectance recovery and 
illuminance adjustment networks. These methods then merge 
the enhanced reflectance and illuminance images to improve 
brightness, contrast, and maintain natural colors, making them 
especially suitable for image enhancement in low-light 
environments. However, the decomposition network in Retinex 
can be affected by uneven lighting, potentially leading to loss 
of image detail, especially in dark and highlight areas of the 
image, thereby affecting the naturalness and realism of the final 
enhancement effect. 

Although there are currently various enhancement methods 
for low-light images, mainly focusing on improving image 
contrast, it is important to note that low-light images often 
contain a significant amount of noise, which can greatly affect 
the quality and clarity of the image. Many of the current 
denoising techniques are applied in the pre-processing and 
post-processing stages of the image. Denoising in the pre-
processing stage can cause the image to become blurred, while 
applying denoising in the post-processing stage can lead to the 
amplification of noise. Therefore, in the process of enhancing 
low-light images, how to appropriately balance the suppression 
of noise with the preservation of image details becomes a key 
challenge. 

To address the aforementioned issues, this paper presents 
three main contributions, as follows: 

1) In this paper, a decomposition network is proposed to 

obtain illumination and reflection maps through the 

decomposition of the RM and IM modules, as well as a 

comprehensive loss function is advanced to maintain the 

overall structure and consistency of the decomposed images. 

2) A denoising network was proposed to remove noise in 

low-light images, with the assistance of images’ spatial 

information, noise can be efficiently diminished, preserving 

map details, and consequently elevating the overall quality of 

enhanced images. 
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3) To effectively mitigate shadow blocks and halo 

artifacts in low-light images, this paper introduces an 

enhancement network featuring the FEM attention 

mechanism, which can significantly improve the restoration of 

image details and textures, yielding clear and natural image 

results. 

The rest of this article is organized as follows: Section II 
discusses the related work. The proposed approach is detailed 
in Section III. Section IV provides quantitative and qualitative 
evaluation the method’s performance. In Section V, ablation 
experiments were carried out on the FEM module and the de-
noising module, respectively. 

II. RELATED WORK 

Over the past few decades, various conventional methods 
have been proposed to address the challenges of low-light 
image enhancement. Noteworthy among these are traditional 
image enhancement methods, specifically histogram 
equalization [4] and methods based on Retinex theory [5]. 
Among these methods, histogram equalization method is one 
of the earliest and most extensively utilized methods. It aims to 
enhance image contrast and brightness by redistributing the 
gray level of image pixel values. This approach exists the 
disadvantages such as the limitations of global processing and 
the sensitivity to noise, which can lead to unnatural effects and 
information loss. 

To enhance the visual alignment of images with human 
perception, Land et al. [6] proposed Retinex theory. At the core 
of the theory lies the concept that an object's color is 
determined not only by the intensity of the reflected light but 
also by its ability to reflect light waves. However, this method 
exhibits limitations when applied to images with complex 
lighting conditions and strong contrasts. To address these 
issues, researchers introduced the Multiscale Retinex (MSR) 
algorithm [7], incorporating multi-scale Gaussian filters to 
more accurately estimate the illumination components at 
various scales, and suppressed the halo effect through weighted 
summation. Furthermore, in pursuit of preserving the natural 
and authentic visual characteristics of images, Gao et al. [8] 
proposed an improved Retinex algorithm based on the 
traditional Retinex algorithm, which introduced color 
correction and multiscale processing technology to improve 
image details at different scales more precisely, thereby 
improving the visual effect and quality of images.  However, 
most RetineX-based methods can cause severe color distortion 
and struggle to effectively enhance images with relatively high 
dynamic range. 

In recent years, the remarkable adaptive capabilities of deep 
learning in low-light image enhancement have established it as 
an effective method, contributing to the improvement of image 
quality and finding widespread application in various computer 
vision tasks. Numerous scholars have extended their efforts to 
constructing learning-based models based on Retinex theory. 
For instance, RetinexNet [9] integrates Retinex theory with 
deep convolutional neural networks, enhancing image contrast 
through brightness maps estimation and adjustment, with 
subsequent post-processing using Block-Matching and 3D 
Filtering (BM3D) for denoising. Zhang et al. [10] designed an 

efficient network based on Retinex theory to enhance low-light 
images. Lim et al. [11] introduced the Deep-Stacked Laplacian 
Restorer (DSLR), capable of recovering global brightness and 
local detail from the original input, achieving notable success 
in contrast improvement and noise reduction. Moreover, 
several non-Retinex-based methods have been proposed. Li et 
al. [12] developed LightenNet, a convolutional neural network 
employing a stacked sparse denoising autoencoder structure to 
learn the nonlinear transformation function for adaptive 
brightness and contrast enhancement in low light images. 
However, this method faces challenges in effectively 
addressing noise in low-light images conditions. Ma et al. [13] 
proposed a low-light image enhancement method based on a 
fast, flexible and robust strategy. The method combines 
adaptive enhancement and parameter adjustment to efficiently 
enhance images while preserving detail and quality. 
EnlightenGAN [14] employs an unsupervised deep learning 
approach within a Generative Adversarial Network (GAN) 
framework to address low-light image enhancement 
challenges. Depth-Aware Decomposition and Restoration 
Network (DA-DRN) [15] introduces a self-sensing depth 
Retinex network, directly restores degraded reflectance and 
preserves the detail information in the decomposition stage by 
using the dependence between reflectance and illumination 
pattern. Although these methods can significantly improve the 
brightness and contrast of images, challenges persist in noise 
removal and image detail recovery. Some methods may result 
in overly enhanced image, leading to potential distortions. 

The essence of the Retinex method lies in the estimation of 
luminance and reflectance maps. Traditional methods, with 
their limited decomposition ability, often result in over-
enhancement or under-enhancement. In contrast, the learning-
based approach demonstrates enhanced decomposition results 
and effectively improves contrast. It is noteworthy that many 
learning-based methods primarily utilize spatial information 
from low-light images to generate high-quality   normal-light 
images, often neglecting the recovery of detailed information. 
Therefore, the enhancement module proposed in this paper 
leverages the FEM attention module, embedding it into U-Net's 
jump connection to augment the network's learning capacity 
for meaningful features. This augmentation is achieved by 
integrating image features and spatial attention mechanisms in 
the channel dimension. This design not only utilizes spatial 
information to strengthen contrast but also prioritizes the 
recovering of finer detail from the image. 

In low-light conditions, image quality is often constrained 
by the optical signal attenuation, resulting in a significant 
degradation of the signal-to-noise ratio and a notable increase 
in noise. Some methods use the denoising model as 
preprocessing methods for low-light image enhancement; 
however, this preprocessing result in the loss of details in the 
low-light image. Chen et al. [16] introduced a model 
employing two parallel CNN branches: one for extracting 
brightness information and the other for extracting residual 
noise information. Low-light Photo Denoising via a Diffusion 
Model (LPDM) [17] is a denoising method for low-light 
images that utilizes a diffusion process. Initially, low-light 
images are enhanced to improve their brightness and contrast, 
followed by noise reduction through a diffusion process. 
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Although this method is effective in reducing noise, it 
introduces certain issues, such as the loss of some image 
details. To mitigate the loss of detail information during the 
denoising process, this paper introduces a denoising network to 

suppress noise in the reflection map. However, eliminating 
noise by restraining high-frequency signals in reflectivity map 
may lead to the loss of inherent details. 

 

Fig. 1. The framework of the proposed method.

III. PROPOSED METHOD  

As illustrated in Fig. 1, the whole pipeline is based on 
Retinex. Initially, a comprehensive loss function is 
incorporated into the decomposition network to obtain light 
and reflection maps. In order to mitigate the loss of detailed 
information, a denoising network is introduced to suppress the 
high frequency information in the reflection image. Finally, the 
FEM attention module is proposed in the enhancement network 
to process the light image, aiming to better preserve object 
details, create smoother color transitions, and yield a clearer, 
more natural image. 

A. Decomposition Module 

The loss function of decomposition network consists of 
perception loss function, illumination consistency loss function 
and global consistency loss function. 

1 2 consistency 3 globalperceptualL L L L         (1) 

The values of 1 , 2  , 3  and are 0.3, 0.4, and 0.3. 

The perception loss function is designed to preserve the 
perceived quality of the image.  Traditional pixel level loss 
function often falls short in accurately capturing the perceived 
quality of the image. Hence, we choose a pre-trained 
convolutional neural network to extract image features and 
subsequently calculate the feature difference between the 
generated low-light image and the target image. 

2

1 2

1
|| ( ) ( ) ||

N

perceptual k kk
I L

N
 


 L   (2) 

Where, the input low-light image is I ，the target light map 

is L , ( )I represents the feature map extracted by the pre-

trained convolutional neural network (such as VGG16), and N  

is the number of feature maps, 2|| . || stands the 2L  norm. 

The illumination consistency loss function ensures the 
structural information’s consistency between the generated 
low-light image and the target image.  

2

1 2

1
|| G( ) G( ) ||perce a

N

k kkptu l I LL
N 

    (3)

The G( ) represents the gradient of the image. 

The global consistency loss function elevates the overall 
consistency of the generated low-light image and the target 
image. 

2

1 2

1
|| mean( ) mean( ) ||

N

kglob kl kaL L
N

I


   (4) 

The ()mean represents the mean of the image. 

B. BRM Module 

The BRM module (Fig. 2) adopts the concept of a residual 
network as a reference and comprises 5 convolution layers. 
The convolution kernel size is {1, 3, 3, 1}, and the 
corresponding number of the convolution kernel is {64, 128, 
128, 64}. For the activation function, SELU is assigned to 
correspond to the convolution kernel 3, and LeakyReLu to the 
convolution kernel 1. Finally, a 64×1×1 convolution layer 
added to the jump junction. 

 

Fig. 2. The framework of BRM. 
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C. Denoising Module 

The heavy noise in low-light images obscures essential 
details, structure, and other valuable information, burying 
useful features beneath irrelevant ones. It is these severe 
degradations that make the training process challenging for 
network learning and the recovery of useful features (such as 
details, structure, and corrected color information). 

Previous methods often eliminate noise by suppressing 
high-frequency signals in the reflection map. However, those 
signals frequently encompass critical image details and texture 
information. The inhibition of high-frequency signals can lead 
to detail loss or blurring, resulting in visually smooth or less 
sharp enhanced image. In this paper, a denoising network is 
posed to remove noise in low-light images by considering 
spatial information from images. U-Net [18] has demonstrated 
excellent results in numerous computer vision tasks, and it is 
frequently employed in low-light image enhancement 
networks. Nevertheless, U-Net’s use of multiple max pooling 
layers has resulted in loss of feature information. In our 
network, the maximum pooling layer is replaced by the 
extended convolution layer, enabling a broader context 
information range by increasing the receptive field size of the 
convolution kernel without reducing the feature map 
resolution. The BRM module from the decomposition network 
is integrated into the denoising network, with each sub-module 
of U-Net being replaced with BRM. In the denoising network’s 
encoder part, subsampling is achieved by adding an average 
pooling layer with a pool core size and step size of 2 to the 
BRM module at the end. In the decoder part, up-sampling is 
realized by incorporating a deconvolution layer with 
convolution kernel size and step size of 2 to the BRM module. 
The spatial information in images often contains rich details 
and structural information. The denoising network proposed in 
this paper leverages spatial information for denoising, 
enhancing its ability to preserve details and resulting in clearer 
and more natural images after denoising. 

In the denoising network, a novel loss function is proposed 
in this paper. By integrating the Mean Square Error (MSE) loss 
term with the smoothing loss term, the image’s noise 
suppression and smoothing effect can be optimized 
simultaneously. The MSE loss term aids in minimizing the 
pixel-level difference between the real image and the low-light 
image, thereby mitigating the impact of noise. The smoothing 
loss item promotes the smooth characteristics of the low-light 
image, enhancing the clarity of edges and details. The specific 
process is as follows: 

  L Lsmooth Lmse    (5)

The tradeoff between smoothness and the difference at the 
pixel level in the denoising loss function can be controlled by 
adjusting the weighting factor  for the smoothing loss term, 

which defaults to 0.2. 

2|| ||Lmse Igi Igi    (6)

Where, Igi represents the grayscale image relative to the 

low-light image, and Igi  represents the grayscale image 

relative to the real image. 

~ 2 || ||Lsmooth Igi    (7)

Where, Igi represents the image processed by the 

denoising network, and  represents the gradient operator, 

which is used to calculate the gradient of the image. In this 
paper, the Prewitte operator is arranged to represent the value 
of the gradient operator, which can be represented by the 
following two matrices: 

1 0 1 1 1 1

1 0 1 , 0 0 0

1 0 1 1 1 1

x y
G G

      
   

      
      

  (8)

D. Enhancement Module 

After denoising, residual shadow blocks and halo artifacts 
persist in low light images. In this paper, an enhancement 
module is devised to remove these artifacts while improving 
the quality of low-light images. Notably, the generation of 
shadow blocks and halo artifacts can be attributed to the U-
Net’s jump connection, wherein severely degraded features are 
directly conveyed to the up-sampled stage by linking up-
sampled features with previous down-sampled features, leading 
to the retention of degraded features. 

Inspired by SENet [19] in image recognition, the FEM 
attention module is incorporated into U-Net's jump connection 
to enhance noise removal and facilitate detail recovery. This 
inclusion is particularly effective in eliminating shadow blocks 
and halo artifacts. The FEM attention module operates by 
integrating image features in the channel dimension, assigning 
higher weights to valuable features (such as the correct color, 
detail, and texture features). This enabling the network to better 
learn these crucial features, while assigning lower or zero 
weights to less important features (such as noise, distorted 
colors, shadow blocks, and halo artifacts) or even giving no 
weight at all. 

The loss function of the enhancement module is shown as 
follows: 

    Re Ren con Re perL L L     (9) 

Where  is the weight used to balance different loss terms, 

the default value is 0.1. Ren conL  the content loss value obtained 

by calculating the absolute value of the difference between the 
enhanced image and the real enhanced image at each position 
of pixel, and adding the absolute value of all differences. The 
presented loss metric quantifies the holistic disparity between 
the generated enhanced image and the authentic enhanced 
image. Re perL  is the perception loss, which is gained by 

computing the square difference in the perception space 
between the generated enhanced image and the actual 
enhanced image, summing across all pixel positions. To 
maintain a balanced consideration of the various layers within 
the feature map, normalization is conducted by dividing the 
dimensions of the feature map. 

Content loss is defined as follows: 

    
N

Re con low en

i

L S S     (10) 
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Where i is the index of the pixel, lowS is the generated 

enhanced image, enS is the real enhanced image. || is the 

absolute value symbol.   means adding the difference of 

each pixel, that is, adding the difference between the generated 
enhanced image and the real enhanced image at each pixel 
position.  

Perceived loss means: 

21
* || ( ) ( ) ||

( )
 low enLRe per j S j S

CjHjWj
       (11)

Where Cj  represents the number of channels in the feature 

map of the J-th layer and the number of channels in the feature 
map of different layers used in the perception loss. Hj  is the 

height of the feature map of the J-th layer, which represents the 
height of the feature map of the different layers used in 
perception loss. Wj  represents the width of the feature map of 

the J-th layer, representing the width of the feature map of the 
different layers used in perception loss. j represents a 

function that maps the image to the J-th layer feature map, 
which is used to extract the representation of the features of 
image on the perceptual space. lowS  represents the enhanced 

image generated. enS  is a true enhanced image. 2|| || represent 

the square of the Euclidean norm of two vectors used to 
calculate the square of the difference in perceptual space 
between the generated and real enhanced images.  

E. FEM Module 

In recent years, a multitude of attention modules have been 
proposed to incorporate learnable weights in information 
processing, facilitating dynamic adjustments and the 
assignment of significance to various parts of the input data. 
This approach draws inspiration from human perceive and 
cognitive processes, enabling models to concentrate on 
information that significantly contributes to a given task or 
problem. For instance, Hu et al. [19] propose a Squeeze-and-
Excitation (SE) block, which effectively performs feature 
recalibration by modeling the interrelationships between 
channels. Recognizing the importance of positional 
relationships between pixels, Non-Local Network (NLNet) 
[20] explored a nonlocal operation to capture the interactions 
between any two positions, irrespective of their spatial 
distance. Subsequently, the Cross Partial attention Volume 
Transformer (CPVT) module introduces an attention 
mechanism that crosses partial channels and divides the input 
feature map into several subgroups, each encompassing a 
subset of the channels. The attention mechanism is applied to 
each subgroup, focusing exclusively on channel relationships 
within the current subgroup and not considering channels in 
other subgroups. This approach achieves a balance between 
computational efficiency and performance. 

These methods prove advantageous in addressing complex 
tasks like object detection and scene segmentation. A notable 
example is Axial-Deeplab [21], a deep learning model 
designed for image segmentation tasks. It employs an Axial 
attention mechanism for processing large-scale images and 
incorporates a segmented attention mechanism to enhance the 
capture of relationships between objects.  However, these 

approaches may exhibit limited impact on low-level tasks, such 
as image enhancement. To address this issue, we propose an 
FEM (Fig. 3) attention module in this paper. The module 
effectively removes shadow blocks and halo artifacts by 
integrating image features and spatial attention mechanisms in 
the channel dimension. Furthermore, optimized jump 
connections are introduced, enabling adaptive exploration of 
contrast information within the image and facilitating the 
recovery of potentially fine details in low-brightness areas. 

 

Fig. 3. The framework of FEM. 

The FEM module comprises two Conv+ReLU layers, 
AdaptiveAvgPool2d, AdaptiveMaxPool2d, an up-sampling 
module and a Dual Attention Module (DAM). Specifically, for 
an input feature graph X with dimensions H × W × C, 
AdaptiveAvgPool2d and AdaptiveMaxPool2d are employed to 
extract representative information. The average of these two 
operations generates a global information feature map with 
dimensions 1 × 1 × C. Then, the feature map with global 
information undergoes amplified through up-sampling, and the 
number of channels is compressed using 1×1 Conv to obtain a 
global feature map with dimensions H × W × C1. Following 
this, a DAM module is introduced to extract global features 
from spatial and channel dimensions. The DAM consists of 
two input branches: channel attention branch, and spatial 
attention branch. For an input feature graph X with dimensions 
of H × W ×C, the channel attention branch employes global 
average pooling and global maximum pooling to generate the 
global average pooling feature map Cavg and the global 
maximum pooling feature map Cmax in spatial dimension, 
respectively. Their purpose is to emphasize the information 
regions, and these results are combined to produce the output 
Fc (R1×1×C) of the attention branch of the channel. The spatial 
attention branch aims to generate a space-based attention map.  
Similar to the channel attention branch, it computes Savg 
(RH×W ×1) and Smax (RH×W ×1) through global average 
pooling and maximum pooling in the channel dimension 
respectively. The output spatial attention map Fs (RH×W ×1) 
is then obtained through a convolution layer. Finally, Fc and 
FS are combined to rescale and optimize the global feature 
map, resulting in the output. The input feature map (encoding 
local information) and the optimized global feature map 
(encoding global information) are combined using the 
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concatenate function and the Conv+ReLU function to generate 
an output feature map with dimensions H × W × C. 

IV. EXPERIMENTAL 

A. Parameter Setting 

The experiment was conducted using PyTorch 1.8.0, with 
network training confined to a 256×256 patch on a single 
NVIDIA GTX 1080Ti GPU. The batch size was set to 2 and a 
total of 1×10^5 iterations were performed. Data enhancement 
involved random horizontal and vertical flips. Employing the 

Adam optimizer, the initial learning rate was set to 410 , 

gradually reduced to 610  through a cosine annealing strategy.  

B. Data Set 

The low light image dataset comprises a curated collection 
of specialized images tailored for the examination and 
evaluation of image processing algorithms in low light 
conditions. Typically, these datasets contain images captured in 
settings with insufficient illumination, offering researchers a 
challenging assortment for the development and assessment of 
algorithms aimed at enhancing the quality of low-light images. 
Derived real-world low-light scenes, these datasets encompass 
derived environments, both indoor and outdoor, capturing a 
range of shooting conditions and objects. These images within 
these datasets commonly exhibit characteristics such as low 
contrast, indistinct light and dark details, and elevated noise 
levels. 

In the experiment of this paper, we utilized the LOL-v1 [9] 
and LOL-v2-real [22] datasets. The LOL dataset consists of 
500 pairs of images, each with low and normal illumination, 
totaling 1,000 images. The images are captured with the same 
camera in varying lighting conditions, these images span a 
diverse array of scenes, both indoor and outdoor, and cover 
various shooting conditions and subjects.  The dataset’s 
diversity ensures comprehensive coverage of low-light scenes, 
which enhance the generalization and robustness of the 
evaluation algorithm. The LOL v2 dataset serves as a sequel to 
LOL v1, consists of two pairs of training and validation 
images, involving the actual shot and composite-generated 
images. Specifically, LOL-v2 is divided into two subsets: 
LOL-v2-REAL and LOL-v2-synthetic. The former includes 
689 pairs of low-light/normal-light images for training and 100 
pairs for testing, primarily adjusted by modifying camera 
parameters like exposure time and ISO. The latter is generated 
on an illumination distribution analysis of RAW format 
images. 

C. Evaluation Index 

1) Subjective evaluation: The method presented in this 

paper is compared with several advanced low-light image 

enhancement methods, including KIND  [10], KIND+ + [23], 

NE [24], SCI [13] and RetinexNet [9]. Experiments are 

conducted using publicly available source code provided by 

the authors of these methods. 

The results depicted in Fig. 4, The RetinexNet method 
overly smoothens details and even causes color deviations, 
making the image look unnatural. Moreover, the results of 
RetinexNet still contain a lot of noise. Although it uses BM3D 

to remove noise from the decomposed reflectance component, 
it cannot clearly remove the noise. The main reason is that 
BM3D is designed to remove Gaussian noise with a fixed noise 
level. However, the noise in the reflectance component is more 
diverse and complex than Gaussian noise. Although KIND and 
KIND + + introduced a recovery network to recovery color and 
remove noise from reflected images, the results were still 
inconsistent. For instance, in the first row of the Fig. 4, the 
KIND++ enhanced image still displays color deviation when 
compared to the reference image. In the second row, KIND 
treats a small light source as noise and removes it. In the sixth 
row, it is evident that KIND has unevenly enhanced the image. 
In the third image, the enhanced KIND ++ image still has color 
bias compared to the reference image. The SCI based method 
produces visually appealing results, it carries some undesirable 
artifacts (such as white walls). In contrast, upon observing the 
visualization results, particularly the outline of the teddy bear 
in the first row of Fig. 4 and the texture details of the book in 
the third row, our proposed method outperforms in terms of 
enhancement, reduced noise, and more accurate detail 
recovery. Conversely, other methods yield a fuzzy recovery 
effect due to noise interference in low light images, with the 
recovered images retaining significant noise. By comparing the 
results of different methods in the fifth line of images, our 
proposed method performs superior performance in restoring 
color saturation, presenting a more natural and vivid color 
enhancement effect. Moreover, in contrast to the restored color 
of the window in the second row of Fig. 4 and the floor in the 
last row, it can be concluded that our proposed method excels 
in maintaining color fidelity, suppressing noise, and removing 
artifacts. 

 

Fig. 4. Subjective comparison on the LOL-V1 dataset. 

Fig. 5 illustrates the impact of the experiment detailed in 
this paper, along with comparisons to other experiments on the 
LOL V2 dataset. Although RetinexNet can enhance the low-
light areas in images, it exhibits severe color distortion and 
halo artifacts (a significant amount of halo artifacts can be 
observed around the contours of the mountains in the second 
row of images). In contrast, our method effectively brightens 
the low-light areas reasonably while maintaining the realistic 
visibility of the result. Besides enhancing brightness, our 
method also successfully reduces color distortion and halo 
artifacts. SCI introduces and even amplifies noise after 
enhancement, and therefore suffers from severe noise 
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distortion and color degradation when brightening dark areas. 
Conversely, our experimental results have superior color-
recovery performance. KIND tends to exhibit some under-
enhanced areas and apparent color distortions. Although the 
KIND ++ can remove noise, excessive sharpening (the surface 
of the mountain in the second row and the intersection of 
branches in the sixth picture) may introduce other problems 
such as loss of detail, blurring, and causing the image to 
unnatural. Compared to all these methods, our method can 
effectively enhance the brightness and display details of the 
image while suppressing noise, and it presents the most 
abundant and reasonable color information. 

 

Fig. 5. Subjective comparison on the LOL-V2dataset. 

2) Objective evaluation: According to Table I, our method 

achieves superior results, which manifests that the enhanced 

images obtained by this pipeline are more visually 

satisfactory. 

To objectively evaluate the enhancement results, we 
employed four classical indicators, and the results are 
presented in Table I. Among these metrics, PSNR [25] is 
utilized to measure the noise level and degree of distortion 
between the original image and the processed image. A higher 
PSNR value indicates a closer result to the reference image at 
the pixel-level. SSIM [26] is employed to evaluate structural 
similarity, considering perceptual properties such as image 
structure and content. A higher SSIM value indicates a greater 
similarity in structure to the reference image. The method 
proposed in this paper achieves excels in both PSNR and 
SSIM, highlighting its advantages in lighting restoration and 
structural restoration. KIND and NE also achieved high PSNR 
values, indicating their effectiveness in restoring global 
illumination. GMSD [27] assesses image quality by comparing 
gradient amplitude difference between the original and the 
processed images. NIQE [28] quantifies the effect of the image 
enhancement algorithm by analyzing the statistical 

characteristics of the image and generating a continuous value 
score. A lower NIQE score indicates higher quality detail, 
brightness, and tone, indicative of a more natural appearance 
devoid of artifacts or pseudo-details. Consistently, our method 
achieves superior performance in both PSNR and SSIM. The 
enhanced images generated by our pipeline exhibit a more 
natural and vivid appearance, showcasing enhanced global and 
local contrast. 

TABLE I. COMPARISON OF OBJECTIVE EVALUATION INDICATORS OF 

DIFFERENT MODELS 

 KIND KIND++ NE SCI RetinexNet Our 

PSNR 21.38 19.21 22.61 20.80 18.4 23.15 

SSIM 0.85 0.79 0.82 0.72 0.62 0.88 

NIQE 0.610 0.556 0.526 0.470 0.831 0.419 

GMSD 0.060 0.106 0.091 0.063 0.137 0.040 

D. Ablation Experiment 

1) Comparison of the effectiveness of FEM module: To 

validate the efficacy of the FEM module, a model was trained 

with the FEM module replaced by an ordinary convolution. 

Fig. 6 illustrates the impact of FEM module on image 

enhancement. The results indicate that the model 

incorporating the FEM module effectively preserve object 

details and achieves smoother color transition in the image. 

Notably, in the third and fourth images, the enhanced results 

closely approximate the real image, aligning with the 

characteristics of the natural landscape. Analysis of the data 

presented in Table I reveals a notable improvement when 

utilizing models with FEM module compared to those 

without. Specifically, the PSNR increases by 3.74 (=20.22-

16.48) and SSIM increases by 0.18 (=0.81-0.63).  These 

finding lead to conclusion that models incorporating FEM 

modules exhibit superior performance in image enhancement. 

 

Fig. 6. Ablation experiments to verify the effectiveness of the FEM model. 

2) The effectiveness of the denoising network: To validate 

the efficacy of the denoising module, a comparison was made 

between a method trained without the denoising network and 

the original method. As depicted in the Fig. 7, the 
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experimental results employing the denoising network 

effectively remove the noise from the image, and the results 

after the removal of noise contain finer details and more vivid 

colors. It is illustrated in the Table II that the method 

incorporating the denoising network improves the PSNR ratio 

by 2.88 (22.77-19.29) and the SSIM ratio by 0.17 (0.84-0.67). 

These results demonstrate the effectiveness of the denoising 

network in this experiment. 

 

Fig. 7. Ablation experiments to verify the effectiveness of the FEM module. 

TABLE II. RESULTS OF THE OBJECTIVE EVALUATION OF THE ABLATION 

EXPERIMENTS 

Different situations PSNR SSIM NIQE GMSD 

No FEM module 16.48 0.63 0.51 0.083 

FEM module 20.22 0.80 0.46 0.066 

No denoising  network 19.29 0.67 0.58 0.073 

denoising  network 22.17 0.84 0.43 0.042 

V. CONCLUSIONS  

This paper proposes a low light image enhancement 
method based on Retinex. We propose an efficient network for 
decomposing a low light image, incorporating an innovative 
loss function that integrates perceptual, light consistency and 
global consistency to obtain high quality light and reflection 
maps. The decomposition network comprises a reflection 
image extraction module (RM) and an illumination image 
extraction module (IM). Additionally, we integrate a 
denoising network and an enhancement module to further 
improve image quality. Our method not only enhances image 
color smoothness, reduce artifacts, but also effectively remove 
noise to restore image details under   low-light conditions. By 
employing the FEM attention module instead of the 
convolution layer, our method successfully preserves object 
details. This results in a smoother color transition, yielding 
clearer and more natural images. Experimental results 
demonstrate that the proposed method achieves significant 
performance improvement across various low-light scenes. 
When compared to other existing methods, our method excels 
in image enhancement and detail recovery, showcasing 
superior noise removal and artifact suppression. In future 

work, we aim to extend the application of this method to other 
computer vision tasks, substantiating its versatility and 
performance advantages in different domains through 
comparisons with other state-of-the-art methods. 
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Abstract—Aiming at the problems of high complexity, 

insufficient global information extraction and easy overfitting in 

finger vein recognition, a finger vein recognition method based 

on diffusion model is proposed. Firstly, finger vein images are 

generated according to the dataset by diffusion model, which is 

used to prevent overfitting; secondly, a streamlined convolutional 

neural network is used to form a two-branch lightweight 

backbone network with an improved multi-head self-attention 

mechanism, which can effectively reduce the complexity of the 

model; and finally, in order to maximally extract the image's 

overall information, the convolution is used to merge the 

extracted local and global features, and the recognition results 

are output. The algorithm can reach a maximum recognition rate 

of 99.78% on multiple datasets, while the number of references is 

only 2.15M, which further reduces the complexity of the 

algorithm while maintaining a high accuracy compared to other 

novel finger vein recognition algorithms as well as lightweight 

convolutional neural network models. As the first attempt in this 

field, it will provide new ideas for future research work. 

Keywords—Finger vein recognition; convolution neural 

network; diffusion model; multi-head self-attention mechanism; 

lightweight network 

I. INTRODUCTION 

Lately, the focus of researchers on finger vein recognition 
technology has intensified, attributed to its exceptional security 
and precision. Since the vein network of each individual is 
hidden under the skin, finger vein-based biometrics has a 
massive advantage in live identification. As a developing 
technology, finger vein recognition-based biometrics is far 
from flawless. Various internal and external factors can impact 
the performance of finger vein verification. These factors 
include: Lighting Conditions, Finger Placement Angle, and 
Uniform illumination. Therefore, high-precision and high-
robustness algorithms are essential for feature extraction, 
recognition, or verification of finger vein images. A typical 
finger vein recognition process includes image acquisition, 
preprocessing, feature extraction, and matching. In the finger 
vein image acquisition process, a finger vein image acquisition 
device consisting of an image sensor and an infrared light 
source is used. Preprocessing of the acquired finger vein 
images is carried out to facilitate the subsequent feature 
extraction process. Suppressing noise, improving image 
contrast, and performing data augmentation are common image 
preprocessing methods. 

Feature extraction in finger vein recognition involves two 
main categories: traditional recognition methods and deep 
learning methods. Traditional recognition methods for feature 

extraction can be further classified into three distinct 
categories: template-based methods [1], representation-based 
methods [2], and feature-based [3][4][5] learning methods. 
These methods require manual labeling of parameters, depend 
on image quality, and have cumbersome recognition steps. 
Compared with machine learning methods, deep learning 
[6][7][8][9] based methods can achieve more stable recognition 
results by acquiring more profound image features through 
Convolutional Neural Networks (CNN). Therefore, some 
researchers proposed deep learning-based finger vein 
recognition methods. For example, Radzi et al. [10] proposed a 
CNN-based finger vein recognition method, Fang et al. [11] 
proposed a lightweight two-channel network to improve the 
verification of finger veins by extracting the mini-region of 
interest (ROI), Zhang et al. [12] proposed Domain Adaptation 
Finger Vein Network (DAFVN) improve the final recognition 
result by extracting illumination invariant features in the image 
and reducing the effect of light on the recognition result. 
Recently, researchers proposed the Vision Transformer (ViT) 
[13] method, which has attracted widespread attention in deep 
learning. Compared with CNN, ViT focuses more on global 
features and has shown excellent performance in several 
domains. In addition, researchers have proposed some 
improved methods, such as Liu et al. [14] proposed Swin 
Transformer, which obtains global and local features by 
constructing hierarchical feature maps and sliding windows, 
with better experimental results but high model complexity, 
and Peng et al. [15] proposed Parallel Network Architecture, 
which makes use of convolution and Multi-Head Self-
Attention (MHS) mechanism. Head Self-Attention (MHSA) to 
extract local and global features in parallel, which improves the 
network performance but is ineffective for small datasets. 
Based on the advantages of Transformer, researchers started 
applying it to finger vein recognition. Huang et al. [16] 
proposed Finger Vein Transformer (FVT) model for 
recognition, which achieves multi-scale feature extraction by 
reducing the number of tokens layer by layer, but exploiting 
the Transformer increases the complexity and computation at 
the same time. 

To enhance the efficiency of recognizing finger veins, some 
researchers have introduced data enhancement techniques to 
make the model better adapt to finger vein images in various 
scenarios. Yang et al. [17] proposed Finger Vein 
Representation Using the Generative Adversarial Networks 
(FV-GAN) model, which was the first time GAN was in the 
field of finger vein recognition. Choi et al. [18] proposed a 
Conditional Generative Adversarial Network (CGAN) to 
recover blurred images. They used a deep convolutional neural 
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network for the finger vein images—a convolutional neural 
network for finger vein image recognition. Hou et al. [19] 
proposed a ternary classifier, GAN, for generating training data 
to improve the learning ability of the CNN classifier. Although 
high-quality images can be generated using GAN networks, 
they require more extensive databases and may be unstable 
during training. 

Diffusion Model (DM) [20] is a recently emerged deep 
generative model for high-quality image generation, which is 
rapidly evolving and is widely used in tasks such as text-to-
image generation, image-to-image generation, and video image 
generation. Also, one of the data enhancement methods, the 
diffusion model has a more straightforward training process 
and generates higher-quality images compared to GAN 
networks. Jonathan et al. [20] proposed the Denoising 
Diffusion Probabilistic Model (DDPM), which is used for 
image generation tasks, generating the image quality is higher 
than other generation models such as GAN. Robin [21] et al. 
proposed Latent Diffusion Models (LDM), which achieve 
image generation by introducing a cross-attention conditioning 
mechanism, which significantly improves the training and 
sampling efficiency without degrading its quality. 

Summarizing the above research methods, the existing 
algorithms for finger vein recognition generally have high 
complexity, recognition accuracy needs to be improved, and 
the training process is unstable, so a two-branch lightweight 
finger vein recognition model (FV-DM) based on the diffusion 
model is designed to achieve finger vein image generation 

using the diffusion model to solve the problem of overfitting 
due to the small finger vein dataset. The CNN and the 
improved E-MSHA module are used to extract image features 
in parallel with the dual-branching in the feature extraction 
process to avoid the problem of low accuracy caused by 
insufficient feature extraction, while the diffusion model is 
used in the finger vein recognition process in order to explore a 
new way of finger vein recognition. The comprehensive 
experiments on the self-constructed dataset and three public 
datasets show that FV-DM all achieve better recognition 
results, as well as lower model parameters and computational 
complexity, shorter recognition time, and lower Equal Error 
Rate (EER). 

The remainder of this paper is organized as follows. 
Section 2 introduces our modelling approach and explains how 
it works. Section 3 describes the experiments conducted to 
validate the performance of the model. In Section 4, we 
summarize the paper and make suggestions for future work. 

II. METHODOLOGY 

A. Diffusion Model 

Recently, the diffusion model as a generative model has 
received more and more attention from researchers due to its 
powerful image generation ability. As shown in Fig. 1, the 
diffusion model is mainly divided into the forward noise 
addition process and the reverse denoising process. The solid 
line indicates the forward noise addition process and the 
dashed line indicates the reverse denoising process. 

 
Fig. 1. Network structure diagram of diffusion model. 

1) Forward noise addition process: The forward noise 

addition process uses Gaussian noise to gradually add noise to 

the input image, generating a series of noise samples 

0 1, ,..., Tx x x  until the image becomes a pure noise image. 

Assuming that 0( )q x  is the probability distribution of the real 

image, 1( | )t tq x x   represents the probability distribution of 

the current image tx obtained by adding noise to the previous 

step image 1tx   in the forward noise addition process, and the 

mathematical expressions for each step of the process of 

adding Gaussian noise are shown in (1): 

-1 -1( | ) ( | 1- , )t t t t t tq x x N x x I    (1) 

Where t  is the diffusivity and t  varies with time. The 

formula is expressed as a mean 
t 11 t tx     with a 

variance Gaussian 
2
t t   distribution. If the final image Tx  

is obtained through 0x , the whole process can be regarded as a 

Markov chain from 1t   to the moment t T , as shown in 

Eq. (2): 

0: 0 1

1

( ) ( ) ( | )
T

T t t

t

q x q x q x x 



    (2) 

In the forward noise addition process, Eq. (1) can be 
expressed as by the simplified way in literature [23]: 
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1 11t t t t tx x z       (3) 

Where 1tz   denotes the noise at moment 1t  . The tx  at 

any moment is obtained from the original image 0x  with the 

formula shown in the following equation: 

1t t      (4) 

1

t

t ii
 


    (5) 

1 1

0

1

1

t t t t t

t t t

x x z

x z

 

 

   

  
  (6) 

0 0( | ) ( | , (1 ) )tt t tq x x x x I  N   (7) 

tz  is denoted as a Gaussian distribution satisfying (0, )IN  

2) Reverse denoising process: The reverse denoising 

process is also known as the inverse diffusion process. The 

main purpose is to gradually predict the target image 0x  from 

the purely noisy image Tx , i.e., to derive the 1tx   distribution 

from tx , which can be transformed into what is shown in Eq. 

(8) by using Bayes' formula: 

1
1 1

( )
( | ) ( | )

( )

t
t t t t

t

q x
q x x q x x

q x


    (8) 

According to the forward noise addition process, 

1( | )t tq x x   is known, and for 1( )tq x   and ( )tq x , it can be 

solved by adding the known condition 0x , as shown in the 

following equation: 

1 0
1 0 1 0

0

( | )
( | , ) ( | , )

( | )

t
t t t t

t

q x x
q x x x q x x x

q x x


    (9) 

In the process of reverse denoising, the features in the input 
noisy image are predicted by the neural network, and this paper 
chooses U-Net as the model for noise prediction. U-Net is a U-
shaped network structure, which consists of downsampling on 
the left side, upsampling on the right side, and cross-layer 
connections. The downsampling reduces the size of the feature 
map through the convolution operation and reduces the 
computational cost. The upsampling gradually restores the 
feature map to its original size through the inverse convolution 
operation, and the cross-layer connection is used to splice the 
features between the downsampling and the upsampling, which 
can effectively integrate the features of different levels of the 
image. For normalisation, Group Normalization (GN) is 
chosen. Finally, for the downsampling and upsampling 
operations in U-Net, the convolution with a step size of 2 and 
the inverse convolution are chosen, respectively. The specific 
structure is shown in Fig. 2. 

B. Design of the Network Model 

Inspired by DDPM [20], a finger vein recognition network 
based on a diffusion model is designed. It is shown in Fig. 3 

 

 

 

Fig. 2. U-Net Structure diagram. 
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Fig. 3. Structure diagram of diffusion model. 

The network structure contains two main parts: the image 
generation part and the image feature extraction part. Firstly, 
the diffusion model is used to achieve image generation by 
forward noise addition process and reverse denoising process. 
Then, the generated image is passed into the feature extraction 
network along with the actual image, and the Residual [22] 
module and the E-MHSA module extract the global and local 
features of the image, respectively, and stitch the features after 
extraction, which allows for better fusion of the features and 
further improves their expressive ability. The fused features 
are passed through the convolution module to achieve the 
extraction of deeper features. As shown in the figure, the 
convolution module consists of an ordinary convolution of 
size, an ordinary convolution of size, and a maximum pooling 
layer and is stacked twice in the feature extraction process to 
extract image features more comprehensively.  

C. Residual Structure 

The model uses a Residual module and an improved E-
MHSA module for local and global feature extraction in the 
early stage of feature extraction. The Residual module consists 
of an inverted residual structure, which can effectively reduce 
the computational cost while extracting the local features of 
the image. The specific structure is shown in Fig. 4. 

 
Fig. 4. Residual structure diagram. 

The inverted residual structure contains two ordinary 

convolutions, a DW convolution, a Dropout layer and a jump 

connection. The input information is first increased by 1 1
size ordinary convolution, then the image size is transformed 

by DW convolution with a convolution kernel size of 3 3 , 

and finally the number of channels is decreased by 1 1  size 

ordinary convolution, and the Dropout is used to randomly 

discard the features to prevent the parameter from relying too 

much on the training data and the phenomenon of overfitting. 

Finally, the output of the Dropout layer is added with the 

result of the jump join to complete the output of the 

information. The jump connection is mathematically defined 

as: 

( ) ( )H x F x x     (10) 

Where ( )F   is a function containing convolution, pooling, and 

modified linear unit operations, x  inputs the feature map, and 

( )H x  is the output of the inverted residual structure. The 

inclusion of jump connections in the inverted residual 

accelerates the convergence of the network and improves the 

generalization of the model. 

D. E-MHSA Structure 

Since MHSA has a strong ability to capture low-

frequency signals, which are used to provide global 

information, the enhanced E-MHSA module is used in this 

paper for global feature extraction. Compared to the 

traditional MHSA, E-MHSA incorporates average pooling 

operation and down-sampling before the computation of the 

attention mechanism in order to reduce the computational cost 

and achieve a more efficient and lightweight deployment. As 

shown in Fig. 5, the E-MHSA module is similar to the 

Transformer Block in ViT, which first captures the low-

frequency signals through E-MHSA with the following 

formula: 
0

1 2E-MHSA( ) ( ( ), ( ),..., ( ))hx concat SA x SA x SA x W  (11) 

Where 1 2[ , ,..., ]hx x x x  denotes the division of input feature 

x  into multiple heads in the channel dimension and h  is the 

number of heads divided. In this paper, we take 8 as the 

number of heads for the attention mechanism. ( )SA   is the 

computational formula for the attention mechanism, and the 

formula is as follows: 
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( ) ( , ( ), ( ))Q K V
s sSA x Attention X W P X W P X W     (12) 

where sP  represents the average pooling operation with step 

size s . 

 

Fig. 5. Structure diagram of E-MHSA. 

III. EXPERIMENTS AND ANALYSES 

A. Presentation of Datasets 

The experiments were conducted on three public datasets, 
FV-USM [24], SDUMLA-HMT [25], THU-FVFDT2 [26], and 
with a self-constructed dataset, FV-SIPL, which were divided 
in a 2:1 ratio, except for the THU-FVFDT2 dataset, in which 
the training and test sets were equally divided. The data 
information is shown in Table I. 

TABLE I. DATA INFORMATION FROM FOUR DATASETS 

Dataset 
Total number of 

categories 

Total 

image 
count 

Total 

training sets 

Total 

test sets 

FV-USM 492 5904 3936 1968 

SDUMLA-

HMT 
636 3816 2544 1272 

THU-
FVFDT2 

610 1220 610 610 

FV-SIPL 108 1296 864 432 

1) FV-USM: The dataset was provided by Universiti 

Teknologi Malaysia and contained finger vein images from 

123 volunteers, with 12 images captured from each of the four 

fingers of each volunteer. Therefore, the whole dataset covers 

a total of 492 finger categories and 5904 images. The size of 

each of these images is 640×480pixels. 

2) SDUMLA-HMT: The dataset was provided by 

Shandong University, which contains finger vein images of 

106 volunteers, and 6 images were collected for each index, 

middle, and ring finger of each volunteer's hands the whole 

dataset covers a total of 636 finger categories and 3816 

images, where each image size is 320×240pixels. 

3) THU-FVFDT2: The dataset was provided by Tsinghua 

University and contained finger vein images of 610 

volunteers. Finger vein images were collected twice for each 

volunteer, with a total of 1220 images, each with a size of 

200×100pixels. 

4) FV-SIPL: This dataset was made by the Signal and 

Information Processing Laboratory of Liaoning University of 

Engineering and Technology by using infrared finger vein 

acquisition sensors to collect finger vein images from 27 

volunteers. Among them, 12 images were acquired for each of 

the four fingers of each volunteer, and the whole dataset 

covered 108 finger categories and 1296 images in total. The 

size of each image is 176×415 pixels. 

B. Image Preprocessing 

In order to facilitate the subsequent process of image 
feature extraction, preprocessing operations are performed on 
the image. Taking the FV-USM dataset as an example, the 
main processes are shown in Fig. 6(a) to (d) below. 

 
Fig. 6. Image preprocessing process. 

For the original images in the dataset, first of all, through 

the ROI extraction operation, to reduce the interference of 

irrelevant information on the recognition results, and then 

carry out image normalisation, pass the normalised images 

into the diffusion model, and set the number of iterations in 

the training process to be 10000, and the time T  to be 1000. 

the same parameter settings are carried out on the commonly 

used generative model GAN, and it can be seen through 

Fig. 6(d) and Fig. 6(e) that the images generated by the 

diffusion model are clearer and show more similar image 

features to the original image, so the use of diffusion model is 

chosen as the data enhancement method in FV-DM. 

C. Experimental Environment and Parameter Settings 

The experiments were conducted under the Linux 
operating system using PyTorch1.7 framework, and the 
graphics card used for training and testing was GeForce RTX 
3090. The learning rate was set to 0.001, the batch size was set 
to 16, and Stochastic Gradient Descent (SGD) was chosen as 
the optimiser, where the momentum was set to 0.9. The input 
size of finger veins was uniformly adjusted to 224×224pixels, 
and the final experimental results were obtained by training 
iterations 100 times. 

D. Evaluation Indicators 

In order to evaluate the performance and advantages of 

the model, metrics such as Accuracy, Equal Error Rate, 

Average Processing Time for a Single Image, Number of 

Parameters, and Floating Point Operations (FLOPs) are 

selected for evaluation. Accuracy rate, as one of the 

commonly used metrics in finger vein recognition, can reflect 

the ability of the model to correctly identify different 

categories of samples in the entire dataset. The formula for 

accuracy rate is shown in (13): 

TP TN
Accuracy

TP TN FP FN




  
  (13) 
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Where TP  denotes the number of correct positive sample 

predictions, TN  denotes the number of correct negative 

sample predictions, FN denotes the number of incorrect 

negative sample predictions, and FP  denotes the number of 

incorrect positive sample predictions. In image recognition 

tasks, the EER value is usually used as an indicator to evaluate 

the good or bad performance of the model, which is 

determined by the False Acceptance Rate (FAR) and the False 

Rejection Rate (FRR). The formulas for FAR and FRR are 

shown below: 

FP
FAR

FP TN



    (14) 

FN
FRR

TP FN



    (15) 

Wherein the number of samples for incorrect acceptance 

and incorrect rejection is defined by a predetermined 

threshold. When the threshold of matching is greater than the 

preset threshold, it is determined to be incorrectly accepted, 

and vice versa is determined to be incorrectly rejected. The 

value when FRR  and FAR  are equal is the equal error rate. 

The equal error rate reflects the overall performance of the 

recognition method. The smaller the value of equal error rate, 

the better the performance of the recognition method. 

E. Comparison Experiment 

In order to verify the effectiveness of the FV-DM 

method, it is compared with the classical Transformer network 

models: the VIT-B, Swin-T, Conformer-B, Next-ViT and the 

lightweight CNN network model EfficientNetV2. The 

recognition accuracy results of the different methods on the 

datasets are shown in Table II. The results in the table show 

that the methods proposed in this paper achieve the best 

recognition results on all four datasets. Bolding indicates the 

best results and underlining indicates the second best results. 

In addition to the accuracy comparison, the average 

processing time, number of parameters and FLOPs of 

individual images for the different methods were also 

compared, as shown in Table III. In terms of the average 

processing time for a single image, MobileNetV2 is 2.27ms, 

which is 0.53ms faster than FV-DM, which is due to the 

MSHA contained in FV-DM. Other than that, FV-DM 

outperforms the other methods. 

TABLE II. RECOGNITION ACCURACY OF DIFFERENT METHODS ON FOUR 

DATA SETS (UNIT: %) 

Method 
FV-

USM 

SDUMLA-

HMT 

THU-

FVFDT2 
FV-SIPL 

VIT-B[13] 58.67 63.66 59.55 76.28 

Swin-T[14] 95.0 93.33 76.01 95.12 

Conformer-B[15] 99.0 98.67 96.64 99.33 

Next-ViT[27] 98.56 99.0 98.87 99.53 

EfficientNetV2[28] 98.10 98.07 97.78 98.20 

MobileNetV2[22] 98.12 99.0 98.32 99.0 

ResNet101[29] 98.33 98.34 98.21 99.0 

FV-DM(Our) 99.67 99.66 99.10 99.78 

TABLE III. COMPARISON OF EVALUATION INDEX RESULTS OF DIFFERENT 

METHODS 

Method Time/ms Parameters/M FLOPs/G 

VIT-B 11.30 103.03 16.88 

Swin-T 7.21 28.27 4.37 

Conformer-B 7.15 96.63 21.01 

Next-ViT 3.52 31.76 5.79 

EfficientNetV2 3.49 21.46 2.90 

MobileNetV2 2.27 3.50 0.33 

ResNet101 7.61 44.55 7.84 

FV-DM(Our) 2.80 2.15 0.19 

In this paper, four datasets are used to compare different 

recognition methods, including VIT-B, Swin-T and 

Conformer-B. The results are shown in Fig. 7. 

 
Fig. 7. Comparing the equal error rates of different methods. 
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On the SDUMLA-HMT dataset, the equal error rate of 

FV-DM is slightly higher than that of MobileNetV2, but 

except for that, FV-DM maintains the lowest equal error rate, 

which indicates that the FV-DM method has excellent 

performance in finger vein recognition, and it can be used as 

an effective recognition method. Compared with other 

methods, the FV-DM method has higher accuracy and better 

robustness, so it has a wide range of application prospects in 

practical applications. 

TABLE IV. RECOGNITION ACCURACY OF DIFFERENT METHODS ON 

PUBLIC DATASETS (UNIT: %) 

Method FV-USM SDUMLA-HMT THU-FVFDT2 

Merge CNN[30] 96.15 89.99 — 

DS-CNN[31] — 98.00 89.00 

Semi-PFVN[32] 94.67 96.61 — 

LFVRN_CE[33] 98.58 97.75 — 

DGLFV[34] — 99.25 — 

CMrFD[35] 98.33 98.92 — 

FVT 99.73 97.90 90.66 

TFHFT-DPFNN[36] — 98.00 — 

CNNs[37] 97.95 — — 

Coding SchemeA[38] 99.59 95.91 — 

FV-GAN — — 98.52 

Triplet-classifier 

GAN 
99.66 99.53 — 

FV-DM(Our) 99.67 99.66 99.10 

FV-DM is compared with novel finger vein models in 

recent years, and the results are shown in Table IV. Among 

them, FV-DM obtained the highest recognition accuracy on 

both public datasets, SDUMLA-HMT and THU-FVFDT2. 

The recognition accuracy on the FV-USM dataset is lower 

than that of the FVT method by 0.06%, but it is higher than 

that of FVT on the SDUMLA-HMT and THU-FVFDT2 

datasets by 1.77% and 9.03%, respectively. Therefore, from 

the overall results, FV-DM recognition results are better. 

 
(a) Recognition accuracy curves for the four datasets. 

 
(b) Loss curves for the four datasets. 

Fig. 8. Recognition accuracy and loss curve of FV-DM on four datasets. 

By comparing the novel finger vein recognition algorithms in 

recent years, FV-DM has better performance in terms of 

recognition accuracy, recognition time, complexity, etc. the 

recognition accuracy versus test loss curves of FV-DM on the 

four datasets are shown in Fig. 8. 

F. Ablation Experiment 

Ablation experiments were conducted in order to better 

validate the effectiveness of the modules in each part of the 

network. Under the premise that the rest of the conditions 

remain unchanged, modules such as Residual, E-MHSA, 

convolutional module and diffusion model are added to the 

network sequentially, and the accuracy rate is tested with the 

FV-SIPL dataset as an example, and the experimental results 

are shown in Table V. From the table, it can be seen that the 

accuracy rate increases step by step after the modules are 

added. Residual and E-MHSA need to be further fused after 

extracting the local and global features, respectively, to 

achieve a more comprehensive feature extraction, so the 

accuracy rate is increased by 42.92% after adding the 

convolution module compared with the previous one. The 

introduction of the diffusion model can achieve intra-class 

enhancement of the data and avoid the overfitting problem, so 

the accuracy is further improved after adding the diffusion 

model, which verifies the correctness of the conjecture. 

TABLE V. ACCURACY COMPARISON ON THE FV-SIPL DATASET (UNIT: 
%) 

Residual E-MHSA 
Convolution 

module 
Diffusion model Accuracy 

√    41.40 

√ √   55.58 

√ √ √  98.50 

√ √ √ √ 99.78 

IV. CONCLUSION 

Aiming at the finger vein recognition process that does 

not fully consider the global features of the image, is easy to 

overfit, and has other problems, this paper proposes a two-
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branch lightweight finger vein recognition method based on 

the diffusion model. Firstly, the diffusion model is used to 

generate finger vein images to expand the finger vein dataset. 

Secondly, a two-branch network composed of a convolutional 

neural network and improved E-MHSA is used to extract 

global and local features from the expanded dataset. Then, the 

extracted global and local features are fused by the 

convolutional module, and the image features are further 

extracted. Finally, the recognition results are output, and the 

effectiveness of the method is verified on multiple datasets at 

the same time. Experiments show that the method in this paper 

can improve the recognition performance while keeping the 

computational cost small. In future work, the application of 

the diffusion model in finger vein recognition will be explored 

deeply to seek more possibilities. 
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Abstract—Natural Language Processing (NLP) has emerged 

as a critical technology for understanding and generating human 

language, with applications including machine translation, 

sentiment analysis, and, most importantly, question classification. 

As a subfield of NLP, question classification focuses on 

determining the type of information being sought, which is an 

important step for downstream applications such as question 

answering systems. This study introduces an innovative ensemble 

approach to question classification that combines the strengths of 

the Electra, GloVe, and LSTM models. After being tried 

thoroughly on the well-known TREC dataset, the model shows 

that combining these different technologies can produce better 

outcomes. For understanding complex language, Electra uses 

transformers; GloVe uses global vector representations for word-

level meaning; and LSTM models long-term relationships 

through sequence learning. Our ensemble model is a strong and 

effective way to solve the hard problem of question classification 

by mixing these parts in a smart way. The ensemble method 

works because it got an 80% accuracy score on the test dataset 

when it was compared to well-known models like BERT, 

RoBERTa, and DistilBERT. 

Keywords—Ensemble learning; long short term memory; 

transformer models; Electra; GloVe; TREC dataset 

I. INTRODUCTION 

There are many areas where machine learning has 
completely changed how we solve problems. These include 
healthcare, banking, and natural language processing [1], [2], 
[3]. It has made it possible for computers to learn from data on 
their own, making choices, predicting trends, and even finding 
patterns that are too complicated for humans to understand. 
NLP is the study of how computers and people use language. 
With the rise of machine learning, big steps forward have been 
made in NLP, especially in areas like mood analysis, machine 
translation, and summary [4], [5], [6], [7]. One of the most 
important things that natural language processing does is sort 
questions into groups. In the real world, this job is very 
important for many things, such as search engines, virtual 
helpers like Siri or Google Assistant, and customer service 
bots. Question sorting that is done right can lead to more 
accurate and useful answers, which improves the service these 
apps can provide. Think about a medical robot that can 
correctly classify a health question and give a possibly life-
saving answer, or a virtual tourist helper that can tell the 
difference between questions about food and questions about 
historical sites. It's not just handy that the good effects happen; 
they often have big effects [8], [9], [10]. However, the 

complexity of human language, which includes subtleties in 
syntax, meaning, and pragmatics, makes it very hard to get 
very accurate question classification [11], [12]. Support 
Vector Machines, Random Forests, and other machine 
learning models have been used for this, but new 
developments in deep learning and transformer models like 
BERT, RoBERTa, and ELECTRA have shown that they work 
even better than expected [13]. These models are very good at 
understanding the meanings and contexts of words and 
sentences, which is a key part of question classification [1], 
[14], [15], [16] and [17]. Here, we show a new method that 
combines three strong tools: the ELECTRA model for 
contextual embeddings based on transformers; Global Vectors 
for Word Representation (GloVe) for creating semantically 
rich word vectors; and Long Short-Term Memory (LSTM) 
networks for capturing sequence dependencies. The Text 
REtrieval Conference (TREC) dataset, which is a common 
standard for question classification tasks, is used to train and 
test our ensemble model. The main thing that our work adds is 
that we combine several different but useful techniques in a 
way that makes them work better together than current best 
models at classifying questions. 

This study is organized into the following taxonomy: 
Section II starts by doing a full literature review of earlier 
work that looked at question categorization and related 
ensemble methods, Section III shows a full explanation of the 
method used is given, which includes the ELECTRA model, 
GloVe embeddings, and LSTM networks, Section IV presents 
the proposed approach, Section V describes how the 
experiment was set up, what the results were, and why we 
came to the conclusions we did, and in Section VI, we talk 
about the results, the limits, and the opportunities for more 
study. 

II. LITERATURE REVIEW 

A. Previous Work 

In NLP, question categorization has been a major area of 
study for twenty years, with many researchers working on it. 
Over the years, techniques in this area have changed a lot, 
from simple machine learning methods to the most advanced 
deep learning models used today. Support Vector Machines 
(SVM) and other well-known machine learning methods were 
used in the early stages of this study. For example, Zhang and 
Lee used SVMs to sort questions [18]. 
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Deep learning methods came out as machine learning got 
better. These made models more stable. Kalchbrenner et al. 
were the first to use convolutional neural networks (CNNs) to 
tag words with questions and put them into groups. After that, 
scientists studied Recurrent Neural Networks and various 
types of them, such as Long Short-Term Memory networks. 
After Zhou et al. used LSTMs well to find the long-term 
connections in question replies, they came up with some 
hopeful results [19]. 

When language models like BERT, RoBERTa, and 
ELECTRA came out, they were the next big step forward in 
the field of NLP. A lot of natural language processing jobs, 
like question classification, were done better by these 
transformer-based systems. Devlin et al. created BERT and 
showed that it could record context-rich embeddings [18]. 
While Liu et al. worked on RoBERTa and Clark et al. worked 
on ELECTRA, they pushed the limits of efficiency [20], [21]. 

Individual models have worked well on their own, but 
group methods have become popular as a way to combine the 
different strengths of these models. Vaswani et al. suggested a 
group that combined transformers and LSTMs, which showed 
a big improvement in performance compared to using just one 
model [22]. However, ensemble methods that are specifically 
made for question classification have not been widely used. 
This points to an interesting area for future study. 

The role of word embeddings, especially GloVe, is another 
part of this changing environment. When Pennington et al. 
first presented GloVe, it quickly became a mainstay in many 
NLP tasks, such as question classification [23]. 

Before they come up with a new type of feature based on 
question patterns, Nguyen and Le look at lexical, syntactical, 
and semantic features. The writers came up with a way to 
choose features that would work for different types of 
questions. They used the TREC dataset and Support Vector 
Machines (SVM) for classification to show that their plan 
worked [24]. 

Chotirat and Meesad use two datasets—TREC-6 (English) 
and a Thai speech dataset—to test different machine learning 
models. The combined CNN-BiLSTM model did better than 
the other models, according to the findings. These results 
show that deep learning methods, especially mixed models, 
can improve the accuracy of question sorting in a lot of 
languages. The addition of Part-of-Speech tagging was a key 
factor in this speed boost [25]. 

The real-world data that Madabushi et al. give show that 
their system works better. When fine-grained question 
classification is paired with deep learning models, they show 
big improvements in how well the answers are chosen. The 
new taxonomy and object recognition system worked better 
than earlier models, showing that their way works. These 
results show how important it is to include question 
classification in deep learning systems for jobs like answer 
choice [26]. 

B. Rationale for the Proposed Approach 

Combining Electra, GloVe, and LSTM in a new way, we 
describe a new ensemble method for question classification, 

this method was chosen because it can work well with others 
to help with the complex nature of understanding questions, 
with its transformer-based structure, Electra is great at 
handling complex language tasks and fully understanding their 
context, GloVe adds to this by providing detailed word-level 
meaning models that describe the complexity of how language 
is used, and LSTM helps by correctly simulating long-term 
relationships in text, which is very important for 
understanding how questions are asked in a certain order. 
These models work together to get around the problems that 
separate models like BERT and RoBERTa have, especially 
when it comes to handling complicated question forms and 
changing contexts. As you can see from our positive test 
results, our approach uses the strengths of each model to make 
question sorting more accurate and faster. This combination 
not only makes performance measures better, but it also makes 
it possible to analyze questions in a more detailed and full 
way, which is a big step forward in natural language 
processing. 

Different modeling strategies have their own pros and 
cons, and there hasn't been much research on how to combine 
them into a single model for question classification, our work 
introduces a new ensemble method that combines ELECTRA, 
GloVe, and LSTM, the objective is to create a new style for 
grouping questions into different categories. 

III. BACKGROUND 

This section provides a comprehensive overview of the 
primary components of our ensemble model: the ELECTRA 
model, GloVe word embeddings, and LSTM networks. 

A. ELECTRA 

ELECTRA (Efficiently Learning an Encoder that 
Classifies Token Replacements Accurately) is a transformer-
based model developed for natural language processing tasks, 
proposed by researchers at Google Research in 2020, 
ELECTRA uses a novel approach to training known as 
Replaced Token Detection [17]. 

Traditional transformer models, such as BERT [1], utilize 
masked language modeling as a pre-training task, where some 
percentage of the input tokens are masked and the model is 
trained to predict the original tokens. ELECTRA, on the other 
hand, introduces a different mechanism. It consists of two 
parts: a generator and a discriminator. The generator is a small 
masked language model that suggests replacements for some 
of the tokens in the input. The discriminator is then tasked 
with predicting whether each token in the sequence was 
replaced by the generator or not. 

This training mechanism can be described with the 
following steps: 

1) The generator G, a small BERT-like model, is used to 

replace some tokens in the input sequence. 

2) The discriminator D, a larger BERT-like model, then 

attempts to predict for each position whether it contains the 

original token or a replacement. 

The main advantage of this approach is that it allows for 
the entire input sequence to be utilized during pre-training, as 
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opposed to just a small masked portion, making the training 
process more efficient and effective. 

B. GloVe 

GloVe is an unsupervised learning algorithm developed by 
the Stanford NLP Group for obtaining vector representations 
for words. The primary idea behind GloVe is that the co-
occurrence statistics of words in a corpus capture a significant 
amount of semantic information [23]. To construct the GloVe 
representations, the following steps are carried out: 

1) A global word-word co-occurrence matrix is 

constructed from the corpus, where each element `Xij` 

represents the frequency with which word `i` appears in the 

context of word `j`. 

2) The objective of GloVe is then to learn word vectors 

such that their dot product equals the logarithm of the words' 

probability of co-occurrence. 

Mathematically, this is represented as: 

Vi . Vj = log(P(i|j))         (1) 

where Vi and Vj are the word vectors for words i and j, and 
P(i|j) is the probability of i appearing in the context of j. 

C. LSTM 

LSTM networks are a type of recurrent neural network 
(RNN) architecture [27], specifically designed to address the 
vanishing gradient problem of traditional RNNs and to better 
capture dependencies in sequential data [28]. In an LSTM, the 
hidden state ht is updated via a series of gating mechanisms: 

1) The input gate it determines how much of the new 

input will be stored in the cell state. 

2) The forget gate ft decides the extent to which the 

previous cell state c(t-1) is maintained. 

3) The output gate ot controls how much of the internal 

state is exposed to the external network. 

The state update equations are as follows: 

it = σ(Wii.xt + bii + Whi.h(t−1) + bhi)                 (2) 

ft = σ(Wif.xt + bif + Whf.h(t−1) + bhf)                 (3) 

gt = tanh(Wig.xt + big + Whg.h(t−1) +bhg)              (4) 

ot = σ(Wio.xt + bio + Who.h(t−1) + bho)               (5) 

ct = ft * c(t−1) + it * gt.                            (6) 

ht = ot * tanh(ct).                               (7) 

Here, σ represents the sigmoid function, tanh is the 
hyperbolic tangent function, * denotes element-wise 
multiplication, and `.` represents matrix multiplication. The 
variables W and b are the learnable weights and biases, 
respectively, of the LSTM. 

By employing these gating mechanisms, LSTMs can 
effectively learn what information to keep or forget over long 
sequences, making them particularly efficient for tasks 
involving sequential data. 

The combination of ELECTRA, GloVe, and LSTM in our 
ensemble model aims to leverage the efficient pre-training and 
high performance of ELECTRA, the rich semantic 
information encapsulated by GloVe embeddings, and the 
sequence modeling capabilities of LSTM. This synergistic 
integration seeks to enhance the performance of question 
classification tasks by capturing the semantics, context, and 
sequence information embedded in the questions [29], [30], 
[31]. 

IV. PROPOSED APPROACH 

The proposed approach is designed to amalgamate the 
capabilities of multiple state-of-the-art language models and 
embeddings, namely Electra, GloVe, and LSTM, to enhance 
the classification performance on questions from the TREC 
dataset. The architecture employs a dual-branch neural 
network with each branch responsible for processing a 
different type of embedding—Electra for one and GloVe for 
the other. Subsequent to this, LSTM layers are applied to the 
concatenated embeddings, leading to the final classification 
output. 

A. Source of Data 

Based on the TREC question classification dataset, which 
has text-based questions and their related broad terms like 
"location," "person," etc., the experiment was carried out. 

B. Text Standardization 

The TensorFlow method tf.strings.lower() was used to 
change all of the raw text strings to lowercase. 

C. Tokenization and Sequence Padding 

There were two different tokenization processes for the 
raw texts: one was made for Electra and the other was made 
for GloVe. Through padding, a set sequence length of 512 was 
kept. 

D. Architectural Elements: In-Depth Exploration Electra 

Sub-model: Capturing Contextual Relationships 

Electra is the main tool used to find complex and detailed 
trends in searches. When it comes to Electra, the discriminator 
is very good at figuring out what a sign means in relation to its 
surroundings. This is very important for question classification 
because questions often have clues in the environment that 
help with classification. For instance, the use of "when" or 
"what year" could mean a question about time, which Electra 
is very good at spotting. 

E. GloVe Sub-model: Leveraging Global Statistical 

Information 

GloVe is useful because it can gather global statistical 
features of words based on data about how often they appear 
together. GloVe, unlike local context, records long-term ties 
like synonyms or similar ideas, which can be very helpful for 
finding the right questions. Electra can understand how the 
words in a question work together in complex ways, but 
GloVe takes it a step further by understanding the bigger 
language features of the words used. 
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F. LSTM Layers: Accounting for Sequential Dependencies 

After integration, LSTM networks are used to find the 
sequence-based relationships in the incoming text. Questions 
naturally go in a certain order, with "wh" words like "who," 
"what," and "where" at the beginning and a subject or object at 
the end. Figuring out this process can often help you figure out 
what the question is really asking. These gates in LSTMs help 
them successfully capture long-term relationships, which 
makes them perfect for this job. The two LSTM layers, which 
have 256 and 128 units, are set up to add another level of 
abstraction and pick up more complex models. 

G. Classification Layer: Mapping to Categories 

The last Dense layer is a classifier that turns the 
complicated feature representations learned by the layers 
above into classification choices that can be used. In this case, 
a softmax activation function is used because the job is 
classified. There are 6 units in this layer, and each one 
represents a different type of question in the TREC dataset. 
The softmax function makes sure that the result can be 
understood as odds that add up to 1. It's easy to put each 
question into one of the six broad groups this way. 

H. Model Synergy: The Bigger Picture 

It is important to note that the architecture is not just a 
random group of techniques; it is a carefully put together set 
of techniques that are meant to work around the weaknesses 
and make the most of the strengths of each part. Electra 
gathers background, GloVe adds breadth, and LSTMs record 
how things change over time. These steps work together to 
make a complete plan for learning how to classify questions. 

To put it simply, each design part was carefully chosen 
and put together in a way that makes a whole model that can 
change, understand, and do a great job of question 
classification. 

V. EXPERIMENTAL RESULTS 

A. Experimental Setup 

To thoroughly test how well our suggested ensemble 
model, Ensemble Electra + GloVe+LSTM, worked, we set up 
our tests on Google Colab Pro and used its GPU features to 
make the computations go faster. We put our ensemble model 
up against Electra and other cutting-edge language models 
[17], BERT [32], RoBERTa [33], and DistilBERT [34]. 

B. Mathematical Overview of Models 

1) ELECTRA: Electra employs a discriminative training 

mechanism, where the model learns to distinguish between 

"real" and "fake" tokens in a sentence. Formally, for a given 

input X = [x1, x2,…, xn], a generator G  proposes replacements 

xi for masked tokens, and a discriminator D estimates the 

probability  P(D(xi) = 1| X) that each token is real. The 

objective is to minimize -log(D(xi)) for real tokens and  -log(1 

-D( ̃i)) for fake tokens. 

2) BERT: BERT uses a masked language model (MLM) 

for pre-training, where a certain percentage of input tokens are 

masked. The model aims to predict these masked tokens based 

on their context. Mathematically, for an input sequence X, the 

loss L is calculated as -log P(xi | X-i;  ), where   are the model 

parameters. 

3) RoBERTa: RoBERTa extends BERT but employs 

dynamic masking and removes the next-sentence prediction 

objective. Its objective function remains similar to BERT, 

focusing on masked token prediction. 

4) DistilBERT: DistilBERT is a distilled version of 

BERT, trained to approximate BERT's output. For each token 

xi in the input X, the model aims to minimize the difference 

between its output O(xi) and that of BERT B(xi), typically 

using the Kullback-Leibler divergence. 

C. Evaluation Metrics 

We used several metrics to evaluate the performance of 
each model: Loss, Accuracy, Precision, Recall, and F1 Score. 

1) Loss: Represents the error between predicted and 

actual labels. Lower values are better. 

2) Accuracy: Measures the ratio of correctly predicted 

samples to the total samples. 

          
     

           
   (8) 

3) Precision: Indicates the percentage of positive 

identifications that were actually correct. 

           
  

     
         (9) 

4) Recall: Shows the percentage of actual positives that 

were identified correctly. 

        
  

     
   (10) 

5) F1 Score: Harmonic mean of precision and recall, a 

balance between the two. 

            
                

                 
             (11) 

Where: TP: True Positive, TN: True Negative, FP: False 
Positive and FN: False Negative. 

D. Results 

Our ensemble model, which is a combination of Electra, 
GloVe, and LSTM, outperformed all other models. The 
superior performance of our ensemble approach can be 
attributed to the complementary strengths of the constituent 
models. Electra, with its discriminator-generator setup, excels 
at understanding the context of the language. GloVe, on the 
other hand, captures semantic relationships between words by 
considering the global word-word co-occurrence statistics. 
LSTM effectively handles the sequence nature of the language 
data. Together, they give a complete approach to text 
classification and lead to great results on the TREC question 
classification task. This experimental evidence supports our 
theory that an ensemble of models can significantly improve 
question classification task performance over standalone 
models. By leveraging the strengths of each model, we were 
able to achieve superior results, showing that our proposed 
ensemble approach works. The results of the experiments are 
shown in Tables I and II and Fig. 1, 2, 3, 4 and 5. 
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TABLE I. THE ACCURACY AND MSE OF THE MODELS 

Model Train Accuracy Test Accuracy Train MSE Test MSE 

Ensemble Electra + GloVe+LSTM 0.999 0.8 0.001 1.51 

Electra [17] 0.229 0.188 5.055 5.44 

BERT [32] 0.224 0.13 3.628 4.128 

RoBERTa [33] 0.254 0.16 3.608 4.108 

Distilbert [34] 0.239 0.145 3.628 4.128 

TABLE II. THE PRECISION, RECALL AND F1 SCORE OF THE MODELS 

Model Train Precision Test Precision Train Recall Test Recall Train F1 Score Test F1 Score 

Ensemble Electra+ GloVe+LSTM 0.999 0.8 0.999 0.8 0.999 0.8 

Electra 0.052 0.035 0.229 0.188 0.085 0.0595 

BERT 0.05 0.016 0.224 0.13 0.082 0.029 

RoBERTa 0.08 0.046 0.254 0.16 0.112 0.059 

Distilbert 0.065 0.031 0.239 0.145 0.097 0.044 
 

 

Fig. 1. Models accuracies. 
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Fig. 2. Models precision. 

 

Fig. 3. Models recall. 

 

Fig. 4. Models F1 score. 

 

Fig. 5. Models mean squared error, 
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VI. RESULTS AND DISCUSSION 

All of the comparison data show that the Ensemble Electra 
+ GloVe + LSTM model does better than all of the evaluation 
factors. This victory isn't just a small step forward; it's a huge 
step forward from solo ideas. 

A. Generalization and Overfitting 

The ensemble model's ability to transfer from training data 
to test data is one of the most interesting results. With a 
training accuracy of 0.999 and a test accuracy of 0.8, the 
ensemble model shows that it can successfully apply learned 
patterns to data that it has never seen before. This even result 
shows that the model does not overfit, which is a common 
problem in machine learning [35]. 

B. Error Analysis 

The ensemble model stays ahead when it comes to Mean 
Squared Error (MSE). The model's predictions were very 
close to the real results, with a training MSE of 0.001 and a 
test MSE of 1.51. Standalone models, like Electra, BERT, and 
others, have much higher MSE values on both the training and 
test sets, which means they make more mistakes when making 
predictions. 

C. Precision, Recall, and F1 Score 

The ensemble model also keeps its high scores in the F1 
score, precision, and recall. A high accuracy score means that 
the ensemble model correctly finds relevant examples on a big 
scale, and a high recall score means that the model catches 
most of the relevant events. The F1 score, which is a fair way 
to measure precision and recall, shows that the model is well-
balanced. 

D. Comparative Model Analysis 

Although RoBERTa seems to do better than the other 
models that work by themselves, it is still not as good as the 
ensemble model. The ensemble model is the only one that can 
get Electra's understanding of context, GloVe's semantic 
depth, and LSTM's sequential reading all at the same time. 

E. Synergistic Strength 

The enormous success of the ensemble model shows that 
combining parts that are similar to other cutting-edge models 
can create something new. For the TREC question answering 
test, it does very well because it knows data very well in both 
its specific and broad parts. The ensemble model does a great 
job of categorizing questions, and these results suggest that it 
could also help with other natural language processing issues. 

VII. CONCLUSION 

In conclusion, our results show that an ensemble model 
with Electra, GloVe, and LSTM does a better job of 
classifying questions than other models on the TREC dataset. 
We tested our ensemble method against other advanced 
models like BERT, RoBERTa, and DistilBERT and found that 
it regularly did better than them. It achieved high accuracy, 
precision, recall, F1 score, and lower mean squared error. 
Electra, GloVe, and LSTM all have properties that work well 
together in the ensemble model. Combining different models 
and methods into ensemble methods, which we found, can 
lead to big performance gains, making them a reliable and 

effective way to handle difficult tasks like question 
categorization. Even though these results are positive, we 
know that there is still room for improvement and adjustment. 
For instance, different groupings of ensembles and model 
designs could be looked into, along with more advanced 
training methods. In the future, researchers may look into how 
this ensemble method can be used to solve other natural 
language processing problems besides question classification.  
Overall, this study adds to the progress being made in natural 
language processing and lays the groundwork for more 
research and development of group methods in question 
categorization and other areas. 
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Abstract—Extractive reading comprehension is a prominent 

research topic in machine reading comprehension, which aims to 

predict the correct answer from the given context. Pre-trained 

models have recently shown considerable effectiveness in this 

area. However, during the training process, most existing models 

face the problem of semantic information loss. To address this 

problem, this paper proposes a model based on the SpanBERT 

pre-trained model to predict answers using a multi-layer fusion 

method. Both the outputs of the intermediate layer and the 

prediction layer of the transformer are fused to perform answer 

prediction, thereby improving the model's performance. The 

proposed model achieves F1 scores of 92.54%, 84.02%, 80.86%, 

71.32%, and EM scores of 86.27%, 81.25%, 69.10%, 56.42% on 

the SQuAD1.1, SQuAD2.0, Natural Questions and NewsQA 

datasets, respectively. Experimental results show that our model 

outperforms a number of existing models and has excellent 

performance. 

Keywords—Machine reading comprehension; pre-trained 

model; transformer 

I. INTRODUCTION 

With the advent of the big data era, getting the right 
answers from massive amounts of data in a timely and accurate 
manner has become an urgent task. As one of the most popular 
natural language processing (NLP) tasks in recent years, 
machine reading comprehension (MRC) aims to enable 
machines to learn how to read and understand texts, that is, to 
find answers to given questions from relevant articles. 
Extractive reading comprehension, a subtask of MRC, has also 
made significant progress in recent years, requiring models to 
extract a continuous passage of text from the given input text 
as the final answer. 

Extractive reading comprehension can overcome the 
limitations of relying solely on individual words or entities to 
answer questions. Its task is to use a model to extract an answer 
from a given passage or paragraph based on a given question. 
As shown in Fig. 1, given the question "when does season 2 of 
lethal weapon come out" and the passage "Lethal Weapon is an 
American buddy cop action comedy ...", the model reads and 
understands the passage and question, and then extracts a 
continuous segment "September 26, 2017" from the passage as 
the answer. The commonly used datasets for extractive reading 
comprehension include the SQuAD dataset [1], the NewsQA 
dataset [2], the TriviaQA dataset [3], and so on. 

In deep learning-based reading comprehension models, the 
prediction of answer boundaries relies heavily on information 
interactions, and scholars have proposed one-way attention 

models to employ attention mechanisms to enhance the 
interaction of information between passage and question. For 
example, Hermann et al. [4] used the one-way attention model 
as the basis for contextualizing questions, calculating the 
weight of each word in a passage, and generating a final 
representation of the passage. However, because one-way 
attention mechanisms only account for unidirectional attention, 
resulting in limited interaction between passage and question, 
researchers later proposed bidirectional attention models. For 
example, Seo et al. [5] proposed the bidirectional attention 
model BiDAF, which computes attention between question and 
passage separately in both directions to enhance information 
interaction and achieve good results. 

In 2018, Google introduced the bidirectional pre-training 
language model BERT [6]. Since its release, BERT has 
achieved outstanding results in the field of NLP. Its remarkable 
performance is attributed to its internal multi-layer transformer 
structure, and directly using BERT with a simple answer 
predictor can achieve good performance on the SQuAD 
dataset [6]. 

The study by Ganesh et al. [7] showed that different layers 
of the transformer encoder focus on different semantic 
information. Ramnath S et al. [8] experimentally demonstrated 
that the prediction layer of BERT focuses more on contextual 
understanding and answer prediction, but ignores the 
interaction between context and question, while the earlier 
layers of the transformer focus more on the latter. Thus, some 
semantic information is lost during the learning process. 

Since BERT was proposed, a number of pre-training 
models have been successively proposed. Among them, 
SpanBERT [9] is a representative model. Compared to BERT, 
SpanBERT [9] is more suitable for extractive tasks. However, 
it does not take into account the representational information 
emphasized by intermediate transformer layers, which may 
affect the final answer extraction in subsequent iterations. 

 This paper aims to address the potential problem of 
semantic information loss during learning in SpanBERT by 
investigating the fusion of semantic information from the 
intermediate and prediction layers of the transformer. A 
method is proposed to predict answers using a multi-layer 
transformer based on the SpanBERT model. The lower layer 
and the prediction layer of the transformer work together to 
predict answers. The predicted answer span information from 
both layers is combined to improve the accuracy of the 
predicted answers. The contributions of this work are outlined 
as follows: 
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1) We propose a model that can address the problem of 

semantic information loss during the learning process of the 

pre-trained model SpanBERT. Our model enhances the 

interaction between the paragraph text and the question by 

utilizing the SpanBERT model, the representation information 

emphasized by the intermediate layer and the final prediction 

layer of the transformer can be fused to improve the 

performance of the model's answer extraction. 

2) A new approach to vector fusion is proposed in this 

study, which can effectively combine semantic information. 

An attention mechanism is utilized to fuse the outputs of the 

intermediate and prediction layers of the transformer, resulting 

in a new fused vector. This vector can be used to generate a 

probability distribution vector of the answer span, which is 

then multiplied by the answer prediction vector to obtain the 

predicted answer span. Combining the representational 

information that the final prediction layer and the middle layer 

focused on will improve the accuracy of the model's answer 

extraction. 

3) We conduct comparison experiments on four datasets, 

including SQuAD1.1, SQuAD2.0, NaturalQA, and NewsQA, 

with two evaluation metrics, including F1 score and EM score, 

experiment results show that the proposed model has excellent 

performance. 

 
Fig. 1. Example of extractive reading comprehension. 

II. RELATED WORK 

MRC technology was first developed in the 1970s. In 1977, 
W.G. Lehnert et al. [10] designed the QUALM system, which 
used question-answering rules. In the 21st century, researchers 
integrated machine learning methods into MRC research. 
However, there were still drawbacks such as weak model 
generalization and insufficient feature extraction. The 
development of neural networks provided an opportunity for 
the advancement of MRC technology. From unidirectional 
attention mechanisms to bidirectional attention mechanisms, 
MRC technology has made significant strides and remarkable 
advancements. In recent years, the bidirectional pre-training 
language model BERT has achieved superior results in 
multiple task domains. 

Reading comprehension tasks can be categorized as cloze 
tests, multiple-choice, span extraction, and generative reading 
comprehension. 

Cloze-style tests prompt the machine to select the correct 
answer from a finite number of alternatives by removing words 
from the sentence. Representative datasets include CBT [11] 
and CNN/Daily Mail [4]. Representative models include the 
Gated Attention Reader [12] and others. 

Multiple-choice reading comprehension has a more flexible 
answer format than cloze tests, as it is not limited to words or 
entities in context. However, the answers to the questions must 
still be provided in advance. Representative datasets for this 
type of task include MCTest [13] and RACE [14], while 
representative models include DCMN+ [15]. 

Currently, span extractive reading comprehension is the 
most popular task in this field, which is more challenging than 
traditional machine reading comprehension. The goal is to 
extract a contiguous span from a given text paragraph, which is 
not selected from a list of options. 

Extractive reading comprehension models typically consist 
of four network architecture components: an embedding 
module, a feature extraction module, an information interaction 
module, and an answer prediction module. The embedding 
module converts each word in the passage and question into a 
fixed-length vector representation. To achieve this, a classical 
word vector encoding method such as Word2vec [16] can be 
used. The feature extraction module is often positioned after 
the embedding layer to extract context and question features 
separately. This module typically uses classical deep neural 
networks, such as recurrent neural networks and convolutional 
neural networks, to extract contextual information. The 
information interaction module is responsible for combining 
the encoded information of the paragraph and the question. It 
also captures the relationships between the words in the 
paragraph and the question to obtain their representations. The 
answer prediction module is located at the end of MRC 
systems and provides answers to questions based on the 
primary context. 

In the extractive reading comprehension task, two 
classifiers are typically trained to predict the starting and 
ending indices of the answer. Common datasets for extractive 
reading comprehension include SQuAD, NewsQA, TriviaQA, 
SearchQA [17], and so on. Representative models include 
SpanBERT, BLANC [18], etc. 

Although extractive reading comprehension has made 
significant advancements, its capabilities remain insufficient. 
Specifically, confining answers to a specific span within the 
context is still unrealistic. Generative reading comprehension 
requires machines to infer, summarize and provide open-ended 
answers from multiple passages of text. Of the four different 
types of tasks, generative reading comprehension is the most 
difficult. NarrativeQA [19] is a dataset that represents 
generative reading comprehension, and UniLMv2 [20] is a 
model that represents this type of task. 

In addition to the task form, reading comprehension models 
can be structurally divided into a reading comprehension 
module and an answer prediction module. The reading 
comprehension module aims to answer the given questions 
based on the given passages. It is considered the core part of 
the model, where the model learns information from the input 
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text passage and question and generates the input text 
representation. For instance, Seo et al. [5] proposed BiDAF, 
which uses a bi-directional attention mechanism to improve the 
interaction between the question and the text passage, resulting 
in a more effective representation of the input text. BERT, on 
the other hand, enhances word embedding through multiple 
layers of transformer. SpanBERT, which is built on top of the 
BERT architecture, further improves text comprehension in the 
continuous span extraction task by training with span mask and 
span boundary objective.  In this paper, we use SpanBERT as 
the foundational architecture of our model. 

The answer prediction module is divided into different 
types of tasks. For the cloze reading comprehension task, the 
module predicts the probability values of multiple candidate 
answers based on the text vector information and selects the 
option with the highest probability as the predicted answer. For 
the extractive reading comprehension task, the answer is a 
continuous segment of the given text. The answer prediction 
module should generate two probability distributions based on 
the text representation: one for the starting position of the 
answer and the other for the ending position. 

III. MODEL 

Our model utilizes SpanBERT, a pre-trained model with 12 
layers of transformer encoder, similar to BERT. The 12th layer 
is typically used for final answer prediction. However, 
language is complex and contains not only grammar and 
semantic information, but also hidden information such as 
emotion and deduction. Therefore, each layer of the 
transformer encoder learns different information during the 
training process. This model addresses the limitation of 
existing models that ignore other potentially helpful layers for 
answer prediction, by incorporating them into the prediction 
process. To improve answer prediction performance, this paper 
proposes a model that utilizes an information fusion approach. 
The basic architecture of our model is shown in Fig. 2. 

First, both the passage and the question are input into the 
embedding layer for learning, resulting in the output of each 
layer of the transformer. Subsequently, the output of the middle 
layer and the output of the prediction layer are combined to 
obtain a fusion vector that contains the semantic information 
from both the middle layer and the prediction layer. Finally, the 
answer interval information predicted from the fusion vector is 
further fused with the answer information extracted from the 
prediction layer to obtain the final answer. 

A thorough explanation of our model, including the 
encoding layer, encoder attention block, answer extraction, loss 
function, and other components, is given in this section. 

A. Embedding 

Suppose the question sequence is Q=[             ] and 
the passage sequence is P=[              ]. They are 
separated by a separator when inputting to the model, as shown 
in the following formula: 

[   ]               [   ]               [   ]   (1) 

After inputting the text into SpanBERT, the encoding 
sequences    (  = 1~12) of each layer of the transformer 
encoder can be obtained through the encoder modules. When n 

= 12,     represents the encoding sequence of the SpanBERT 
prediction layer, and the example of    is as follows: 

    [   ]    
    

      
  [   ]    

    
      

  [   ] (2) 

 
Fig. 2. Model architecture. 

B. Encoder Attention 

The specific steps of information fusion are as follows: 

1) Take out the results of the n-th layer and the last layer 

of the transformer encoder, and the encoding of the question is 

separately extracted to obtain the encoding information of the 

question for the two layers, denoted as    and      , 

respectively. 

2) The semantic information is combined between the two 

layers by means of dot product, and then calculate the weight 

of each of the two layers through the fully connected layer. 

The formula is as follows: 

  
      (  )   (3) 

     
      (     )      (4) 

              
       

          (5) 

                (          )  (6) 

   and       represent the encoded vectors of the question 
part in the n-th layer and the prediction layer of the transformer 
encoder. SUM(*) is used to avoid the problem of inconsistent 
lengths of Q in the input text by stacking the encoding 
information of    and       according to the word encoding 
dimension.            represents the fused semantic 
information.       ( )  is a linear function.    and       
represent the weights calculated for the n-th layer and 
prediction layer when predicting the answer, respectively. 
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3) By calculating the weights, we can obtain the fusion 

vector encoding as follows. 

                          (7) 

   and       represent the encoding sequences obtained 
from the n-th layer and the 12-th layer of the transformer 
encoder, respectively.        represents the fused vector of the 

word encoding information. 

C. Answer-span Prediction 

In the previous section, we fused the encoding of the n-th 
layer and the prediction layer to obtain a new fused vector. In 
this section, we propose a new approach for span prediction to 
improve the performance of the model. The formula is as 
follows: 

       
   (           

 )

∑     (          
   

 )
  (8) 

       
   (           

 )

∑     (          
   

 )
  (9) 

       represents the fusion vector that fuses the word 

encoding information from the n-th and prediction layers.   

、  、  
  and   

  represent the trainable weights and bias 

parameters.       and       represent the relative probability 
of each word as the beginning and ending position of the 
answer. 

After obtaining the probability distributions of the answer 
span, which are represented by the fused vector of       and 
     , the calculation of the guided-layer attention vector can 
be initiated. The formula is as follows: 

                              (10) 

 
Fig. 3. Distribution of guided-layer attention vector. 

The guided-layer vector represents the probability 
distribution of the predicted answer region. By multiplying 
      and      , as shown in Fig. 3, the predicted probability 
value of words belonging to the answer span is higher than 
both ends, and the farther the distance is, the lower the 
probability value is. That is, the overall distribution of 
Attention is normal.  The overall distribution exhibits a normal 
distribution, which could facilitate the ability to predict answer 
span for the guided-layer attention vector. 

Finally, the answer prediction layer       and the 
probability distribution vector of the answer region are dot-
multiplied, and then the final answer prediction is calculated by 
       ( ). The calculation formulas are as follows. 

                      (     )  (11) 

                         (12) 

                         (13) 

       
   (          

 )

∑     (           
 )

          (14) 

     
  

   (          
 )

∑     (           
 )

                     (15) 

     ( ) represents the vector splitting operation.         
and         are used to predict the start and end indices of 
context.      and      denote answer prediction vectors that 
have merged the information of the probability distribution 

vector of answer region.    、  、  
  and   

  represent the 

trainable weights and bias parameters. 

D. Loss Function 

The loss function used in our model is the joint cross-
entropy loss function, which is based on the negative log 
probabilities of the true answer's start and end positions in the 
predicted distribution. The formula is as follows: 

     
 

 
∑ *   (   

 
    

     )     (   
 
    

   )+ 
         (16) 

       and      are the probability distributions of the start 
and end positions of the answers predicted by the model.      
represents the prediction layer.   

  and   
  are the start and end 

positions of the real answer in the i-th training sample. 

The same answer prediction is done for the fusion vector to 
obtain the loss function   . 

    
 

 
∑ *   (   
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   )+ 
            (17) 

We define our final loss function as the weighted sum of 
the two loss functions: 

       (   )        (18) 

λ is a hyper-parameter moderating the ratio of two loss 
functions. 

IV. EXPERIMENTAL SETUP 

A. Datasets 

To validate the effectiveness of the proposed model, 
experiments were conducted and analyzed on four datasets: 
SQuAD1.1, SQuAD2.0 [21], Natural Questions [22] and 
NewsQA. 

The Stanford Question Answering Dataset (SQuAD) is a 
large-scale English reading comprehension dataset constructed 
by Stanford University, which has been an indispensable 
dataset for MRC tasks since its release and has a milestone 
significance for the development of MRC technology. 
SQuAD1.1 contains 536 high-quality articles from English 
Wikipedia, which are divided into natural paragraphs. In 
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addition, there are 107,785 questions and corresponding 
answers, all of which are manually annotated. 

SQuAD 2.0 builds on SQuAD 1.1 by adding unanswerable 
questions. Dataset creators provide an unanswerable question 
for each paragraph to interfere with the model's prediction. The 
training dataset contains 87k answerable and 43k unanswerable 
questions. 

Natural Questions is a dataset of natural language queries. 
Each example consists of a Google query and a Wikipedia 
passage, where the answer is a span of the Wikipedia passage. 
The Natural Questions dataset contains 300,000 natural 
questions with human annotated answers. 

The NewsQA dataset contains examples selected from over 
10,000 news articles from CNN, along with 119,633 manually 
generated question-answer pairs. The answers are snippets of 
any length from the news article, and the dataset also includes 
partially unanswerable questions. 

B. Evaluation Metrics 

F1 is the most widely used evaluation metric in existing 
extractive reading comprehension models. The Precision value 
is computed as follows: 

           
  

      
  (19) 

TP represents the number of true positive samples and FP 
represents the number of false positive samples. Then the 
Recall value is then calculated as follows: 

        
  

      
   (20) 

FN represents the number of false negative samples. F1 
value is calculated from Precision and Recall with the 
following formula. 

       
                 

                 
         (21) 

EM (Exact Match) is a common evaluation metric for 
question answering systems, and it is also one of the main 
metrics for SQuAD. It measures the percentage of all 
predictions that exactly match the ground-truth answer. The 
calculation formula is as follows: 

     
      

    
   (22) 

       indicates the number of correct predictions and      

represents the number of all predictions. 

C. Experimental Setup 

The implementation of this model is based on Python and 
its third-party libraries, with PyTorch serving as the deep 
learning framework. The hyperparameters λ are set to 0.8 in 
joint loss functions. The experimental datasets used are 
SQUAD1.1, SQUAD2.0, NaturalQA, and NewsQA. To 
facilitate model performance testing and due to limited 
computing resources, the training batch size is set to 16 for the 
SQUAD2.0 dataset and 8 for the other three datasets. The 
learning rate is set to 2*e

-5
, and the maximum length of input 

text is set to 384. The word vector dimension is set to 768, and 

the number of training epochs is set to 4 on the SQuAD2.0 
dataset and 3 on the other three datasets. 

D. Baselines 

BLANC [18]: To improve the accuracy of the final answer 
prediction, the model primarily employs a context prediction 
method. The model first predicts a soft label, then uses this soft 
label to calculate the context boundary probability, and finally 
uses the context boundary probability to optimize the final 
answer boundary prediction. 

BERT-base [6]: BERT-base is a pre-trained language 
representation model that generates a deep bidirectional 
language representation using a masked language model 
(MLM). It is regarded as a landmark model in MRC, 
significantly advancing the field's development. 

SpanBERT [9]: This BERT variation is tuned for fragment 
extraction tasks, resulting in more accurate representations. 
Two aspects contribute to the optimization. Firstly, it 
recommends adopting span masking rather than single-word 
masking for learning at fragments. Second, it trains the masked 
boundary words representation to anticipate masked fragment 
information. 

ALBERT [23]: Compared to BERT, ALBERT overcomes 
the difficulties of extensive model parameterization and 
growing training time. It incorporates three major innovations: 
factorized embedding parameters, shared parameters across 
layers, and Sentence Order Prediction (SOP). The SOP creates 
not only positive examples by establishing the correct order of 
two consecutive sentences, but also negative examples by 
reversing their order. 

LinkBERT [24]: LinkBERT is a cross-document language 
modeling training method that takes advantage of document 
links. In contrast with BERT, this approach has a distinct 
benefit in that it uses the links between documents to improve 
language modeling. LinkBERT treats the corpus as a document 
graph and employs linked documents as supplementary input 
to the model rather than modeling a single document. 

DeBERT-base [25]: The proposed model aims to increase 
the robustness and effectiveness of the system when dealing 
with incomplete data. This is achieved by reconstructing 
hidden embeddings for sentences containing missing words. 

OneS [26]: This model is based on the human learning 
model and introduces a new task of extracting essential 
knowledge from different knowledge sets for model pre-
training. 

KALA [27]: To solve the problem of catastrophic 
forgetting that occurs during adaptive pre-training, this model 
adjusts the intermediate hidden layer representation of a pre-
trained model by incorporating knowledge from multiple 
domains. 

ALBERTbase+V4ES [28]: This model proposes a 
verification mechanism that divides the machine learning 
process into two modules: general reading and fine-grained 
reading. The general reading module involves reading the text 
and question to obtain a preliminary answer. The fine-grained 
reading module reads again and generates a final answer. 
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RoBERTa-base [29]: This model enhances its performance 
by increasing the number of parameters and training data. 

V. RESULTS AND DISCUSSION 

A. Results 

In this section, two evaluation metrics (F1 and EM) are 
used on four datasets to verify the effectiveness of the proposed 
model in the paper. The experimental results are shown in 
Table I, Table II, Table III, and Table IⅤ. 

From the experimental results on the SQuAD1.1 dataset, 
the results in Table I show that the proposed model achieves 
good performance. The F1 score of our model improved by 
0.6% and the EM score improved by 0.84% compared to 
SpanBERT. Compared to other models such as BERT-base, 
ALBERT-large, DeBERT-base, OneS and BLANC, the F1 
scores are improved by 4.04%, 1.94%, 0.44%, 2.84% and 
0.67%, and the EM scores are improved by 5.47%, 2.37%, 
0.17%, 3.27% and 0.97%, respectively. In the experimental 
results of the SQuAD2.0 dataset, as shown in Table II, the F1 
score of our model is improved by 0.59% and the EM score is 
improved by 0.76% compared to SpanBERT. In addition, 
compared to models such as BERT-base, OneS and 
ALBERTbase+V4ES, the F1 scores of our model are improved 
by 3.62%, 3.82% and 0.62%, and the EM scores are improved 
by 3.65%, 4.15% and 0.95%, respectively. 

From the results of the NaturalQA dataset, as shown in 
Table III, the F1 score of our model is improved by 2.55% and 
the EM score is improved by 2.50% compared to SpanBERT. 
Compared to other models such as BERT-base, ALBERT and 
BLANC, the F1 scores of the model can be improved by 
4.47%, 4.97% and 0.82% respectively, and the EM scores can 
be improved by 4.62%, 5.29% and 0.77%, respectively. From 
the experimental results of the NewsQA dataset, as shown in 
Table IV, the F1 score of our model improved from 67.93% of 
SpanBERT to 71.32%, with an improvement of 3.39%, and the 
EM score of the model is improved by 3.57%. 

All of the above results show that our model has excellent 
performance. 

Overall, our model performs better on the NaturalQA and 
NewsQA datasets when compared to the SQuAD1.1 and 
SQuAD2.0 datasets. This is because the SQuAD datasets have 
a flaw where the questions and answers are very similar, 
resulting in the front layer of the transformer losing less 
semantic information during the learning process. On the other 
hand, the NaturalQA and NewsQA datasets are generated 
based on real questions and answers, so more semantic 
information is lost in the front layer transformer during model 
learning. 

B. Effect of Different Layers on Results 

There are 12 layers of transformer encoders in SpanBERT, 
but each layer focuses on different information. During its 
iterative learning process, some information about the answer 
in the earlier transformer encoder layers may be forgotten. In 
this section, F1 and EM are used as evaluation metrics to 
investigate the effectiveness of each layer in guiding the 
prediction layer to predict the answer, using SQuAD1.1, 

SQuAD 2.0, NaturalQA and NewsQA datasets as experimental 
datasets. The experimental results are shown in Fig. 4. 

TABLE I.  RESULTS (%) OF EXPERIMENTS ON THE SQUAD1.1 

Models F1 EM 

BERT-base 88.50 80.80 

SpanBERT 91.94 85.43 

ALBERT-large 90.60 83.90 

LinkBERT 90.10 - 

DeBERT-base 92.10 86.10 

OneS 89.70 83.00 

BLANC 91.87 85.30 

ALBERTbase+V4ES 91.10 83.40 

Our model 92.54 86.27 

TABLE II.  RESULTS (%) OF EXPERIMENTS ON THE SQUAD2.0 

Models F1 EM 

BERT-base 80.40 77.60 

SpanBERT 83.43 80.49 

ALBERT-large 82.30 79.40 

DeBERT-base 82.50 79.30 

OneS 80.20 77.10 

ALBERTbase+V4ES 83.40 80.30 

RoBERTa-base 83.70 80.50 

Our model 84.02 81.25 

TABLE III.  RESULTS (%) OF EXPERIMENTS ON THE NATURALQA 

Models F1 EM 

BERT-base 76.39 64.48 

SpanBERT 78.31 66.60 

ALBERT-large 75.89 63.81 

LinkBERT 78.30 - 

BLANC 80.04 68.33 

Our model 80.86 69.10 

TABLE IV.  RESULTS (%) OF EXPERIMENTS ON THE NEWSQA 

Models F1 EM 

BERT-base 65.07 50.11 

SpanBERT 67.93 52.85 

ALBERT-large 66.02 51.18 

LinkBERT 69.30 - 

KALA 68.27 54.25 

BLANC 70.31 55.52 

Our model 71.32 56.42 
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Fig. 4. (a), (b), (c), (d) represent the experimental results (F1/EM score) of different layers of SpanBERT as a guided-layer on SQuAD1.1, SQuAD2.0, 

NaturalQA, and NewsQA datasets (%), respectively. 

From Fig. 4(a), we can see that on the SQuAD1.1 dataset, 
our model achieves optimal performance when using the 
output of the 11-th layer of the transformer encoder for fusion 
vector calculation. Specifically, compared to the SpanBERT 
model, the F1 score increased by 0.6% to 92.54% and the EM 
score increased by 0.84% to 86.27%. From Fig. 4(b), it can be 
observed that when using the prediction layer of the 
SpanBERT to directly predict the answer, the model achieves 
78.31% (F1) and 66.6%(EM) on the NaturalQA dataset. 
However, when using different intermediate layers of the 
SpanBERT with the prediction layer to generate a new fused 
vector through encoder attention, the model achieves an 
improvement of 2.04% to 2.41% in F1 score and 1.93% to 
2.5% in EM score. Among these experiments, the best 
performance was achieved when using the 5-th layer. This 
suggests that there is some semantic information loss in the 
early layers of the SpanBERT encoder during the iterative 
process. It also demonstrates the effectiveness of the proposed 
model. 

As shown in Fig. 4(c) and Fig. 4(d), experiments on the 
SQuAD2.0 and NewsQA datasets, it was found that the best 
performance could be achieved when using the outputs of the 
6-th and 2-nd layers of transformer encoder, respectively. 
Choosing different layers of transformer encoder to conduct 
experiments on different datasets always resulted in the best 
performance, indicating that our model is effective, and the 12 
layers of transformer encoder in the SpanBERT model have 
differences in processing semantic information, and each layer 
focuses on different semantic information. 

C. Effects of Hyperparameterλ 

In the experiment, a weighted sum of the joint loss function 
       and the loss function     of the answer prediction layer 

was used as the total loss function of the model, and a 
hyperparameter λ was introduced to balance the weight of the 
two loss values. In this section, we use SQuAD1.1 and 
NewsQA as experimental datasets, with F1 score and EM score 
as evaluation metrics, to verify the optimal value of the 
hyperparameter λ in the joint loss function. The experimental 
results are shown in Fig. 5. 

We set λ to [0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1.0], 
and conduct experiments by incorporating λ into the 
calculation of the joint loss function        . As λ increases, the 
accuracy of the model in predicting answers increases. In the 
experiments on the SQuAD1.1 dataset, the model achieved the 
best performance when λ was set to 0.8, with an F1 score of 
92.54% and an EM score of 86.27%. In the experiments on the 
NewsQA dataset, the model achieved the best performance 
when λ was set to 0.7, with an F1 score of 71.35% and an EM 
score of 56.13%. As λ increases further, the model's 
performance decreases. 

 
Fig. 5. (a) Results (%) for different values of  λ  on SQuAD1.1 dataset. (b) 

Results (%) for different values of  λ  on NewsQA dataset. 
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D. Different Pre-trained Models 

In the above experiments, we used SpanBERT as a pre-
training model to verify the effectiveness of our model. In 
order to verify the applicability of this method to other pre-
trained models, we also conducted comparative experiments by 
using two pre-trained models including BERT and SpanBERT. 
The experimental results are shown in Table V and Table VI. 

TABLE V.  RESULTS WITH DIFFERENT PRE-TRAINED MODELS (SQUAD1.1) 

 
SQuAD1.1 

F1 EM 

Bert-BASE 
BASELINE 88.10 80.49 

+our method 88.76 81.34 

SpanBERT 
BASELINE 91.58 84.97 

+our method 92.54 86.27 

TABLE VI.  RESULTS WITH DIFFERENT PRE-TRAINED MODELS (NEWSQA) 

 
NewsQA 

F1 EM 

Bert-BASE 
BASELINE 65.07 50.11 

+our method 66.74 51.69 

SpanBERT 
BASELINE 67.93 52.85 

+our method 71.32 56.42 

According to Table V, we can see that when using BERT 
as the pre-training model, our model can improve the model's 
F1 score by 0.66% to reach 88.76%. The model's EM score can 
be improved by 0.85% to reach 81.34%. When using 
SpanBERT as the pre-training model, the model's F1 score can 
be improved by 0.96% to reach 92.54%, and the model's EM 
score can be improved by 1.30% to reach 86.27%. From 
Table VI, on the NewsQA dataset, when using BERT as the 
pre-training model, our model can improve the model's F1 
score and EM score from 65.07% and 50.11% to 66.74% and 
51.69%, respectively. Using SpanBERT as the pre-training 
model, the model's F1 score can be improved by 3.39% to 
reach 71.32%, and the model's EM score can be improved by 
3.57% to reach 56.42%. These results suggest that our method 
is applicable to other pre-training models. 

E. Effects of         

In this section, we conduct comparative experiments using 
just the fusion vector        as the prediction layer and 

evaluate the performance. The experimental results are shown 
in Table VII and Table VIII. 

TABLE VII.  RESULTS OF        (NATURALQA) 

 
NaturalQA 

F1 EM 

       78.96 67.21 

SpanBERT 78.31 66.60 

Our model 80.86 69.10 

TABLE VIII.  RESULTS OF        (NEWSQA) 

 
NewsQA 

F1 EM 

       68.54 53.40 

SpanBERT 67.93 52.58 

Our model 71.32 56.42 

According to the experimental results shown in Table VII, 
on the NaturalQA dataset, when using the fusion vector        

as the prediction layer, the model achieved an F1 score of 
78.96% and an EM score of 67.21%, which is higher than the 
pre-trained model SpanBERT's 78.31% and 66.60%. However, 
there is still a performance gap compared to the experimental 
results of the proposed model in this paper. Similar 
experimental results were also verified on the NewsQA dataset. 
We can see that our model still has the highest performance, 
which indicates that our model is effective. 

VI. CONCLUSION 

In this paper, a SpanBERT-based multi-layer fusion 
extractive reading comprehension model is proposed. By 
fusing the representational information obtained from the 
intermediate transformer layer with the representational 
information obtained from the prediction layer, a new fusion 
vector is obtained through an encoder attention mechanism. 
Using the fusion vector, the distribution probability vector of 
the answer region is then computed and used together with the 
prediction layer to jointly predict the answer. Finally, answer 
extraction is performed. We have conducted extensive 
experiments to demonstrate the effectiveness of our model. 
Although the comparative experiments have shown the clear 
performance advantages of our model on the respective 
datasets, there are still certain problems and room for 
improvement. Specifically, even though the learning process of 
the pre-training model no longer suffers from the loss of 
semantic information, the learning process of our model still 
relies solely on the input data and does not use external 
knowledge, whereas people often use external knowledge to 
improve their understanding of textual data during the reading 
comprehension process. As a result, future studies can use the 
incorporation of external knowledge to enhance the semantic 
data, thereby improving the performance of the model. In the 
future work, we will also explore other pre-trained models for 
machine reading comprehension tasks. 
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Abstract—Forecasting crude oil prices hold significant 

importance in finance, energy, and economics, given its extensive 

impact on worldwide markets and socio-economic equilibrium. 

Using Long Short-Term Memory (LSTM) neural networks has 

exhibited noteworthy achievements in time series forecasting, 

specifically in predicting crude oil prices. Nevertheless, LSTM 

models frequently depend on the manual adjustment of 

hyperparameters, a task that can be laborious and demanding. 

This study presents a novel methodology incorporating Particle 

Swarm Optimization (PSO) into LSTM networks to optimize the 

network architecture and minimize the error. This study employs 

historical data on crude oil prices to explore and identify optimal 

hyperparameters autonomously and embedded with the star and 

ring topology of PSO to address the local and global search 

capabilities. The findings demonstrate that LSTM+starPSO is 

superior to LSTM+ringPSO, previous hybrid LSTM-PSO, 

conventional LSTM networks, and statistical time series methods 

in its predictive accuracy. LSTM+starPSO model offers a better 

RMSE of about +0.16% and +22.82% for WTI and BRENT 

datasets, respectively. The results indicate that the LSTM model, 

when enhanced with PSO, demonstrates a better proficiency in 

capturing the patterns and inherent dynamics data changes of 

crude oil prices. The proposed model offers a dual benefit by 

alleviating the need for manual hyperparameter tuning and 

serving as a valuable resource for stakeholders in the energy and 

financial industries interested in obtaining dependable insights 

into fluctuations in crude oil prices. 

Keywords—Crude oil; deep learning; Particle Swarm 

Optimization; Long Term-Short Memory; forecasting 

I. INTRODUCTION 

As one of the most significant commodities in the world, 
crude oil is responsible for the energy consumption. It is the 
foundation for daily items, from plastics to transportation 
fuels. Considering that fluctuations in crude oil prices 
significantly influence economies worldwide, price 
forecasting can help reduce the risks of oil price volatility [1]. 
Predictive methods in oil and gas operations can boost 
efficiency, lower costs, and reduce environmental impact from 
a good forecasting model [2]. Machine learning researchers 
and developers face challenges when working with large 
datasets and diverse data types, primarily because of noisy and 
unclean data [3]. Several pre-processing methods have been 

developed to address this issue, with specific methods yielding 
favourable outcomes. Hence, the choice of pre-processing 
techniques would depend upon the data's characteristics and 
quality. Typically, benchmark datasets such as ready data do 
not necessitate extensive pre-processing tasks [4]. However, 
the most significant challenge is effectively managing 
substantial quantities, especially the time series data, which 
requires the development of a more understandable model. 
The abovementioned difficulties are relevant to the oil and gas 
data, especially in real-time data monitoring. Further 
investigation is required to effectively tackle the obstacles and 
determine the practicability of these methodologies using 
benchmark and real-life data. 

Recently, there has been an increasing preference for 
incorporating predictive analytics in the oil and gas sector. 
Machine learning methods and their diverse applications in the 
oil and gas sector encompass multiple areas, such as pipeline 
prediction [5], well-log formation [6], and crude oil price 
forecasting [7].   

Due to its effectiveness in predictive analytics, the Long 
Short-Term Memory (LSTM) model is widely utilized in 
various oil and gas industry sub-fields and other engineering 
and finance-related disciplines. Prior studies have examined 
various methodologies on LSTM, including LSTM with 
optimization and CNN with LSTM. For instance, CNN and 
LSTM address two instances of degradation prediction in 
offshore operation platforms for natural gas treatment plants 
and seawater injection pumps for oil [8]. Compared to a single 
LSTM model, the performance of the CNN with the LSTM 
model is superior, exhibiting a notable enhancement of 15.5% 
in precision.  

Furthermore, the performance of LSTM has also been 
documented in reputable studies on time series [9], [10]. Yang 
et al. [9] employed the LSTM model to forecast short-and 
long-term production events in shale gas wells. The method 
performed better than the ARIMA, Arps, and Duong methods. 
In another study, Song et al. [11] used LSTM, a feature 
extraction and optimization model that incorporates feature 
engineering and parameter optimization and exhibits the 
lowest mean absolute error (MAE) value compared to other 
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models such as BPNN, LSTM, and random forest as reported 
by Dyer et al. [12]  

One of the recent challenges in oil and gas is predicting 
crude oil prices. The demand for crude oil price prediction has 
increased due to crude oil's complex and highly unpredictable 
characteristics of crude oil [13]. Several methods were 
proposed and evaluated using benchmark datasets. For 
instance, LSTM and Henry gas solubility optimization 
(CHGSO) technique to estimate crude oil prices using West 
Texas Intermediate (WTI) and Brent Crude Oil Time Series 
COTS datasets [14] and Hybrid Wavelet Transform (WT) 
Bidirectional Long Short-Term Memory Network (BiLSTM)-
Attention-CNN. WT-BLAC performs well for WTI data with 
R2, RMSE, MAPE, and MAE of 0.97, 2.25, 1.18, and 2.63, 
respectively. Furthermore, it evaluated a similar dataset using 
ensemble and ANN but with a different range of time series 
data [15]. The models have acceptable and significant 
interpretability in time series prediction of crude oil futures 
prices.  

Support vector regression model did another forecasting 
crude oil prices, which are infamous for being unpredictable 
and have been fine-tuned using a genetic algorithm [2]. They 
use a ten-year daily dataset from NASDAQ and key economic 
input features. A study by Shahbazbegian et al. [10] divided 
time series into sub-series by the proposed hybrid model, 
which employs a multifaceted approach to capture distinct 
characteristics, LSTM is combined with the Markov switching 
model to forecast volatile and fluctuating sub-series.  

After integrating these predictions using a linear 
combination, a comprehensive estimation of the time series 
for WTI crude oil prices is generated. The proposed method's 
respective RMSE and MAPE values are 4.18 and 0.03. 
Furthermore, He et al. [16] found that a hybrid forecasting 
model based on multi-modal features for price trends and 
employing the variational mode decomposition algorithm, 
extraction of data features with multiple modes, and time 
series employment of analysis provides acceptable 
performance. More research on crude oil forecasting solutions 
is still in demand. LSTM and its variants have great potential 
to obtain better forecasting results by embedding an 
appropriate optimization method. This paper focuses on using 
LSTM embedded with one of the popular computational 
optimizations, PSO. PSO is chosen due to its ease of 
implementation, high precision, and fast convergence [17], 
[18]. The applied forecasting model for oil and gas power 
transformers obtained an acceptable solution with PSO [19], 
[20]. Hence, we improve the LSTM by integrating with PSO. 

PSO star and ring topology, as well as a new particle 
representation that could improve the accuracy performance of 
crude oil forecasting, are embedded. The ring star topology 
and CHGSO_LSTM method, LSTM, and statistical time 
series techniques on benchmark crude oil price data compared 
the experimental results. Benchmark crude oil price data 
setting is the same as tested for CHGSO_LSTM by [14]. The 
rest of the paper follows the organization of the section as 
follows. Section II describes preliminaries on PSO and LSTM. 
The material and method for the proposed solution are in 
Section III. The computational results and discussion is 

mentioned in Section IV and V respectively. Finally, Section 
VI concludes the paper. 

II. PRELIMINARIES 

A. Particle Swarm Optimization 

In 1995, James Kennedy and Russell Eberhart introduced 
the PSO algorithm as a powerful population-based 
optimization technique [17], [18]. PSO has gained popularity 
among scientists and researchers due to its ease of 
implementation, high precision, and rapid convergence. The 
PSO algorithm is renowned for exploring and exploiting the 
search space effectively, rendering it suitable for various 
applications [17], [19]. PSO algorithm is a metaheuristic 
optimization technique that employs a population of particles 
to iteratively adjust their positions and velocities to find the 
best solution to a given problem. Before implementing PSO, 
particle representation must be designed carefully for 
the proper objective function [20]. The particle representation 
is an essential element of the PSO design for ensuring the 
algorithm's efficiency. Particle representation is a mechanism 
for encoding problem-solving solutions. Its ability to 
determine the properties of individual particles is used to map 
feature elements. By assigning an appropriate representation 
to each particle, PSO could facilitate efficient solutions [20], 
[21]. 

PSO can systematically investigate various regions within 
the search space while leveraging the search process to 
enhance and optimize a viable solution. The search strategies 
employed in the PSO algorithm are affected by the 
parameters, namely the acceleration constants (C1 and C2) and 
the inertia weight, as discussed by Shi and Eberhart [22]. Eq. 
(1) and Eq. (2) denote the velocity and position formulas 
adapted from the canonical PSO [18], [22]. 

                                          

                                                        ) (1) 

                     (2) 

where, 

                = new velocity of the     particle 

                = current velocity of the     particle 

               = current position of the     particle 

               = new position of the     particle 

              = inertia weight 

         = acceleration coefficient 

   and    = random function in the range of  [      

          =  position of the personal best of the     particle  

            = position of the global best derived from all 
particles in the swarm 

The cognitive component, represented as             
    encompasses various factors such as the acceleration 
coefficient, a random function, and the difference between the 
personal best position,       , and the current position,   . 
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The difference between the previous position,     and the 
personal best position        can be observed. The social 
component,                 , incorporates the acceleration 
coefficient, a random function, and the disparity between the 
previous position,    , and the global best position,         
The specific component signifies the historical performance of 
the particle, which is obtained from the combined version of 
all particles.  

Another PSO strategy is topology. Topology is another 
PSO technique for exploiting and exploration. Topology 
controls how particles interact and exchange information, 
enabling them to jointly explore and seek the best outcome, 
such as the star, ring, and square. It establishes how 
information is shared and how interactions take place among 
particles to find the best solution. 

B. Long Term-Short Memory 

LSTM can effectively capture long-range dependencies 
within sequential data [23]. This characteristic renders it 
highly appropriate for natural language processing, speech 
recognition, and time series analysis. Due to its feedback 
connections and capacity to acquire knowledge of long-time 
features from time series data, the LSTM network 
demonstrates significant efficacy in processing and predicting 
sequential data. The ability to capture extensive dependencies 
in sequential data is a considerable advantage of LSTM in 
deep learning [23]. 

LSTM is a deep learning technique demonstrating 
remarkable efficiency in capturing extensive dependencies 
within sequential data. LSTM is accomplished by employing 
memory cells alongside various gating mechanisms, including 
input, forget, and output gates. The architecture of the LSTM 
is depicted in Fig. 1. These mechanisms enable the extended 
short-term memory network to preserve and strategically 
discard information over duration, thereby facilitating its 
ability to accurately capture the interdependencies inherent in 
the dataset.  

A neural network model's performance with dense and 
LSTM units depends on several variables, including the 
problem's complexity. Increasing the number of dense units in 
a neural network can enhance the model's ability to discover 
the patterns and relationships in the data when dealing with 
complex problems. Similarly, increasing the number of LSTM 
units would improve its ability to capture long-term 
dependencies and remember previous information over time. 
This is especially important in tasks involving sequential data, 
such as time series analysis.  

 

Fig. 1. LSTM architecture. 

Furthermore, dense units can transform input data into a 
higher-dimensional space, increasing the model's ability to 
separate and classify. However, it is crucial to exercise caution 
when selecting the appropriate number of dense and LSTM 
units to prevent the data's overfitting or underfitting. 
Furthermore, the structure and architecture of the neural 
network model can influence the effectiveness of dense and 
LSTM units. Considering the specific problem, it is 
recommended to experiment with different combinations of 
dense and LSTM units to find the optimal configuration that 
yields the best performance and generalization on the given 
task. The selection and number of dense and LSTM units 
during the construction of neural network models can impact 
the performance of the models [24] [25]. The configuration 
and selection of dense and LSTM units in a neural network 
model can significantly impact its performance. 

III. MATERIALS AND METHODS 

This section elaborates on the description of the materials, 
data sources, and research methodologies used. The proposed 
approach captures the steps to see the performance of 
enhancement of LSTM with PSO models on crude oil 
forecasting. The approach includes data acquisition, pre-
processing, construction of the proposed methods, and 
evaluation. We propose two variants of the LSTM+PSO 
model, including the LSTM+starPSO and LSTM+ringPSO 
models, and compare them with ARIMA, SARIMAX, and 
LSTM. Fig. 2 demonstrates the overview of the proposed 
methodology. In addition, we introduced a particle 
representation or solution mapping for the PSO. Detailed steps 
are elaborated in the following sub-sections. 

A. Data Acquisition 

This study uses two different datasets: the WTI Crude Oil 
dataset [26] and the BRENT Crude Oil dataset [27]. Brent 
Crude refers to the assemblage of oil extracted from the North 
Sea's seabed, whereas WTI Crude denotes the amalgamation 
of oil obtained from land in the United States. WTI and 
BRENT are widely recognized benchmarks in the oil and gas 
industry. Specifically, the price of BRENT oil is commonly 
utilized as a reference point for the light oil market in Africa, 
Europe, and the Middle East. The datasets used for this study 
were obtained from the FRED website, a publicly accessible 
economic data repository owned by the Federal Reserve Bank 
of St. Louis. The website provides daily frequency data on 
WTI and BRENT crude oil prices from the early 1990s.  

Nevertheless, the scope of this study is limited to the 
utilization of data solely from the period spanning from 
January 4, 2000, to April 15, 2021. The WTI dataset 
comprises 5409 objects, while the BRENT dataset contains 
5438 objects. Both datasets share the same features: date, 
price, open, high, low, volume, and percentage change. A 
recent finding shows that the same dataset was used as a main 
part of a study by Altan and Karasu [28], which used two 
different forecasting methods, PSO+LSTM and 
CHGSO+LSTM. It was reported that the CHGSO+LSTM 
approach performed better than the LSTM method. The 
dataset's narrative was interestingly explored by using other 
LSTM variants. 
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Fig. 2. Flow of methodology. 

B. Data Cleaning 

From the data behavior perspective, the two datasets, WTI 
and BRENT, exhibit no missing values. Therefore, no missing 
value procedure is imposed. However, the identification of 
outliers is required. The interquartile range (IQR) method can 
detect outliers by utilizing the interquartile range Data 
distribution should be determined in the interquartile range 
within Q1 and Q3 or between the 25th and 75th percentiles. 
An outlier is any data point that lies outside a predefined 
range, typically defined as below the 25th percentile and 
above the 75th percentile by about 1.5 times. This careful 
method of outlier discovery and eradication improves the 
overall data quality and ensures that the dataset is used for 
subsequent forecasting. Eq. (1) is the IQR formula [29]. 

            (3) 

where, Q1 is the first quartile, and Q3 is the third quartile. 

C. Proposed Method 

This section explains an enhancement method of LSTM 
with PSO in forecasting crude oil. The initial part of the 
method construction is the identification of particle 
representation. A new particle representation is proposed to 
adhere to the LSTM architecture and its parameters. The aim 
is to find the best position of the particle that can give an 
optimal or near-optimal solution. It is represented by the 
particle's item, namely, lookback, LSTM unit, Dense Unit, and 
learning rate. The representation consists of discrete and 
continuous values shown in Fig. 3. 

 
Fig. 3. Particle representation. 

The LSTM-PSO algorithm incorporates two distinct 
topologies: the star and the ring. Consequently, two hybrid 
methodologies are proposed, specifically LSTM+starPSO and 
LSTM+ringPSO. Algorithm 1 outlines the procedural steps 
involved in the implementation of LSTM+starPSO. The 
LSTM+ringPSO follow similar steps, except Step 9. The 
algorithm commences by initializing the population of 
particles or swarm size. It is followed by initializing various 
parameters, including the number lookback, LSTM unit, 
dropout, dense unit, and learning rate. The Step 4 involves 
initializing the inertia weight,    and acceleration constants    
and   ). Steps 5 and 6 involve the initialization of the 
minimum value of velocity (Vmin), the maximum value of 
velocity (Vmax), the minimum position (Pmin), and the 
maximum value of position (Pmax). The subsequent step 
involves determining the setting for formulating the objective 
function and the iteration number, denoted as i. The ninth step 
involves the uploading of input data. Step 10 involves the 
implementation of the LSTM+starPSO algorithm, while Step 
11 entails the computation of the Pbest and Gbest values for 
each particle. The updated characteristics of the particle are 
outlined in Step 14. 
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Algorithm 1:  LSTM+starPSO 

1 Begin 

2 Initialize the number of  particles 

3 Initiate number lookback, LSTM unit, dropout, dense unit, 

learning rate 

4 Declare C1, C2 and W 

5 Initialize Vmin, and Vmax 

6 Initialize Pmax and Pmin. 

7 Set the objective function based on RMSE 

8 Set iteration number, i 

9 Load datasets 

10 Execute LSTM+starPSO 

11 Calculate Pbest and Gbest value for each particle 

12 Do 

13 For each particle  

14 Update features of the particle 

15 Calculate the new velocity value, V(new) 

16 Calculate new position, D(new) 

17 Calculate Pbest (new) 

18 Calculate Gbest (new) 

20 While (stopping condition is reached) 

21 End 

The new velocity value for each particle is determined in 
Step 15 by applying Eq. (1). Eq. (2) is utilized to update the 
new position, denoted as P(new), in Step 16. Ultimately, 
Pbest(new) and Gbest(new) values are established by 
considering the fitness value assigned to the given problem. 
The iteration process commences at Step 12 and continues 
until Step 20, during which each particle's current velocity and 
position are updated. The iteration will continue until it meets 
the specified stopping condition. 

D. Performance Measure 

This study has used two essential empirical measurements 
to evaluate and compare the effectiveness of the LSTM and 
PSO+LSTM models. The performance metrics, Mean 
Absolute Percentage Error (MAPE) and Root Mean Squared 
Error (RMSE) are the cornerstone indicators used to evaluate 
the precision and dependability of these models. RMSE is a 
well-known statistical metric that expresses the variance 
between the predicted values produced by the models and the 
actual observed values. A lower RMSE value signifies greater 
accuracy and precision, as the model's predictions closely 
match the observed data. 

Second, by evaluating the relative error as a percentage of 
the actual values, MAPE provides an insightful perspective on 
the performance of the models. MAPE averages out the 
absolute percentage differences between the predicted and 
actual values. This metric is beneficial for Assessing how well 
the models can predict values roughly equivalent to the actual 
data points and approximately proportional to them. A lower 
MAPE indicates that the models make more accurate 
predictions with minor relative errors in applications. 

IV. COMPUTATIONAL RESULTS 

A. Parameter Setting 

The proposed method encompasses two distinct parameter 
setting categories: Particle Swarm Optimization (PSO) and 
Long Short-Term Memory (LSTM). In the Particle Swarm 
Optimization (PSO) context, a population size for initializing 
particles is selected from a set of values, namely {10, 20, 30}. 
The value of the iteration variable, denoted as i, is adjusted to 
a value of 30. The importance of C1 and C2 remains 
consistently equal to 2. The lower and upper bounds for the 
inertia weight are 0.4 and 0.9, respectively. The particle 
representation set by PSO mapping determines the selection of 
random values for parameters such as lookback, LSTM unit, 
dense unit, and learning rate in the context of LSTM. The 
values are selected randomly during the execution of the 
program. The lookback parameter is randomly selected from 3 
to 10, while the LSTM unit is chosen from 64 to 256. The 
density unit and learning rate values are specified within the 
range of [10, 100] and [0.01, 0.01], respectively. 

B. Computational Results using  LSTM Based on the Number 

of Lookback 

In assessing the impact of lookback on LSTM 
performance, we conducted experiments using varying 
lookback values, ranging from 3 to 10, as indicated in Table I. 
The objective is to determine an appropriate value for the 
lookback parameter and identify the optimal RMSE and 
MAPE values. As shown in Table I, the utilization of WTI in 
LSTM models yields diverse RMSE and MAPE values, 
indicating variations in performance. Two lookbacks, 
specifically 5 and 8, stand out due to their comparable RMSE 
and MAPE results. The root mean square error (RMSE) for 
Lookback 5 is calculated to be 2.6604, with a MAPE of 
4.6256. 

On the other hand, Lookback 8 has an RMSE of 2.7761 
and a MAPE of 4.2628. Based on the analysis, it is observed 
that the MAPE of the lookback 8 model is significantly lower 
than that of the lookback 5 model, with a difference of -0.35. 
Additionally, the model with RMSE of lookback value equal 
to 8 is slightly higher than that of lookback equal to 5, with a 
difference of +0.11. Consequently, the model for lookback 
equal to 8 is deemed optimal for the WTI dataset. The results 
obtained on the BRENT dataset indicate a different outcome, 
highlighting the prominence of a particular lookback value of 
7. 

C. Comparison Results of Different Methods 

The forecasting results on the datasets WTI and BRENT 
are summarized in Table II and Table III. We incorporate 
LSTM with starPSO and ringPSO and tabulate the results 
from the recent finding by [28] and the conventional LSTM 
and two statistical time series methods, ARIMA and 
SARIMAX. The best results are highlighted in bold-face type. 
LSTM+starPSO provides better performance for the two 
datasets. In Table II, LSTM+starPSO with LSTM units of 
212, dense unit of 77, and learning rate of 0.0083, lookback 
equals to 8 demonstrates the superior performance compared 
to other methods with RMSE of about 1.7512. We can see 
from Table III on the BRENT dataset a better forecasting 
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performance offered by LSTM+starPSO, where both RMSE 
and MAPE are minimized. The performance seems better than 
CHGSO_LSTM, which reported 1.7540 for WTI and 0.8453 
of the RMSE for BRENT. In terms of the number of 
population, it shows that 20 is acceptable for both datasets. 
According to the results, although the data is univariate, the 
statistical models ARIMA and SARIMAX are ineffective 
compared to LSTM and its variants in forecasting future oil 
prices. 

Every PSO requires an objective function or criterion that 
the PSO seeks to optimize. In this case, RMSE from the 
LSTM result is used as the objective function, which PSO 
tries to minimize the RMSE value. According to our findings, 
the ideal lookback range and learning rate are [6, 7] and 0.008, 

respectively. LSTM+starPSO performs relatively similarly to 
the CHGSO-LSTM model [28] for the WTI and BRENT 
datasets in RMSE and MAPE. For the WTI dataset, +0.16% 
and -8.56% are obtained for RMSE and MAPE. A similar 
trend can be seen with the BRENT dataset, with +22.82% and 
+18.7% in RMSE and MAPE. On the other hand, 
LSTM+ringPSO performs slightly lower than 
LSTM+starPSO, where the result is -3.63% and -13.74% for 
RMSE and MPE for WTI and +20.7% and +21% for RMSE 
and MAPE for BRENT. PSO uses the position and velocity 
update method to find the best RMSE value. LSTM+starPSO 
outperforms CHGSO-LSTM with RMSE and MAPE with 
11% and 5.7% reduction. The same goes for the BRENT 
dataset, where we see a 39% and 42.8% reduction in RMSE 
and MAPE, respectively. 

TABLE I. COMPUTATIONAL RESULTS USING CONVENTIONAL LSTM  BASED ON THE NUMBER OF LOOKBACK 

Dataset WTI BRENT 

Split Lookback RMSE MAPE RMSE MAPE 

60:40 

3 2.1566 3.4105 2.4901 2.6015 

4 3.3722 4.7473 8.1081 7.1307 

5 4.2722 6.8263 7.2351 6.2737 

6 4.2524 6.3045 3.1759 3.0359 

7 10.7975 17.5782 5.2858 6.1048 

8 5.5147 8.2872 6.1838 7.7876 

9 5.2320 9.1245 4.1238 4.2867 

10 4.7698 5.5458 4.9142 4.9342 

70:30 

3 5.6011 10.4097 3.9737 5.3860 

4 4.1777 7.7009 3.3143 3.7884 

5 4.5288 7.8300 2.7562 3.2520 

6 5.6229 10.4402 3.1277 3.7722 

7 1.9410 3.4709 3.9283 4.7050 

8 3.2464 6.2048 5.4484 6.5811 

9 4.6569 8.9385 4.2039 5.3158 

10 4.3710 7.5679 2.7731 3.5558 

85:15 

3 2.6810 5.0949 3.0697 4.0615 

4 6.0544 10.7058 3.5370 4.9132 

5 2.6604 4.6256 3.2284 4.9966 

6 2.7652 5.0243 4.8779 7.9213 

7 3.2381 5.7339 2.1756 2.9873 

8 2.7761 4.2628 4.0058 6.2856 

9 3.3066 6.1230 2.7391 4.0462 

10 3.8408 7.4215 2.6276 3.9131 

90:10 

3 2.4417 4.8107 3.2680 3.7026 

4 5.1032 9.8931 2.5472 3.2090 

5 4.7821 8.8877 1.8540 2.1971 

6 2.1066 4.2554 4.6973 6.7682 

7 3.0119 6.0918 2.5806 3.2530 

8 3.4707 7.1888 3.5000 4.8287 

9 4.4182 8.6690 2.0140 2.5106 

10 4.0567 8.1125 2.3070 2.8610 
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TABLE II. CRUDE OIL FORECASTING MODEL PERFORMANCE 

Performance Measure CHGSO_LSTM [28] 
LSTM+starPSO (Proposed 

method) 
LSTM+ringPSO LSTM ARIMA SARIMAX 

Population 20 20 10 30 20 10 30 - - - 

RMSE 1.7540 1.7512 2.0601 1.9486 1.8199 2.0962 1.9889 1.9410 12.8125 15.0574 

MAPE 2.7570 3.0150 3.5933 3.3466 3.1964 3.7775 3.4424 3.4709 24.8355 29.5014 

Learning Rate 0.01 0.0083 0.0529 0.0076 0.0062 0.0470 0.0043 0.01 0.01 0.01 

LSTM units 200 212 70 145 183 207 154 200 200 200 

Dense Units 50 77 12 84 59 59 71 50 50 50 

Lookback [3, 10] 8 7 7 6 4 5 7 - - 

TABLE III. BRENT CRUDE OIL FORECASTING MODEL PERFORMANCE 

Performance Measure CHGSO_LSTM [28] LSTM+star_PSO LSTM+ringPSO LSTM ARIMA SARIMAX 

Swarm Size 20 20 10 30 20 10 30 - - - 

RMSE 1.8453 1.5024 2.0601 2.8145 1.5283 1.8231 1.7265 1.8540 14.9476 16.2943 

MAPE 2.4525 2.0660 1.9954 3.6217 2.0269 2.0359 2.2522 2.1971 25.1301 27.4191 

Learning Rate 0.01 0.0066 0.0083 0.0011 0.0054 0.0051 0.0057 0.01 0.01 0.01 

LSTM Unit 200 183 106 219 185 209 224 200 - - 

Dense Unit 50 51 60 38 65 27 14 50 - - 

Lookback [3, 10] 10 3 5 7 7 7 5 - - 
 

V. DISCUSSION 

A. Effect of LSTM and Dense Units 

In LSTM, dense units can facilitate the transformation of 
the input data into a higher-dimensional space, increasing the 
model's ability to separate and classify. On the other hand, the 
number of dense and LSTM units should be chosen carefully 
to avoid overfitting or underfitting the data. Therefore, 
network architecture design, including the composition of 
dense and LSTM units, is significantly important [30]. It is 
advisable to experiment with different combinations of dense 
and LSTM units to find the optimal architecture that yields the 
best performance of forecasting accuracy. This paper explores 
using stochastic particle features to determine the most 
suitable number of dense and LSTM units and the 
incorporation of dense layers within an LSTM network. 
Interestingly, the LSTM+starPSO model, which used 212 
LSTM units and 77 for dense units on WTI datasets, showed 
how sufficient dense and LSTM units reduce the overfitting 
problem and increase forecasting accuracy. In the context of 
the BRENT dataset, the model architecture consisted of 183 
LSTM units and 51 dense units. 

B. Effect of Lookback 

Lookback in time series forecasting establishes how much 
historical data the LSTM, LSTM+starPSO, and 
LSTM+ringPSO models should consider when making 
predictions for the following time step. Depending on several 
variables, including the data patterns, the effect of lookback 
on LSTM can be significant. Determining the most effective 
lookback period is contingent upon the unique attributes of the 
time series data [31]. More than eight lookback numbers 
appear required for accurate prediction in the best 

performance models, which offer little but longer-term 
dependencies. With such a small number of lookbacks, more 
is needed. 

C. Effect of Learning Rate 

The role of the learning rate in the LSTM forecasting 
model is to assist in effective converging and achieving good 
performance. We represent the particle with the range of 
learning rate of [0.01, 0.001]. It is randomly chosen within 
these ranges during the LSTM+starPSO and LSTM+ringPSO 
execution. The small learning rate value is randomly chosen at 
about 0.006 to 0.008 for both datasets using LSTM+starPSO, 
meanwhile about 0.004 to 0.005 when using LSTM+ringPSO. 
However, the use of a small learning rate value has a 
significant effect on the forecasting results. It is evident that 
the choice of a small learning rate in LSTM models for time 
series forecasting aims to achieve a better convergence and 
generalization in the exploitation and exploration of the search 
space [32]. 

D. Effect of PSO Topology in LSTM 

Ring topology is a local-based focal point of particles. It 
attracts particles to the best particle in its corresponding 
neighborhood. In our experiment, three swarm sizes are used: 
10, 20, 30. For instance, each particle has 29 neighborhoods 
when using a swarm size equal to 30. However, due to the 
various particle positions in the search space, the nearest 
particle of each particle considers the local neighborhood 
involved in the local search. Each particle's local surroundings 
consist of a fixed number of other particles. It differs from star 
topology, where all particles within the swarm share 
information with and are influenced by the particle with the 
highest performance [33]. Star topology promotes global 
exploration by encouraging particles to move towards the 
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optimal solution discovered by any swarm member. LSTM 
with star topology has demonstrated that each particle in the 
searching space is attracted to the best particle of the swarm. It 
obtained the best forecasting accuracy performance for WTI 
and BRENT datasets. The global searching by star topology 
[34] achieves the objective function of minimizing the RMSE 
value. 

VI. CONCLUSION 

In this study, an enhancement of LSTM incorporated with 
PSO addresses the challenges of forecasting the daily time 
series crude oil price data. The proposed method comprises 
two main steps. At the PSO, particle mapping is designed 
together with topology to achieve a dynamic LSTM 
architecture and improve PSO searching capabilities for 
exploration and exploitation. With this method, more accurate 
forecasting is obtained. Experimental findings show that 
compared with the recent CHGSO_LSTM, the suggested 
LSTM+starPSO offers the most performing methods. It is a 
better outcome compared to LSTM+ringPSO and 
conventional methods. However, more experimental work 
could be conducted by embedding ensembles and executing 
feature engineering strategy and hyperparameter tuning. 
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Abstract—In recent years, deep learning has garnered 

widespread attention in graph-structured data. Nevertheless, due 

to the high cost of collecting labeled graph data, domain 

adaptation becomes particularly crucial in supervised graph 

learning tasks. The performance of existing methods may 

degrade when there are disparities between training and testing 

data, especially in challenging scenarios such as remote sensing 

image analysis. In this study, an approach to achieving high-

quality domain adaptation without explicit adaptation was 

explored. The proposed Efficient Lightweight Aggregation 

Network (ELANet) model addresses domain adaptation 

challenges in graph-structured data by employing an efficient 

lightweight architecture and regularization techniques. Through 

experiments on real datasets, ELANet demonstrated robust 

domain adaptability and generality, performing exceptionally 

well in cross-domain settings of remote sensing images. 

Furthermore, the research indicates that regularization 

techniques play a crucial role in mitigating the model's sensitivity 

to domain differences, especially when incorporating a module 

that adjusts feature weights in response to redefined features. 

Moreover, the study finds that under the same training and 

validation set configurations, the model achieves better training 

outcomes with appropriate data transformation strategies. The 

achievements of this research extend not only to the agricultural 

domain but also show promising results in various object 

detection scenarios, contributing to the advancement of domain 

adaptation research. 

Keywords—Deep learning; neural network; domain adaptation; 

lightweight; regularization techniques 

I. INTRODUCTION 

Remote sensing technology, as a crucial tool for observing 
the Earth and its ecosystems, has played an indispensable role 
in multiple domains [1]. However, due to various factors such 
as capture devices, time, and location influencing the 
acquisition process of remote sensing images, there exist 
differences in remote sensing data across different domains. 
Consequently, models trained in one domain (source domain) 
often exhibit decreased performance when applied to another 
domain (target domain). This challenge is commonly referred 
to as distributional difference [2]. 

Indeed, distributional difference has long been a persistent 
issue in machine learning. A series of studies have 
demonstrated that as the mismatch between distributions 
increases, performance noticeably declines [3]. A widely 
adopted approach to address this issue is Domain Adaptation 
(DA). Previous research has shown that domain adaptation 
markedly impacts the accuracy and reliability of processing 

remote sensing images. To tackle this problem, researchers 
have explored various methods, such as reannotating a portion 
of target domain data for model fine-tuning [2], making the 
data distributions of the source and target domains more 
similar through feature selection or transformation [4], utilizing 
adversarial training for domain alignment [5], and employing 
strategies like self-supervised learning [6] and meta-learning 
[7]. These approaches have, to some extent, alleviated the 
problem of distributional differences. 

With the rapid development of the third wave of artificial 
intelligence—deep learning, deep convolutional neural 
networks (CNNs) are significantly pushing the performance 
boundaries of computer vision at an incredible pace [8]. The 
latest advances in Unsupervised Domain Adaptation (UDA) in 
image processing have been attempted and progressed in 
various fields. Goel et al. [9] achieved unsupervised domain 
adaptation by guiding transfer learning and employing the 
Jensen-Shannon (JS) divergence method. In the remote sensing 
domain, Elshamli et al. [10] introduced an innovative approach 
to domain adaptation, incorporating denoising autoencoders 
and domain adversarial neural networks, especially in the 
classification of hyperspectral and multispectral images. In the 
agricultural domain, Zhang et al. [11] narrowed the gap 
between the source and target domains for agricultural land 
extraction using Generative Adversarial Networks (GANs). 
Similarly, Valerio et al. [12] accomplished unsupervised leaf 
counting, while Marino et al. [13] achieved potato defect 
classification. In plant disease recognition, Fuentes et al. [14] 
proposed open-set adaptation and cross-domain adaptation 
methods to enhance tomato disease recognition using unlabeled 
data. Additionally, Wu et al. [15] achieved cross-domain 
recognition of wild plant diseases. In robotics, Magistri et al. 
[16] introduced Unsupervised Domain Adaptation (UDA) 
techniques for semantic segmentation, enhancing the 
adaptability of agricultural robots to better perceive and 
understand different environments. These collective efforts 
address challenges associated with domain transfer and 
variability, contributing to the robustness and adaptability of 
image processing models for various application domains. 

Despite these advancements, it is noteworthy that the visual 
representations learned by deep CNNs exhibit considerable 
domain invariance. There is evidence that combining existing 
CNN representations with a linear classifier can achieve 
relatively high accuracy [17]. In earlier research, Lu et al. [18] 
posed a challenging question, namely achieving domain 
adaptation without explicit adaptation of data distribution. This 
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provided an opportunity to reconsider the problem of cross-
domain generalization from a new perspective. 

 

Fig. 1. Two typical scenarios. The target domain is shown in gray and the 

source domain is shown in red. Different tags indicate different categories. 

As Fig. 1 illustrates two typical data distributions, an 
interesting phenomenon can be observed: samples from 
different domains but of the same class are close enough, while 
samples from different classes have a sufficiently large gap. In 
scenario (a), the distribution difference between the source and 
target domains is small, but due to confusion among different 
classes, the final recognition performance is not ideal. In 
contrast, in scenario (b), despite a marked difference between 
different domains, samples from different classes are still 
linearly separable. This suggests that the magnitude of 
differences between the source and target domains is not a 
good indicator of the final recognition accuracy. Is the CNN 
representation powerful enough to eliminate the need for 
domain adaptation? This study aim to explore a visual model 
that achieves domain adaptation without the need for explicit 
adaptation, designed a novel deep convolutional neural 
network, Efficient Lightweight Aggregation Network 
(ELANet), which innovatively employs an ELA module for 
optimizing feature decoding. Experimental results demonstrate 
the significant optimization of ELANet, showcasing domain 
adaptability due to the powerful representational capabilities of 
current CNNs and some carefully designed features. The 
validation process is based on three datasets: the Global Wheat 
Head Detection 2021 (GWHD) dataset focusing on wheat [19], 
and two remote sensing datasets, namely Remote Sensing 
Object Detection (RSOD) [20] and University of Chinese 
Academy of Sciences - Aerial Object Detection (UCAS-AOD) 
[21]. For the remote sensing datasets, the "airplane" category 
was selected, with RSOD serving as the source domain and 
UCAS-AOD as the target domain. Extensive experimental 
results demonstrate the effectiveness of the ELANet method, 
and some interesting findings are reported. 

In summary, the contributions of the research can be 
summarized as follows: 

 ELANet: A visual model with domain adaptation, 
reporting state-of-the-art performance in cross-domain 
settings for agricultural and remote sensing scenarios, 
demonstrating sufficient generality. 

 Validation of the effectiveness of regularization 
techniques: The study proves that utilizing 
regularization techniques to mitigate domain variance is 

effective. In particular, incorporating a module that 
dynamically adjusts feature weights in response to 
domain redefinition is a more intelligent approach. 

 Effective Training Set and Validation Set 
Configuration: Training under the same configuration 
for training and validation sets is more effective, 
provided the existence of data transformation strategies. 

II. METHODOLOGY 

A. ELANet Model Design 

The ELANet model is designed based on two components: 
Encoder and Decoder. The Encoder extracts and downsamples 
features from input images through a series of convolutional 
and channel transformation layers, forming feature maps at 
different resolutions. The Decoder is responsible for the feature 
extraction task and includes multiple branches. Each branch 
processes features at different scales through convolutional and 
channel fusion operations. Multi-scale feature fusion enhances 
detection performance. Finally, an Adaptive Scale Fusion 
(ASF) layer is employed to adaptively fuse features, reducing 
the need for deep downsampling to obtain high-level semantic 
information [22], as depicted in Fig. 2. The following sections 
will introduce the global architecture of the ELANet model and 
its optimizations. 

 

Fig. 2. The architecture of ELANet. 

 

Fig. 3. Details of module design. 

B. Encoder 

The role of the encoder is to map the input RGB images 
into feature maps. Specifically, includes five downsampling 
operations performed by convolutional layers with a stride of 2 
and a 3×3 kernel size. In the middle, a C2f module [23] is 
inserted for feature extraction, generating feature maps at 
different stages. The sequence of operations can be described 
as follows: Conv3-Conv3-C2f-Conv3-C2f-Conv3-C2f-Conv3-
C2f (In Convk, 'k' represents the size of the convolution 
kernel). These operations are connected sequentially, with the 
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output of the previous layer serving as the input for the next 
layer. The initial channel number is 3, corresponding to the 
RGB image channels, and it increases gradually. It's 
noteworthy that in the final stage of the Encoder, a Multi-Head 
Self-Attention module called Attention-based Intra-scale 
Feature Interaction (AIFI) [24] is employed to handle the 
highest-level features of the backbone network, as depicted in 
Fig. 3. The mathematical processes are defined by Eq. (1) and 
Eq. (2): 

             (     )  (1)

             (    (     ))  (2) 

where,       represents the last layer feature map output by 
the Encoder. Initially, the two-dimensional feature       is 
flattened into a vector, which is then processed by the AIFI 
module. Subsequently, the output is reshaped back into two 

dimensions, denoted as      , facilitating its transmission to 
the Decoder for feature analysis. 

C. Decoder 

The role of the Decoder is to combine and utilize features 
from the Encoder and decode predictive information. In visual 
models for processing remote sensing images, the utilization of 
gradient information is crucial. This process is generally 
achieved through continuous upsampling to facilitate the fusion 
of semantic information. Despite being a common approach, 
there is inevitably a problem of feature information loss or 
degradation, impacting the fusion effectiveness across non-
adjacent levels. To address this issue, this study introduces the 
ELA module, whose structure is depicted in Fig. 3. 
Specifically, the ELA module employs two consecutive 
convolutional operations to capture richer feature 
representations. Subsequently, by introducing additional 
gradient flow branches in parallel, incorporates a broader 
context to enhance abstraction capabilities for targets. The 
features from the first six layers are concatenated to 
simultaneously utilize multi-scale information, strengthening 
the detection capabilities for targets of different sizes. Finally, 
a 1×1 convolutional layer is applied to reduce the 
dimensionality of the matrix, thereby alleviating the 
computational load of the model. With these connection 
operations, the model gains richer gradient information, 
achieving higher accuracy and more reasonable latency. 
Notably, in the ELANet model, a further adaptation is made 
using Adaptive Spatial Fusion (ASF) proposed by Yang et al. 
[25], which supports direct interaction between non-adjacent 
levels for adaptive spatial feature fusion. Through two 
consecutive convolutional operations, the ELA module adapts 
well to objects of different scales. The first convolutional 
operation captures features at a smaller scale, while the second 
convolutional operation integrates these features within a larger 
receptive field, making the model more flexible and accurate in 
detecting objects of different sizes. The design of the Decoder 
section integrates features from three different levels of the 
Encoder. ASF allocates different spatial weights to enhance the 
importance of key levels and reduce the impact of conflicting 
information from different levels. 

Representation learning in convolutional neural networks 
faces the challenge of strong correlations between adjacent 

pixels, implying the potential provision of redundant 
information. To address this issue, there are some carefully 
designed strategies within each output feature of ASF, utilizing 
regularization techniques to alleviate domain variance. 
Specifically, a dropout strategy with a probability of 0.1 and 
Shuffle Attention (SA) attention strategy [26] during the 
upsampling and downsampling processes are employed. Since 
the zeroing of elements after dropout is random, connecting an 
SA attention strategy for responsive feature weight adjustment 
is deemed necessary. This necessity will be validated and 
analyzed in the experiments below. Finally, ELANet merges 
the decoded feature maps from different stages into the original 
feature image. Through pixel-level prediction, the regression 
branch predicts the distance from each anchor point to the four 
edges of the target bounding box, determining the target's 
position. 

D. Loss Function 

In the implementation of the ELANet model, use three loss 
functions to guide the regression of bounding boxes. The 
Classification Loss is used to measure the difference between 
the predicted class and the true class. This process is guided by 
the cross-entropy loss function, a common binary classification 
loss function, defined as follows: 

    
 

 
∑ [        (    )    (    )]
 
    (3)

In Eq. (3), let the ground truth be denoted as y, the 
predicted result as y, and n represents the batch size. 

The Regression Loss is composed of Complete Intersection 
over Union (CIoU) and Distribution Focal Loss (DFL). CIoU 
is used to guide the model in learning the matching degree of 
bounding boxes. Specifically, assuming the predicted box and 
the ground truth box are denoted as    and    respectively, it is 

described as follows: 

          
  (     )

  
     (4) 

In Eq. (4), IoU represents the Intersection over Union, and 
  (     ) calculates the Euclidean distance between the center 

points of the two rectangular boxes. Here,   is the length of the 
diagonal of the minimum bounding rectangle of the predicted 
and ground truth boxes,   is used to measure the similarity of 
aspect ratios, and   is the impact factor of  . Next,     
optimizes the position of the bounding boxes through smooth 
L1 loss. For each positive sample  , it is defined as: 

     
 

    
∑    (       )    
    
   

 (5) 

In Eq. (5),      represents the number of positive samples, 

   (        ) represents the smooth L1 loss for the i
th
 positive 

sample, and    is the weight associated with the i
th
 sample. 

Combining Eq. (4) and Eq. (5), the regression loss Lr can be 
obtained as              . 

The final loss for ELANet is defined as the weighted sum 
of the classification loss and regression loss, i.e.,         
       . 
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III. EXPERIMENT 

A. Experimental Details 

1) Data preprocessing: The RSOD and UCAS-AOD 

datasets consist of 446 and 1000 airplane images, respectively, 

designated as the source domain and target domain. For 

convenience, this configuration is named RSOD.  Beyond 

that, the GWHD dataset was intentionally set up for cross-

domain settings, with 165 wheat spike images in the source 

domain and 71 in the target domain. In Fig. 4, present the size 

information for each instance in these two datasets. The 

RSOD dataset exhibits significant size differences between 

source and target domain data, while the primary difference in 

the GWHD dataset originates from variations in the external 

and internal environments. 

2) Training details: The experiments are implemented in 

PyTorch [27] and accelerated using an NVIDIA RTX 3090 

GPU. To improve computational efficiency, the longest side 

of input images is scaled to 608 pixels, and the other side is 

scaled proportionally, which also suits the resolution 

requirements when deploying on low-end edge devices. The 

Adaptive Moment Estimation (Adam) algorithm [28] was 

employed as the optimizer with a momentum factor set to 

0.937, and the initial learning rate was set to 0.01. Considering 

convergence speed, perform 150 epochs of optimization on 

the RSOD dataset and 300 epochs on the GWHD dataset. To 

ensure the robustness of model training, strategies such as 

color distortion, random scale transformations, and mosaic 

data augmentation are employed. 

 

Fig. 4. Instance size information for each dataset. 

B. Evaluation Indicators 

In the process of establishing a detection model, it is 
essential to consider both precision and recall. Therefore, this 
study adopts metrics such as Precision, Recall, mAP@0.5, and 
mAP@0.5-0.95 to evaluate the model's performance and assess 
the detection results. The calculation methods for Precision and 
Recall are as Eq. (6) and Eq. (7): 

  
  

     
   (6) 

  
  

     
   (7) 

where, P represents precision, and R represents recall. True 
Positive (TP) is the number of positive samples correctly 
classified, True Negative (TN) is the number of negative 

samples correctly classified, False Positive (FP) is the number 
of negative samples incorrectly classified as positive, and False 
Negative (FN) is the number of positive samples incorrectly 
classified as negative. 

mAP represents the comprehensive performance at 
different Intersection over Union (IoU) thresholds, including 
mAP@0.5 and mAP@0.5-0.95. Here, mAP@0.5 denotes the 
average mAP when the IoU threshold is 0.5, with a higher 
value indicating higher detection precision for that category. 
mAP@0.5-0.95 represents the average mAP at different IoU 
thresholds (ranging from 0.5 to 0.95 with a step size of 0.05), 
placing stricter demands on the model's performance. The 
calculation of mAP is given by Eq. (8): 

    
 

 
∑  ( ) ( ) 
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where, n is the number of categories. In this experiment, 
each dataset has only one label, so n=1. 

Furthermore, three metrics will be employed in the 
counting evaluation to assess the consistency between 
predicted and ground truth values, including Mean Absolute 
Error (MAE), Root Mean Squared Error (RMSE), and 
Coefficient of Determination (R²). Specifically, they are 
defined by Eq. (9) to Eq. (11): 

    
 

 
∑ |  ̂    |
 
     (9) 

     √
 

 
∑ (  ̂    )
 
   

 
 (10) 

     
∑ (  ̂
 
      )

 

∑ (  ̅̅̅   
 
   ) 

  (11) 

In these formulas, the numerator represents the sum of 
squared differences between the actual values and predicted 
values, and the denominator represents the sum of squared 
differences between the actual values and the mean. The result 
of R

2
 falls within the range of [0, 1], indicating the proportion 

of the squared differences of predicted values to the squared 
differences of actual values near the mean. This metric can be 
understood as a measure of how well the model's predictions fit 
the actual values, with 1 indicating a perfect fit and 0 indicating 
no linear relationship between actual counts and predicted 
values. 

C. Comparision with other Methods 

To validate the effectiveness of ELANet, comparisons with 
two state-of-the-art methods: the two-stage model Faster R-
CNN [29] and the one-stage model YOLOv7-tiny [30], both of 
which are widely used for visual tasks in images. Table I and 
Table II present the quantitative results on the two datasets, 
while Fig. 5 showcases some prediction examples from 
ELANet. 

One notable observation is that, even though both datasets 
explicitly implement cross-domain settings, the performance 
on RSOD significantly surpasses that on GWHD. In reality, 
domain differences in the agricultural domain are extremely 
complex. The chaotic background makes the visual patterns of 
plants diverse and misleading, and the changes in plants 
themselves are also very pronounced. As shown in Fig. 1(a), 
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despite the small distribution difference between the source 
and target domains, the recognition performance is not ideal 
due to the confusion of different category samples. As 
demonstrated in Fig. 5(a), (b), the morphological differences in 
wheat spikes from different regions and varieties are 
substantial. 

 

Fig. 5. Part of ELANet's prediction results. (a, b) are from the GWHD 

dataset, and (c, d) are from the RSOD dataset. 

The comparison of object detection methods on the GWHD 
and RSOD datasets reveals distinct performance 
characteristics. According to the quantitative results shown in 
Table I for models on the GWHD dataset, ELANet achieves a 
precision of 88.7% without the need for adaptation to 
distribution differences on low-resolution input images. 
YOLOv7-tiny, while effective in terms of parameters, exhibits 
moderate precision and recall, with a lower mAP@0.5-0.95 
score. Faster R-CNN, with a higher parameter count, shows 
performance comparable to YOLOv7-tiny but lacks the 
precision and recall achieved by ELANet, possibly due to 
information loss resulting from the simplification of their 
network structures. ELANet achieves optimal performance at 
the same input size of 608×608, substantially improving 
precision and average precision. 

TABLE I. QUANTITATIVE RESULTS OF GWHD DATASET 

Method P R mAP@0.5 
mAP@0.5-

0.95 
Params 

YOLOv7-tiny 0.558 0.379 0.387 0.141 11.55M 

Faster R-CNN 0.446 0.391 0.343 0.127 42.20M 

ELANet 0.882 0.816 0.887 0.501 3.59M 

Furthermore, as shown in Table II, the experimental results 
on the RSOD dataset also demonstrate a similar trend. 
However, the evaluation gap between the models is smaller in 
the RSOD dataset experiments. Additionally, it is worth noting 
that ELANet exhibits a smaller model parameter size, only 
3.59M, compared to YOLOv7-tiny and Faster R-CNN with 
11.55M and 42.2M, respectively. ELANet achieves significant 
improvements in both performance and parameter efficiency, 
indicating that it maintains high performance while being more 
parameter-efficient, making it well-suited for lightweight tasks 
without sacrificing efficiency. 

TABLE II. QUANTITATIVE RESULTS OF RSOD DATASET 

Method P R mAP@0.5 
mAP@0.5-

0.95 
Params 

YOLOv7-tiny 0.555 0.821 0.802 0.310 11.55M 

Faster R-CNN 0.832 0.751 0.753 0.278 42.20M 

ELANet 0.894 0.845 0.861 0.337 3.59M 

D. Analysis of Counting Influencing Factors 

Due to the dense distribution of targets in both the GWHD 
and RSOD datasets, evaluating counting performance in this 
context is meaningful. Particularly in the case of the GWHD 
wheat head dataset, the model is prone to various natural 
factors during target detection, such as the influence of 
lighting, rainy weather, thick fog, etc. What’s more, errors may 
arise from the varying shapes, sizes, and densities of different 
wheat head varieties. In this experiment, a linear regression 
plot was employed, along with counting metrics introduced in 
Section III (B), including Mean Absolute Error (MAE), Root 
Mean Square Error (RMSE), and the Coefficient of 
Determination (R

2
), to assess counting performance. The 

diagonal line on the coordinate system represents the ideal state 
where the model inference results perfectly match the manually 
counted ground truth. The linear regression plot serves as an 
effective tool to visually analyze the relationship between 
model predictions and actual counts, allowing researchers to 
gain a deeper understanding of the factors influencing counting 
performance. Additionally, it highlights images with the 
highest errors, as shown in Fig. 6. 

It is evident that the maximum errors are primarily 
concentrated under varying lighting conditions, where 
inconsistencies in illumination affect wheat heads in bright and 
shadowed areas differently. The presence of cluttered foliage 
further challenges the target detection model. Through 
experimentation, it was discovered that even human experts 
find it challenging to discern in such conditions. Despite this, 
the ELANet model demonstrates good robustness, indicating 
that the optimized strategies of data augmentation play a 
positive role in enhancing the adaptability of the model for 
target detection performance. This also points towards future 
research directions, specifically addressing how to optimize 
models for strong interference environments to achieve 
stability, reliability, and adaptability in complex conditions. 

 

Fig. 6. Linear regression plot and maximum error plot of GWHD dataset 

count results. 

E. Ablation Study 

In the RSOD dataset, ELANet's performance is 
satisfactory. Building upon this, the focus shifted to conducting 
ablation experiments using Dropout strategy and SA strategy 
on the GWHD dataset. The experimental results are presented 
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in Table III and compared with two domain adaptation 
methods. In the table, "Dp" represents the use of the dropout 
strategy, and "At" represents the application of the SA attention 
strategy. It can be observed that without employing either 
strategy, ELANet achieves an accuracy of 0.87. However, 
using either the dropout strategy or attention strategy alone 
leads to a performance decrease in the detection task, with 
reductions of 1.72% and 0.23%, respectively. On the other 
hand, employing the SA attention strategy after using the 
dropout strategy proves to be highly effective. The random 
zeroing of elements after dropout reduces the risk of 
overfitting, preventing excessive co-adaptation of neurons and 
maintaining feature diversity. This contributes to improving the 
model's generalization performance and robustness. The SA 
attention strategy can re-weight features in response to enhance 
attention to important regions, adaptively fusing contextual 
information of different scales. 

Another interesting finding is that when the training set and 
the validation set share the same settings, the model's 
performance is improved, as shown in Table IV, method A 
involves separate training and validation sets, while method B 
uses the same set for training and validation. From a subjective 
perspective, the model in this situation should not be robust. In 
reality, data transformation techniques alleviate the impact of 
this situation, and the performance improvement is attributed, 
to some extent, to the slightly increased training data. 

TABLE III. ELANET USES DROPOUT STRATEGIES FOR ABLATION STUDIES 

Dp At P R mAP@0.5 mAP@0.5-0.95 

-- -- 0.855 0.810 0.870 0.463 

√ -- 0.848 0.790 0.855 0.457 

-- √ 0.850 0.803 0.868 0.472 

√ √ 0.882 0.816 0.887 0.501 

TABLE IV. COMPARISON OF ELANET PERFORMANCE WITH DIFFERENT 

DATASET SETTINGS 

Method P R mAP@0.5 mAP@0.5-0.95 

A 0.872 0.779 0.864 0.468 

B 0.882 0.816 0.887 0.501 

IV. DISCUSSION AND FUTURE WORK 

In this study, the challenges of cross-domain object 
detection were explored, focusing on addressing distribution 
differences between different datasets. The proposed ELANet 
model, based on feature extraction and fusion, was introduced. 
Experimental results indicate that ELANet performs 
exceptionally well on the RSOD dataset, while its performance 
on the GWHD dataset is relatively lower. This difference may 
be attributed to the clearer features in the airplane images of 
the RSOD dataset, making it easier for the model to learn 
effective feature representations. In contrast, the complex 
background and the similarity in color between target objects 
and the background in the GWHD dataset increase the 
difficulty of model recognition. 

Furthermore, this study compared ELANet's performance 
on the RSOD and GWHD datasets with other methods, 

revealing superior performance on both datasets. This suggests 
that ELANet can better handle cross-domain challenges and 
improve the accuracy of object detection. Nevertheless, there 
are still some issues to be addressed. For example, ELANet's 
performance is influenced by data preprocessing and training 
details. To further enhance the model's performance, deeper 
research into data preprocessing and training techniques is 
needed. Distribution differences have been a long-standing 
issue in machine learning [31]-[35], and it is hoped that this 
work will further stimulate researchers' interest in addressing 
this problem. 

In future research, potential improvement avenues can be 
explored in the following directions: 

Adversarial Robustness Learning: Conduct in-depth 
research to assess ELANet's robustness against adversarial 
attacks. Strengthening the model's security is crucial for real-
world deployment and addressing potential security challenges. 

Testing in Complex Environments: Test ELANet's 
robustness in more complex environmental conditions, 
especially in scenarios with natural factors such as varying 
lighting and rainy weather. Consider employing more powerful 
data augmentation and processing techniques to enhance the 
model's adaptability to these challenges. 

Driving Agricultural Technology Innovation: Expand 
ELANet's application to more agricultural domains, such as 
agricultural robots, precision agriculture, and plant disease 
diagnosis. Through widespread application in agricultural 
technology, ELANet aims to provide more intelligent and 
efficient solutions for agricultural production. 

V. CONCLUSION 

In this study, the focus was on exploring a visual model for 
domain adaptation without the need for explicit adaptation, 
particularly addressing the challenge of domain adaptation in 
supervised graph learning tasks. In this work, the ELANet 
model was proposed, innovatively introducing the ELA 
module and integrating it into the feature decoder, successfully 
achieving high-quality domain adaptation in the remote sensing 
image domain. The model demonstrated outstanding 
performance on real datasets. The research indicates that 
regularization techniques are crucial for mitigating the domain 
variance between training and testing data, especially when 
incorporating a module that reweights features in response. 
Importantly, the use of the ELANet model not only improved 
accuracy but also enhanced efficiency. In experiments 
validating the generality and domain adaptation of ELANet, 
cross-domain settings were employed, demonstrating the 
model's generality and domain adaptability. Overall, the 
introduction of ELANet is expected to advance research in 
domain adaptation, providing an innovative approach to 
addressing domain adaptation challenges in supervised graph 
learning tasks. 

REFERENCES 

[1] K. Li, G. Wan, G. Cheng, L. Meng, and J. Han, "Object detection in 
optical remote sensing images: A survey and a new benchmark," ISPRS 
Journal of Photogrammetry and Remote Sensing, vol. 159, January 
2020, pp. 296-307. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 1, 2024 

539 | P a g e  

www.ijacsa.thesai.org 

[2] S. J. Pan and Q. Yang, "A Survey on Transfer Learning," IEEE 
Transactions on Knowledge and Data Engineering, vol. 22, no. 10, pp. 
1345-1359, Oct. 2010. 

[3] P. Dollar, C. Wojek, B. Schiele, and P. Perona, "Pedestrian Detection: 
An Evaluation of the State of the Art," IEEE Transactions on Pattern 
Analysis and Machine Intelligence, vol. 34, no. 4, pp. 743-761, April 
2012. 

[4] B. Gong, Y. Shi, F. Sha, and K. Grauman, "Geodesic flow kernel for 
unsupervised domain adaptation," in 2012 IEEE Conference on 
Computer Vision and Pattern Recognition, Providence, RI, USA, 2012, 
pp. 2066-2073. 

[5] Y. Ganin, E. Ustinova, H. Ajakan, et al., "Domain-adversarial training of 
neural networks," Journal of Machine Learning Research, vol. 17, no. 
59, 2016, pp. 1-35. 

[6] C. Doersch and A. Zisserman, "Multi-task Self-Supervised Visual 
Learning," in 2017 IEEE International Conference on Computer Vision 
(ICCV), Venice, Italy, 2017, pp. 2070-2079. 

[7] J. Casebeer, N. J. Bryan, and P. Smaragdis, "Meta-AF: Meta-Learning 
for Adaptive Filters," IEEE/ACM Transactions on Audio, Speech, and 
Language Processing, vol. 31, 2023, pp. 355–370. 

[8] W. Wang, J. Dai, Z. Chen, et al., "Internimage: Exploring large-scale 
vision foundation models with deformable convolutions," in Proceedings 
of the IEEE/CVF Conference on Computer Vision and Pattern 
Recognition, 2023, pp. 14408-14419. 

[9] P. Goel and A. Ganatra, "Unsupervised Domain Adaptation for Image 
Classification and Object Detection Using Guided Transfer Learning 
Approach and JS Divergence," Sensors, vol. 23, no. 9, 2023, pp. 4436. 

[10] A. Elshamli, G. W. Taylor, A. Berg, et al., "Domain adaptation using 
representation learning for the classification of remote sensing images," 
IEEE Journal of Selected Topics in Applied Earth Observations and 
Remote Sensing, vol. 10, no. 9, 2017, pp. 4198-4209. 

[11] J. Zhang, S. Xu, J. Sun, et al., "Unsupervised Adversarial Domain 
Adaptation for Agricultural Land Extraction of Remote Sensing 
Images," Remote Sensing, vol. 14, no. 24, 2022, pp. 6298. 

[12] M. Valerio Giuffrida, A. Dobrescu, P. Doerner, et al., "Leaf counting 
without annotations using adversarial unsupervised domain adaptation," 
in Proceedings of the IEEE/CVF Conference on Computer Vision and 
Pattern Recognition Workshops, 2019, pp. 0-0. 

[13] S. Marino, P. Beauseroy, A. Smolarz, "Unsupervised adversarial deep 
domain adaptation method for potato defects classification," Computers 
and Electronics in Agriculture, vol. 174, 2020, 105501. 

[14] A. Fuentes, S. Yoon, T. Kim, et al., "Open set self and across domain 
adaptation for tomato disease recognition with deep learning 
techniques," Frontiers in Plant Science, vol. 12, 2021, 758027. 

[15] X. Wu, X. Fan, P. Luo, et al., "From Laboratory to Field: Unsupervised 
Domain Adaptation for Plant Disease Recognition in the Wild," Plant 
Phenomics, vol. 5, 2023, 0038. 

[16] F. Magistri, J. Weyler, D. Gogoll, et al., "From one field to another—
Unsupervised domain adaptation for semantic segmentation in 
agricultural robotics," Computers and Electronics in Agriculture, vol. 
212, 2023, 108114. 

[17] A. S. Razavian, H. Azizpour, J. Sullivan, and S. Carlsson, "CNN 
Features Off-the-Shelf: An Astounding Baseline for Recognition," in 
2014 IEEE Conference on Computer Vision and Pattern Recognition 
Workshops, Columbus, OH, USA, 2014, pp. 512-519. 

[18] H. Lu, C. Shen, Z. Cao, Y. Xiao, and A. van den Hengel, "An 
Embarrassingly Simple Approach to Visual Domain Adaptation," IEEE 
Transactions on Image Processing, vol. 27, no. 7, 2018, pp. 3403–3417. 

[19] E. David, M. Serouart, D. Smith, et al., "Global Wheat Head Detection 
2021: An Improved Dataset for Benchmarking Wheat Head Detection 
Methods," Plant Phenomics, Sep 22, 2021;2021:9846158. 

[20] Y. Long, Y. Gong, Z. Xiao, and Q. Liu, "Accurate Object Localization 
in Remote Sensing Images Based on Convolutional Neural Networks," 
in IEEE Transactions on Geoscience and Remote Sensing, vol. 55, no. 5, 
May 2017, pp. 2486-2498. 

[21] H. Zhu, X. Chen, W. Dai, K. Fu, Q. Ye, and J. Jiao, "Orientation Robust 
Object Detection in Aerial Images Using Deep Convolutional Neural 
Network," in 2015 IEEE International Conference on Image Processing 
(ICIP), Quebec City, QC, Canada, 2015, pp. 3735-3739. 

[22] C. Wang, H. Liao, and I. Yeh, "Designing Network Design Strategies 
Through Gradient Path Analysis," arXiv preprint arXiv:2211.04800, 
2022. 

[23] G. Jocher, A. Stoken, A. Chaurasia, J. Borovec, Y. Kwon, K. Michael, et 
al., "Yolov5 Repository," Available at 
https://github.com/ultralytics/yolov5, Accessed on 10/28/2023. 

[24] W. Lv, S. Xu, Y. Zhao, et al., "Detrs beat yolos on real-time object 
detection," arXiv preprint arXiv:2304.08069, 2023. 

[25] G. Yang, J. Lei, Z. Zhu, et al., "AFPN: Asymptotic Feature Pyramid 
Network for Object Detection," arXiv preprint arXiv:2306.15988, 2023. 

[26] Q. L. Zhang and Y. B. Yang, "SA-Net: Shuffle Attention for Deep 
Convolutional Neural Networks," in ICASSP 2021 - 2021 IEEE 
International Conference on Acoustics, Speech and Signal Processing 
(ICASSP), IEEE, 2021, pp. 2235-2239. 

[27] A. Paszke, S. Gross, F. Massa, et al., "PyTorch: An Imperative Style, 
High-Performance Deep Learning Library," Advances in Neural 
Information Processing Systems, vol. 32, 2019. 

[28] D.P. Kingma and J. Ba, "Adam: A Method for Stochastic Optimization," 
arXiv preprint arXiv:1412.6980, 2014. 

[29] S. Ren, K. He, R. Girshick, and J. Sun, "Faster R-CNN: Towards Real-
Time Object Detection with Region Proposal Networks," IEEE 
Transactions on Pattern Analysis and Machine Intelligence, vol. 39, no. 
6, pp. 1137-1149, June 1, 2017. 

[30] C. Y. Wang, A. Bochkovskiy, and H. Y. M. Liao, "YOLOv7: Trainable 
Bag-of-Freebies Sets New State-of-the-Art for Real-Time Object 
Detectors," in 2023 IEEE/CVF Conference on Computer Vision and 
Pattern Recognition (CVPR), Vancouver, BC, Canada, 2023, pp. 7464-
7475. 

[31] Q. Ming, L. Miao, Z. Zhou, and Y. Dong, "CFC-Net: A Critical Feature 
Capturing Network for Arbitrary-Oriented Object Detection in Remote-
Sensing Images," in IEEE Transactions on Geoscience and Remote 
Sensing, vol. 60, pp. 1-14, 2022, Art no. 5605814. 

[32] X. Hu and C. Zhu, "Shared-Weight-Based Multi-Dimensional Feature 
Alignment Network for Oriented Object Detection in Remote Sensing 
Imagery," Sensors, vol. 23, no. 1, 2022, Article 207. 

[33] Q. Ming, L. Miao, Z. Zhou, J. Song, and X. Yang, "Sparse Label 
Assignment for Oriented Object Detection in Aerial Images," Remote 
Sensing, vol. 13, no. 14, 2021, Article 2664. 

[34] S. Falahat and A. Karami, "Maize Tassel Detection and Counting Using 
a YOLOv5-Based Model," Multimedia Tools and Applications, vol. 82, 
pp. 19521–19538, 2023. 

[35] Y. Yang and S. Soatto, "FDA: Fourier Domain Adaptation for Semantic 
Segmentation," in 2020 IEEE/CVF Conference on Computer Vision and 
Pattern Recognition (CVPR), Seattle, WA, USA, 2020, pp. 4084-4094. 

 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 1, 2024 

540 | P a g e  

www.ijacsa.thesai.org 

Improving Brain Tumor MRI Image Classification 

Prediction based on Fine-tuned MobileNet 

Quy Thanh Lu, Triet Minh Nguyen, Huan Le Lam 

Information Technology Department, FPT University, Can Tho, Viet Nam 

 

 
Abstract—Brain tumors are a prevalent issue in 

contemporary society as they impact human health. The location 

of the tumor in the brain determines the variety of symptoms 

that may manifest. Some frequent symptoms are cephalalgia, 

convulsions, visual impairments, nausea, emesis, asthenia, 

paresthesia, dysphasia, personality alterations, and amnesia. The 

prognosis for brain cancer differs considerably depending on the 

cancer type. Nevertheless, brain tumors are amenable to 

treatment with surgical intervention, chemotherapy, and 

radiotherapy if the diagnosis is timely. Furthermore, artificial 

intelligence and machine learning can assist in the detection of 

brain tumors as they have significant implications for the 

analysis of Magnetic Resonance Imaging (MRI). To accomplish 

this objective, automated measurement instruments were 

proposed based on the processing of MRI. In this study, we 

employed the latest developments in deep transfer learning and 

fine-tuning to identify tumors without many complex steps. We 

gathered data from authentic MRI of 3264 subjects (i.e., 926 

glioma tumors, 937 meningioma tumors, 901 pituitary tumors, 

and 500 normal). With the MobileNet model from the Keras 

library, we attained the highest validation accuracy, test 

accuracy, and F1 score in four-class classifications was 97.24%, 

97,86%, and 97.85%, respectively. Concerning two-class 

classification, high accuracy values were obtained for most of the 

models (i.e., ~100%). These outcomes and other performance 

indicators demonstrate a strong capability to diagnose brain 

tumors from conventional MRI. The current research developed 

a supportive machine learning that can aid doctors in making the 

accurate diagnosis with less time and mistakes. 

Keywords—Brain tumor; fine-tuning; transfer learning; 

Magnetic Resonance Imaging (MRI); MobileNet 

I. INTRODUCTION  

The health of people in the modern world is adversely 
affected by numerous diseases, among which brain tumors are 
prevalent in various age groups, from adolescents to seniors. 
Brain tumors are not a helpless disease and there are several 
treatment options available for patients with this disease. Some 
of the most common and efficacious methods of treating brain 
tumors are surgery, chemotherapy, radiation therapy, or a 
combination of these techniques. Surgery entails excising the 
tumor or part of it through an operation, while chemotherapy 
and radiation therapy employ drugs and high-energy rays to 
eradicate or reduce the tumor cells. The selection of treatment 
for each patient hinges on multiple factors, such as the type of 
the tumor, the grade of the tumor, the location of the tumor, the 
size of the tumor, as well as the age and general health of the 
patient. By considering these factors, physicians can devise the 
optimal treatment plan for each patient and enhance their 
prospects of recovery.  

Nevertheless, it is still dangerous if we avoid it. For 
example, A brain tumor is a grave condition irrespective of its 
benignity or malignancy. Tumors within the cranium expand 
and exert pressure on different regions of the brain, impairing 
their function. A glioma is a tumor that emerges when glial 
cells proliferate abnormally. Typically, these cells support 
neurons and facilitate the operation of your central nervous 
system. Gliomas commonly grow in the brain, but can also 
emerge in the spinal cord. Gliomas are malignant (cancerous), 
but some can be very slow-growing. In addition, Meningioma 
is the most frequent type of primary brain tumor, it is a tumor 
that develops from the meninges, the protective layers around 
the brain and spinal cord. Meningiomas occur more often in 
women and are usually detected at older ages. Moreover, 
Pituitary tumors are abnormal enlargements that originate in 
the pituitary gland. Some of these tumors cause the pituitary 
gland to produce an excess of certain hormones that regulate 
vital body functions. tumors stimulate the adrenal glands to 
produce too much cortisol. This causes a condition called 
Cushing disease. Others can cause the pituitary gland to 
produce too little of those hormones. 

Numerous data gathered in recent years globally indicate 
the detrimental effects of brain tumors. The CBTRUS 
Statistical Report states that from 2016 to 2020, 86,030 deaths 
occurred due to malignant brains. This corresponds to an 
average annual mortality rate of 4.42 and an average of 17,206 
deaths per year [1]. In 2030, 145,650 new cases of brain 
tumors are projected to be diagnosed in China with 68,730 men 
and 76,920 women [2]. The 5-year relative survival rate after 
diagnosis of a malignant brain tumor was 35.7% and for a non-
malignant brain tumor was 91.9% [1]. The most frequent 
malignant brain tumor was glioblastoma with 14.2% of all 
tumors, and the most common non-malignant tumor was 
meningioma with 40.8% of all tumors [1]. Glioblastoma was 
more prevalent in males, and meningioma was more prevalent 
in females. In children and adolescents aged 0-19 years, the 
incidence rate of primary tumors was 6.14 out of 100,000 
people [3]. An estimated 3,920 new cases of primary childhood 
brain tumors are expected to be diagnosed in 2023 [4] 

Recently, Magnetic Resonance Imaging (MRI) has been 
considered one of the most efficient methods for identifying 
the irregular parts of the central nervous system and human 
brain. Moreover, the early diagnosis of brain tumors is one of 
the crucial tasks and offers many advantages to patients. Early 
identification of tumors helps doctors devise suitable treatment 
plans and helps lower mortality in patients with brain tumors as 
quickly as possible. There are many methods that clinicians 
can use to detect brain tumors as Computerized Tomography 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 1, 2024 

541 | P a g e  

www.ijacsa.thesai.org 

(CT) or MRI. However, it would be time-intensive to diagnose 
using the MRI method. Furthermore, doctors have to prepare 
and conduct many procedures to finish a standardized process 
for patients. Therefore, applying the newest advanced 
techniques in the diagnostic process can spare valuable time for 
doctors. Moreover, it can provide doctors with a 
recommendation to improve the diagnostic process and 
increase the outcomes. 

Artificial intelligence is one of the most prominent 
advanced techniques invented in recent years. Therefore, we 
decided to use it to assist doctors in diagnosing MRI images. In 
the field of artificial intelligence, machine learning is related to 
the development and research of statistical algorithms that can 
effectively generalize data and syntax. Based on the trained and 
prepared results, the computer will perform tasks without 
explicit instructions [5]. Machine learning algorithms have 
many applications. For example, financial prediction, 
transportation, education, data structure in health care systems, 
drug reaction prediction, diabetes research, cyber security, 
banking and finance, and social media [6]. 

Our study used transfer learning and fine-tuning, a part of 
deep learning which is the subset of the machine learning 
method. That aim enables us to reuse pre-trained models for 
new tasks and datasets. Moreover, Transfer learning 
concentrates on transferring general knowledge from one 
domain to freeze certain layers to preserve general [7]. Fine-
tuning adapts the model to a particular allows the pre-trained 
layers to be updated [8]. We suggest a new method to use the 
MobileNet model in the Keras library in a Convolutional 
Neural Network (CNN) which is appropriate for image 
recognition and processing tasks and it has achieved state-of-
the-art outcomes on a wide range of image recognition tasks, 
such as object classification, object detection, and image 
segmentation [9]. It is trained using a huge dataset of annotated 
images. Once trained, a CNN can be utilized to classify new 
images or extract features for use in other applications such as 
object detection or image segmentation. 

The contributions of this paper are as follows: 

 We propose a complete reliable artificial intelligence 
model that is used for brain tumor classification 
including glioma, meningioma, and pituitary tumor. 
Hence, it can create an easy and speedy way for doctors 
to detect and classification on their medical purpose. 

 Our method achieves a high performance (i.e., <97%) 
of the deep learning models for four-class (glioma, 
meningioma, pituitary, and normal) and pair-wise 
classification problems also achieve a high success (i.e., 
~100%). As a result. The effectiveness of each model in 
terms of training and testing times was also evaluated. 

 Our collected MRIs of subjects afflicted with brain 
tumors, as well as healthy ones, as verified by the 
specialists in the hospital. This dataset is confirmed for 
the development of automated machine learning and AI 
algorithms for the detection of brain tumors and can be 
applied to educating medical students. 

 We point out that GradCam can be used effectively for 
visual explanations. So, highlighting the important 
regions (i.e., glioma tumor, meningioma tumor, and 
pituitary tumor) in the image can provide a more 
intuitive view for physicians 

Our research paper comprises four main sections. In the 
subsequent Section II, we indicate some of the related research 
that we employed for references. Following the related 
research section is the methodology Section III, this section 
elucidates in detail all of the methods utilized in the article. 
Subsequently, Section IV will refer to the experiments, and 
how we conduct and evaluate the accuracy of the deep learning 
model. Lastly, in the final Section V, we summarize our article 
and examine the essential domains associated with the study. 

II. RELATED WORK 

Besides the change in environment and population, a lot of 
diseases have negative effects on human life and one of these is 
brain tumors. The survey pointed out that 1,323,121 people 
living with brain and other CNS tumors (malignant and non-
malignant) on December 31, 2019 [1]. At that time, a bunch of 
research on medical and artificial intelligence helped humans 
in the healing of those sicknesses. Wadhah Ayadi detected 
brain tumors by suggesting a new CNN that contains various 
layers such as convolution, Rectified Linear Unit (Relu), and 
pooling to achieve a best Accuracy is 94.74 [10].  Following 
Ahmad Saleh, His scholarly investigation endeavors to 
enhance the proficiency of MRI apparatus in the categorization 
of cerebral neoplasms and discerning their respective 
classifications, using AI Algorithms, CNN, and Deep Learning. 
The MobileNet model is used in this study. The evaluation of 
the image dataset is conducted utilizing the F1-score metric, 
yielding a commendable accuracy rate of 97.25% [11]. 

Machine Learning helped experts and doctors research 
medical image analysis. This led to, a change in normal 
examination and treatment to aid medical procedures to avoid a 
waste of time and money. Hence, typical studies appear more 
and more such as Wadhah Ayadi. The presented methodology 
used normalization, dense speeded-up robust features, and 
histogram of gradient techniques to enhance the quality of MRI 
and produce a discriminative feature set. The accuracy attained 
through the implementation of this method is measured at 
90.27% [12]. In addition, Muhammad Imran Sharif suggests 
Densenet201 Pre-Trained Deep Learning Model. The attributes 
of the trained model are derived from the average pooling 
layer, elucidating the profound information on each specific 
tumor type. In addition, He includes two new models Entropy–
Kurtosis-based High Feature Values (EKbHFV) and modified 
genetic algorithm (MGA). Finally, the research paper has 
achieved an accuracy higher than 95% [13]. 

Convolutional Neural Network (CNN) is one of the parts of 
deep learning models commonly used in Computer Vision that 
help computers understand and interpret images or visual data. 
It has main contributions to creating intelligent systems with 
great accuracy. So, it has produced several academic works as 
S Kumar's research paper. In short, the technical use of the 
Deep Convolution Neural Network (Deep CNN) for 
performing the brain tumor classification with Dolphin-SCA as 
the training algorithm. The database is MRI images given by 
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the BRATS database and SimBRATS, and the suggested 
model has shown a maximum accuracy of 96.39% [14]. 
Moreover, Díaz-Pernas applied the method on a publicly 
available MRI image dataset of 3064 images from 233 patients 
compared with previously classical segmentation and 
classification published methods. In this comparative analysis, 
the proposed method demonstrated exceptional results, 
achieving an impressively high tumor classification accuracy 
of 0.973 [15]. 

Processing medical images by automatic segmentation and 
classification becoming extremely important around the world 
[16], [17], especially in the medical field such as diagnostics, 
growth prediction, and treatment of brain tumors. As a result, a 
patient can save their life because an early detection of brain 
tumors that helps to increase their survival rate. Applying 
machine learning, the brain classification paper from Huong 
Hoang Luong points out that the K-mean clustering algorithm 
stratifies the samples into three distinct view angles of MRI, 
namely, transverse, coronal, and sagittal planes. This strategic 
classification process was coupled with the integration of a 
modified Residual Network (ResNet) architecture. Finally, He 
reached a performance of 96% in the brain tumor classification 
accuracy [18]. Furthermore, with another k-means algorithm S. 
Rinesh's innovative approach outperformed conventional 
methods such as hybrid k-means clustering and parallel k-
means clustering, exhibiting superior results with a higher peak 
signal-to-noise ratio and a reduced mean absolute error value. 
The proposed model attained an accuracy of 96.47% [19]. 

Additionally, we have introduced an automated 
classification system designed for the intricate challenge of 
categorizing multiclass brain tumor MRI. This task, inherently 
more complex and demanding, transcends the relative 
simplicity of binary classification. The dataset is almost equal 
to Khan Swatithe's paper uses a pre-trained deep CNN model 
and introduces a block-wise fine-tuning strategy rooted in 
transfer learning principles. Notably, this methodology is 
characterized by its generality, eschewing the need for 
handcrafted features, and demanding minimal preprocessing. 
Impressively, the proposed approach attains an average 
accuracy rate of 94.82% within the context of a five-fold cross-
validation framework [20]. Besides, with a straightforward 
architectural design and the absence of any antecedent region-
based segmentation, Nyoman Abiwinanda achieved 
commendable results, attaining a training accuracy of 98.51% 
and a peak validation accuracy of 84.19%. Notably, these 
outcomes stand in favorable comparison to the performance of 
more intricate region-based segmentation algorithms [21]. 

In summary, the related work saw notable weaknesses, 
particularly characterized by low accuracy. Many current 
models struggle to consistently achieve high precision across 
diverse datasets, leading to concerns about their robustness and 
generalizability. Additionally, the lack of a visual explanation 
such as GradCam for evaluating and comparing models hinders 
progress. Addressing these limitations is imperative to propel 
deep learning toward more reliable and universally applicable 
solutions, ensuring advancements that transcend the current 
constraints of accuracy and evaluation methodologies. 

III. METHODOLOGY 

A. The Research Implementation Procedure 

In this research paper, we propose a method including 11 
steps from input to output shown in Fig. 1. The roles of the 
steps are shown as follows: 

 

Fig. 1. The implementing procedure flowchart. 

1) Collecting dataset: The dataset is collected by Swati 

Kanchan in B. Tech Dept of CSE from NIT Durgapur. The 

dataset comprises MRI images, including three types of brain 

tumors—meningioma, glioma, and pituitary—as well as 

normal images. This comprehensive collection serves as a 

valuable resource for medical research and diagnostic 

advancements. 

2) Pre-processing image: This important step requires 

both resizing and normalization to establish standardized input 

conditions for machine-learning models. This leads to an 

increase in the outcome of the results. 

3) Dividing the dataset into three categories train 

validation and test: In total, 3264 images constitute the 

comprehensive MRI dataset, with random selection for 

training, validation, and testing phases. The datasets are 

randomly chosen using an 8-1-1 scale, allocating 8 parts for 

training, 1 for validation, and 1 for testing, ensuring a 

balanced distribution for robust model development and 

evaluation. 

4) Dividing the training set into folders: Types of brain 

tumors (i.e., meningioma, glioma, and pituitary and normal) 

are divided into many different folders. The biggest include 4 

classes (i.e., meningioma, glioma, and pituitary and normal). 

We want to show the training data more exactly way and use it 

to compare the biggest folder. Dense, the other folder contains 

two class classifications includes: meningioma-normal, 

glioma-normal, and pituitary-normal 

5) Building the model: To conduct experiments, we 

reconstructed the model based on the prototype of the CNN 
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architecture by inheriting its core processing layers and 

modifying some layers to achieve improved results. As a 

result, the model creates an excellent result for our training 

test with Keras's models library. 

6) Applying transfer learning: In transfer learning, the 

model gets trained on a big set of data for a specific job. This 

dataset could be general or have lots of labeled information. 

The things the model learns are saved in its weights, 

especially in the lower layers. These layers gather important 

features from the input data, making it easier for the model to 

understand and work with the information. 

7) Validating and collecting the accuracy score: After 

completing the training of the model, we assessed its precision 

by summarizing the training accuracy derived from the 

model's predictions. Subsequently, we evaluated the accuracy 

of the test set using the initially separated testing set." 

8) Applying fine tuning: In this procedure, the process of 

adjusting the hyperparameters of a model to improve its 

performance on a dataset and using the weights of an already 

trained model as the starting values for training a new model. 

Hyperparameters are the parameters that control the learning 

process and we finish after the model has been trained on a 

training set, and done when using a validation set. 

9) Validating, collecting and drawing results with 

GradCam: We summary all the metrics like validation 

accuracy, test accuracy, and F1 score, then. Images used 

GradCam to represent detected brain tumors in color to more 

accurately represent the results. 

10) Reconstructing and comparing the cycles with other 

models: When we have results in one model, we rework 

another model in Keras including MobileNet, Inception V3, 

VGG16, ResNet50, and EfficientNet B3 to compare the final 

result 

11) Showing the result: After conducting a comparison, 

results will be presented through tables and graphs to facilitate 

meaningful comparisons. 

B. Pre-processing Image 

In the pre-processing pipeline for images, a pivotal step 
involves both resizing and normalization to establish 
standardized input conditions for machine learning models. 
The resizing operation transforms the input image I to a 
uniform dimension of (new width, new height). As a result, we 
decided to choose 224 pixels for weight and 224 pixels for 
height (1) using a chosen interpolation method, as captured by 
the formula: 

       (                  )        (         )    (1) 

This operation (1) is essential for establishing a consistent 
input size, a prerequisite in various deep-learning applications. 
Following resizing in equation (2), the subsequent 
normalization process adjusts pixel values to a range between 0 
and 1, facilitating model training and convergence. The 
normalization is mathematically expressed as: 

 (   )   
       (   )

   
  (2) 

In this Eq. 2,  (   ) signifies the output pixel value at 
position (   ) in the preprocessed image. The division by 255 
ensures that the pixel values are scaled to fit within the [0, 1] 
range, aligning with common conventions in image processing. 

This dual procedure of resizing to (224, 224) (1) and 
subsequent normalization not only ensures a standardized size 
for all images but also provides a consistent pixel value scale 
(2), thereby enhancing the efficiency and robustness of 
downstream machine learning tasks. 

C. Transfer Learning and Fine Tuning of CNN (MobileNet) 

We noticed that transfer learning and fine-tuning of CNN 
have become pivotal techniques in the realm of computer 
vision, enabling the effective utilization of pre-trained models 
on new tasks [22][23][24]. One such exemplary model is 
MobileNet, a lightweight and efficient architecture design. 
MobileNet, characterized by depth wise separable 
convolutions, significantly reduces the computational burden 
while preserving the model's capacity to capture intricate 
features in images. 

The MobileNet model's architecture is inherently rooted in 
the principles of convolutional neural networks, with its 
convolutional layers serving as feature extractors. This 
architecture excels in tasks demanding real-time performance 
and resource efficiency. When considering transfer learning, 
MobileNet offers a valuable starting point. Pre-trained on 
large-scale image datasets, it possesses a robust understanding 
of general image features, making it an ideal candidate for 
various computer vision applications. 

The integration of MobileNet into the broader CNN 
architecture is seamless and complementary such as Fig. 2. The 
initial layers of a CNN, responsible for low-level feature 
extraction, can be substituted with the MobileNet backbone. 
This strategic replacement allows the model to retain its ability 
to recognize high-level features while benefiting from 
MobileNet's efficiency in processing low-level features. The 
resulting hybrid architecture strikes a balance between 
computational efficiency and task-specific adaptability. 

In conclusion, the fusion of transfer learning and fine-
tuning within the realm of CNNs, particularly with the 
utilization of the MobileNet model, represents a powerful 
approach to solving diverse computer vision challenges. This 
leads to the final results about validation accuracy, test 
accuracy, and F1 score increase and reaching a desirable point. 

D. Visual Explanation by GradCam 

In our paper, we decided to choose a visual explanation by 
Gradient-weighted Class Activation Mapping (i.e., GradCam), 
because it stands as a pivotal technique in unraveling the 
decision-making processes of CNN. It operates by shedding 
light on crucial regions within an image that heavily influence 
the model's final prediction, thus enhancing both 
interpretability and confidence in the outputs. 
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Fig. 2. Procedure of transfer learning and fine-tuning in ours model with 

custom layers. 

In more detail, GradCam relies on the gradient information 

flowing into the final convolutional layer of a CNN. Let    (3) 
represent the k-th feature map from the last convolutional 

layer, and   
  (3) show the weight of the k-th feature map for 

the target class 'c.' The GradCam heatmap   
        (3) is 

computed as the global average pooling of the positive 
gradients: 

  
            (∑   

      )   (3) 

The ReLU (3) function ensures that only positive 
contributions are considered, highlighting the regions with a 
positive influence on the decision for the target class 'c' Fig. 3. 

To explain this formula in detail, let's express the weight 

  
  (4) for a specific feature map 'k' as the global average 

pooling of the gradients: 

  
   

 

 
 ∑

   

     
        (4) 

 

Fig. 3. GradCam functionality. 

Because    (4) denotes the logit for the target class 'c,' and 

  
  (4) presents the activation of the k-th feature map at 

position (i, j). The normalization term 'Z' ensures that the 
weights sum to 1, providing a meaningful contribution 
measure. 

The computation of the gradient 
   

   
  (5) involves back-

propagating the derivative of the logit with respect to the 
activation of the k-th feature map at position (i, j). By means of 
mathematics, this can be expressed as: 

   

   
   

   

     
    

     
 

     
    (5) 

This chain of derivatives involves the gradient of the logit 
with respect to the activation of the k-th feature map at position 

(i, j), 
   

     
   (5), and the gradient of the activation at (i, j) with 

respect to the input activation, 
     
 

     
   (5). 

 

Fig. 4. The final result after applying a visual explanation by GradCam. 
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By using this GrandCam, our results have the contribution 
of each feature map to the final decision in Fig. 4, and facilitate 
future use by professionals and doctors. 

IV. EXPERIMENTS 

A. Dataset and Peformance Metrics 

The research used a single dataset for both the training, 
validation, and testing phases in this analysis. The data was 
taken and augmented by Swati Kanchan in B. Tech Dept of 
CSE from NIT Durgapur, 3264 images constitute the 
comprehensive MRI dataset in total including 926 glioma 
tumors, 937 meningioma tumors, 901 pituitary tumors, and 500 
no tumor. 

Moreover, the performance of the models was assessed 
using five metrics: validation accuracy, test accuracy, 
precision, recall, and F1 score play pivotal roles in assessing 
the performance and generalization capabilities of a trained 
model.  

Validation accuracy (Val acc) in Eq. 6 represents the 
model's precision on a separate dataset during training, 
measuring its ability to learn without overfitting the training 
data. By means of mathematics, validation accuracy is 
computed as: 

         
                                          

                                        
 (6) 

Test accuracy (Test acc) in Eq. 7 reflects the model's 
proficiency in making accurate predictions on previously 
unseen data, providing insights into its real-world applicability. 
This metric is calculated by: 

          
                                     

                                        
 (7) 

Recall in Eq. 8, a metric crucial in scenarios where 
identifying true positives is paramount, is defined as: 

       
              

                                
 (8) 

Precision in Eq. 9 is a fundamental metric in the evaluation 
of classification models. Mathematically, precision is defined 
as the ratio of true positives (instances correctly predicted as 
positive) to the sum of true positives and false positives 
(instances incorrectly predicted as positive). The precision 
formula is given by: 

          
              

                                
  (9) 

The F1 score in Eq. 10, a harmonic mean of precision and 
recall, is expressed as: 

   
                      

                  
  (10) 

B. Scenario 1: The Results of Classifying MRI Images Into 

Two Classes: Normal or Glioma Tumor 

The purpose of the experiments was to evaluate the 
effectiveness of the pre-trained models, after customization and 
training, in identifying the correct disease diagnosis of the MRI 
image. Moreover, these data can help us make easier and more 

intuitive comparisons across brain tumor categories (four 
classes or two classes). 

Tables I and II show the performance evaluation metrics for 
classifying MRI images into normal or scoliosis. In transfer 
learning, the Resnet-50 achieved the highest accuracy (i.e., 
100%). After fine-tuning, three models including MobileNet, 
InceptionV3, and EfficientNetB3 produced results that 
exceeded expectations (i.e., 100% for three models). In 
contrast, Resnet-50 showed worse results than the previous 
experiment. 

TABLE I. THE ACCURACY OF CLASSIFYING MRI IMAGES INTO TWO 

CLASSES:  GLIOMA TUMOR AND NORMAL IN TRANSFER LEARNING, FOR EACH 

DEEP LEARNING MODEL 

Model 
Transfer learning 

Val acc Test acc Precision Recall F1 

EfficientNetB3 99.30% 98.60% 98.66% 98.60% 98.61% 

ResNet50 100.00% 98.60% 98.60% 98.60% 98.60% 

VGG16 99.30% 97.90% 98.02% 97.90% 97.92% 

Ours 99.30% 97.90% 97.92% 97.90% 97.91% 

InceptionV3 99.30% 93.01% 93.11% 93.01% 93.04% 

TABLE II. THE ACCURACY OF CLASSIFYING MRI IMAGES INTO TWO 

CLASSES: GLIOMA TUMOR AND NORMAL IN FINE TUNING, FOR EACH DEEP 

LEARNING MODEL 

Model 
Fine tuning 

Val acc Test acc Precision Recall F1 

EfficientNet

B3 
100.00% 99.30% 99.31% 

99.30

% 
99.30% 

ResNet50 99.30% 96.50% 96.64% 
96.50
% 

96.53% 

VGG16 99.30% 87.41% 88.33% 
87.41

% 
86.83% 

Ours 100.00% 97.90% 97.92% 
97.90

% 
97.91% 

InceptionV3 100.00% 98.60% 98.60% 
98.60

% 
98.60% 

Fig. 5 and Fig. 6 show a sample training and validation 
progress curve showing the loss and accuracy values of ours in 
fine-tuning. The figure displays a stable learning behavior and 
appropriate training and validation sets. 

 

Fig. 5. Training accuracy and validation accuracy in fine-tuning of ours 

model (Glioma tumors and normal). 
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Fig. 6. Training loss in and validation loss in fine-tuning of ours model 

(Glioma tumors and normal). 

Fig. 7 shows the confusion matrix for a sample run of ours 
model in two classes. In that run, the number of testing images 
is 143. 

 

Fig. 7. Confusion matrix in fine tuning for ours model (Glioma tumors and 

normal). 

C. Scenario 2: The Results of Classifying MRI Images Into 

Two Classes: Normal or Meningioma Tumor 

Tables III and IV showed similar results in scenario 2 with 
the Resnet-50 achieving the biggest accuracy (i.e., 100%) in 
transfer learning. After fine-tuning, ours achieved extremely 
impressive results with low test loss and all other aspects 
reaching 100%. 

TABLE III. THE ACCURACY OF CLASSIFYING MRI IMAGES INTO TWO 

CLASSES:  MENINGIOMA TUMOR AND NORMAL IN TRANSFER LEARNING, FOR 

EACH DEEP LEARNING MODEL 

Model 
Transfer learning 

Val acc Test acc Precision Recall F1 

EfficientNetB3 99.31% 98.61% 98.64% 98.61% 98.60% 

ResNet50 100.00% 96.53% 96.84% 96.53% 96.56% 

VGG16 97.92% 97.92% 97.92% 97.92% 97.91% 

Ours 97.22% 95.14% 95.17% 95.14% 95.15% 

InceptionV3 95.83% 97.22% 97.43% 97.22% 97.25% 

TABLE IV. THE ACCURACY OF CLASSIFYING MRI IMAGES INTO TWO 

CLASSES: MENINGIOMA TUMOR AND NORMAL IN FINE TUNING, FOR EACH 

DEEP LEARNING MODEL 

Model 
Fine tuning 

Val acc Test acc Precision Recall F1 

EfficientNetB
3 

100.00% 99.31% 99.32% 99.31% 99.31% 

ResNet50 100.00% 86.11% 90.08% 86.11% 86.44% 

VGG16 99.31% 95.14% 95.17% 95.14% 95.15% 

Ours 
100.00

% 

100.00

% 

100.00

% 

100.00

% 

100.00

% 

InceptionV3 100.00% 97.22% 97.22% 97.22% 97.22% 

In Fig. 8 and Fig. 9, we can see the detail of the training 
accuracy and training loss about two classes that is pituitary 
tumors and normal MRI images. This chart can show us the 
high result of a classification of brain tumors when using ours 
model. 

 

Fig. 8. Training accuracy and validation accuracy in fine-tuning of ours 

model (Meningioma tumors and normal). 

 

Fig. 9. Training loss in and validation loss in fine-tuning of ours model 

(Meningioma tumors and normal). 

The confusion matrix in Fig. 10 shows that the result of 
model has a high performance when using it to classify brain 
tumor. 
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Fig. 10. Confusion matrix in fine tuning for ours model (Meningioma tumors 

and normal). 

D. Scenario 3: The Results of Classifying MRI Images Into 

Two Classes: Normal or Pituitary Tumor 

In scenario 3, Tables V and VI show that ResNet-50 has 
top results in all aspects (i.e., 100%) while it decreased a litter 
bit after fine-tuning, other models have a bit of a 
transformation (i.e., ~99%) when finished two steps. 

TABLE V. THE ACCURACY OF CLASSIFYING MRI IMAGES INTO TWO 

CLASSES:  PITUITARY TUMOR AND NORMAL IN TRANSFER LEARNING, FOR 

EACH DEEP LEARNING MODEL 

Model 
Transfer learning 

Val acc Test acc Precision Recall F1 

EfficientNetB3 100.00% 98.58% 98.58% 98.58% 98.57% 

ResNet50 100.00% 100.00% 100.00% 100.00% 100.00% 

VGG16 94.29% 98.58% 98.58% 98.58% 98.58% 

Ours 100.00% 99.29% 99.30% 99.29% 99.29% 

InceptionV3 99.29% 98.58% 98.58% 98.58% 98.58% 

TABLE VI. THE ACCURACY OF CLASSIFYING MRI IMAGES INTO TWO 

CLASSES: PITUITARY TUMOR AND NORMAL IN FINE TUNING, FOR EACH DEEP 

LEARNING MODEL 

Model 
Fine tuning 

Val acc Test acc Precision Recall F1 

EfficientNetB3 100.00% 99.29% 99.30% 99.29% 99.29% 

ResNet50 100.00% 99.29% 99.30% 99.29% 99.29% 

VGG16 94.29% 35.46% 12.57% 35.46% 18.57% 

Ours 100.00% 99.29% 99.30% 99.29% 99.29% 

InceptionV3 100.00% 99.29% 99.30% 99.29% 99.29% 

In this experiment, Fig. 11 and Fig. 12 give an explanation 
of training accuracy and training loss in two classes of normal 
and pituitary tumors in the ‘Ours’ model. 

Finally, the result confusion matrix is represented in Fig. 13 
which shows that the performance of the ‘Ours’ model is very 
successful. 

 

Fig. 11. Training accuracy and validation accuracy in fine-tuning of ours 

model (Pituitary tumors and normal). 

 

Fig. 12. Training loss in and validation loss in fine-tuning of ours model 

(Pituitary tumors and normal). 

 

Fig. 13. Confusion matrix in fine tuning for ours model (Pituitary tumors and 

normal). 

E. Scenario 4: The Results of Classifying MRI Images into 

Four Classes: Normal, Glioma Tumor, Meningioma 

Tumor, and Pituitary Tumor 

Tables VII and VIII show the performance evaluation 
metrics for classifying MRI images into normal, glioma tumor, 
meningioma tumor, and pituitary tumor. The ResNet50 
achieved the highest accuracy value in transfer learning over 
the three statistical measures with a validation accuracy of 
94,17%, test accuracy of 92.05%, and F1 score of 92.06%. On 
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the other hand, ours model performed the best after fine-tuning 
with a validation accuracy of 97,24%, test accuracy of 97.86%, 
and F1 score of 97.86%. The other performance metrics 
display a consistent and homogenous ability to identify 
negative as well as positive cases with a similar performance 
pattern to the accuracy results (i.e., Ours model achieving the 
best results). The significance of the F1 score lies in its role as 
an evaluation metric specifically designed for classification 
problems. An F1 score serves as an indicator of the model's 
accuracy, emphasizing its ability to achieve both high precision 
and recall. 

TABLE VII. THE ACCURACY OF CLASSIFYING MRI IMAGES INTO FOUR 

CLASSES: NORMAL, GLIOMA TUMOR, MENINGIOMA TUMOR, AND PITUITARY 

TUMOR IN TRANSFER LEARNING, FOR EACH DEEP LEARNING MODEL 

Model 
Transfer learning 

Val acc Test acc Precision Recall F1 

EfficientNetB3 93.55% 91.13% 91.50% 91.13% 91.16% 

ResNet50 94.17% 92.05% 92.18% 92.05% 92.06% 

VGG16 86.50% 86.85% 87.09% 86.85% 86.88% 

Ours 89.88% 85.93% 86.27% 85.93% 85.89% 

InceptionV3 83.13% 81.65% 81.79% 81.65% 81.69% 

TABLE VIII. THE ACCURACY OF CLASSIFYING MRI IMAGES INTO FOUR 

CLASSES: NORMAL, GLIOMA TUMOR, MENINGIOMA TUMOR, AND PITUITARY 

TUMOR IN FINE TUNING, FOR EACH DEEP LEARNING MODEL 

Model 
Fine tuning 

Val acc Test acc Precision Recall F1 

EfficientNetB3 97.55% 97.55% 97.62% 97.55% 97.55% 

ResNet50 97.24% 95.11% 95.20% 95.11% 95.09% 

VGG16 65.03% 15.29% 2.34% 15.29% 4.06% 

Ours 97.24% 97.86% 97.91% 97.86% 97.86% 

InceptionV3 97.24% 97.55% 97.56% 97.55% 97.55% 

In Fig. 14 and Fig. 15 shows the training and validation 
progress curve for a sample run of the highest-performing 
model, which gives an indication of the fitting performance of 
the model and the need for more training. Training accuracy 
measures a model's performance on the training data, reflecting 
its ability to learn from the provided examples. Validation 
accuracy assesses the model's generalization to new, unseen 
data, helping identify potential overfitting or underfitting 
issues. Training loss quantifies the disparity between predicted 
and actual values in the training set, guiding the model to 
minimize errors during training. Validation loss mirrors this 
process on a separate dataset, serving as a key indicator of the 
model's generalization performance. 

Fig. 16 shows the ‘Ours’ sample confusion matrix for four-
class classification. This important step makes it possible for us 
to see a more intuitive comparison of the results achieved. Fig. 
17 shows a sample output from the four-class classification 
process with the visual explanation by GradCam. 

 

Fig. 14. Training accuracy and validation accuracy in fine-tuning of ‘Ours’ 

model (Four classes). 

 

Fig. 15. Training loss in and validation loss in fine-tuning of ‘Ours’ model 

(Four classes). 

 

Fig. 16. Confusion matrix in fine tuning for ‘Ours’ model (Four classes). 

F. Comparison with others State-of-the-art Methods 

To examine the accuracy of the proposed model that our 
article has just given out in the previous section, we compare 
the accuracy score of the proposed model with other CNN 
architectures, which are VGG16, ResNet-50, ResNet-101and 
DenseNet201. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 1, 2024 

549 | P a g e  

www.ijacsa.thesai.org 

 

Fig. 17. Output of four classes classification. 

Accuracy, precision, recall, and the F1 score offer many 
aspects of performance. Accuracy gives overall correctness but 
may mislead in imbalanced datasets. Precision focuses on the 
accuracy of positive predictions. Recall assesses the model's 
ability to capture all relevant positives. The F1 score strikes a 
balance between precision and recall, making it invaluable for 
tasks with uneven class distributions. Comparing these metrics 
involves weighing trade-offs based on task-specific priorities. 
While accuracy provides a broad overview, precision and recall 
cater to nuanced aspects, and the F1 score harmonizes their 
interaction, ensuring a well-informed evaluation of 
classification models within the constraints of particular 
objectives. Finally, the result of getting the value of training 
and accuracy on the test set is illustrated as in Table IX. 

TABLE IX. COMPARISON WITH OTHERS STATE-OF-THE-ART METHODS 

Ref. Proposed Accuracy 

Wadhah Ayadi, et al. CNN (ReLu) 94.74% 

Ahmad Saleh, et al. MobileNet 97.25% 

Wadhah Ayadi, et al. SVM 90.27% 

Muhammad Imran 
Sharif,et al. 

Densenet201 >95% 

Sharan Kumar, et al. Dolphin-SCA 96.30% 

Díaz-Pernas, et al. Multiscale CNN 97.30% 

Huong Hoang Luong, 

et al. 
ResNet-50 96% 

Rinesh Sahadevan, et 

al. 
MFNN 96.46% 

Khan Swati VGG19 94.82% 

Nyoman Abiwinanda Multiscale CNN 84.19% 

Proposed model 97.86% 

V. CONCLUSION 

In our project, we utilized transfer learning, a powerful 
technique in machine learning, to enhance our model's 
performance in identifying brain tumors from MRI images. 
Transfer learning involves leveraging knowledge gained from a 
pre-trained model on a large dataset for a specific task and 
applying it to a different, but related, task. In our case, we used 
the MobileNet model, which was pre-trained on a vast dataset, 
as a starting point. This allowed our model to inherit 
knowledge about general image features, enabling it to focus 
on the intricacies of brain tumor classification. 

Fine-tuning played a crucial role in tailoring the pre-trained 
MobileNet model to our specific medical imaging task. We 
incorporated dense and dropout layers while adjusting various 
hyperparameters to optimize the model's performance. The 
addition of these layers facilitated better feature extraction and 
prevented overfitting, contributing to the remarkable validation 
accuracy of 97.24%, test accuracy of 97.86%, and an F1 score 
of 97.86%. 

To provide transparency and insights into our model's 
decision-making process, we adopted GradCam for visual 
explanations. This not only aids medical professionals in 
understanding the model's predictions but also accelerates 
medical examinations and treatments, making them more 
efficient and cost-effective. 

On the other hand, while our project has shown promising 
results, certain drawbacks warrant consideration. One 
significant limitation is the size of the dataset used for training 
the model. The availability of a relatively small dataset can 
hinder the model's ability to generalize effectively to diverse 
and unseen cases. To address the issue of a small dataset, a 
potential solution involves acquiring and incorporating a more 
extensive and diverse set of MRI images for training. 
Collaborating with multiple medical institutions to aggregate 
data or exploring the use of data augmentation techniques 
could help augment the dataset, providing the model with a 
richer understanding of the variations in brain tumor 
presentations. 

Additionally, the current model may face challenges in 
precisely identifying the boundaries of tumors, potentially 
leading to false positives or negatives. Furthermore, the 
reliance on a pre-trained MobileNet model, while beneficial for 
leveraging general image features, may introduce biases or 
limitations in capturing subtle nuances unique to medical 
images. Developing a custom architecture tailored to the 
intricacies of medical imaging, perhaps through architecture 
search techniques, could lead to a more specialized and 
optimized model for brain tumor classification. 

In the future, the future trajectory involves refining data 
preparation, adopting advanced visualization methods, and 
expanding the dataset. We plan to enhance our model by 
refining our data preparation techniques, employing advanced 
visualization methods, and expanding our dataset. By doing so, 
we aim to further increase the accuracy and robustness of our 
model, reinforcing its role as a valuable tool in the medical 
field for the accurate and prompt classification of brain tumors 
in MRI scans. Our ongoing efforts underscore the significance 
of artificial intelligence in advancing medical diagnostics and 
treatment processes. 
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Abstract—Now-a-days, the attacker's favourite is to disrupt a 

network system. An attacker has the capability to generate 

various types of DDoS attacks simultaneously, including the 

Smurf attack, ICMP flood, UDP flood, and TCP SYN flood. This 

DDoS issue encouraged the design of a classification technique 

against DDoS attacks that enter a computer network 

environment. The technique is called Packet Threshold 

Algorithm (PTA) and is combined with several machine learning 

to classify incoming packets that have been captured and 

recorded. Apart from that, the combination of techniques can 

differentiate between normal packets and DDoS attacks. The 

performance of all techniques in the research achieved high 

detection accuracy while mitigating the issue of a high false 

positive rate. The four techniques focused in this research are 

PTA-SVM, PTA-NB, PTA-LR and PTA-KNN. Based on the 

results of detection accuracy and false positive rate for all the 

techniques involved, it proves the PTA-KNN technique is a more 

effective technique in the context of detection of incoming 

packets whether DDoS attacks or normal packets. 

Keywords—DDoS; machine learning; accuracy; false positive 

rate 

I. INTRODUCTION 

The world now desperately needs an Internet to share 
resources with other users no matter where they are. It provides 
many facilities for users to perform daily activities including 
online games, social media and information search related to 
teaching and learning. Internet is available 24 hours a day to all 
users. However, the Internet is often threatened by several 
network attacks from attackers around the world and this 
includes DDoS attacks as said by study [1]. 

When a DDoS attack is launched by an attacker, the 
computer network or system is inaccessible at that time, even 
for users who have registered in the system. Typically, 
attackers apply botnets to perform DDoS attacks to get attacks 
with incredible speed. It can weaken the target server to serve 
all requests at that time. According to research [2], DDoS 
attacks can be categorized into three groups. These categories 
are volume-based attacks, followed by protocol attacks, and 
application layer attacks. Volume-based attacks are a category 
that involves attacks aiming to overwhelm network resources 
by flooding communication channels with a high volume of 
traffic. Volume-based attacks often utilize botnets, which are 
networks of compromised computers controlled by the attacker 

[3]. By leveraging thousands or millions of infected devices, 
the attacker generates a massive amount of network traffic, 
leading to system failures in the targeted infrastructure. The 
category of protocol attacks focuses on attacking network 
protocol layers. DDoS protocol attacks often exploit 
vulnerabilities within the communication protocols used in 
network infrastructure, such as TCP/IP [4]. Attackers may 
employ techniques like SYN floods, where they send an 
overwhelming number of SYN requests to the target server, 
causing an overload of requests and hindering the server's 
ability to serve legitimate users. Meanwhile, application layer 
attacks refer to targeting specific applications or services 
running on top of the network infrastructure [5]. Application 
layer DDoS attacks focus on exploiting vulnerabilities within 
the application's logic or resources it relies on. Attackers can 
generate various types of DDoS attacks from anywhere. An 
example of such an attack is the HTTP flood, where attackers 
overwhelm a web server by sending an abnormally high 
volume of HTTP requests. This flood of requests leads to a 
strain on server resources, causing a degradation in 
performance or even a complete service failure. 

There are several types of DDoS attacks that can be 
generated by attackers from anywhere. These attacks 
encompass ICMP flood, UDP flood, Ping of Death, Slowloris, 
Zero-day attack, Smurf, and TCP SYN flood [6]. In order to 
protect against DDoS attacks, a robust and effective detection 
strategy is crucial.  

The research presents several significant contributions in 
the following manner: 

 In this research, a DDoS attack classification algorithm 
called the Packet Threshold Algorithm (PTA) was 
developed to accurately distinguish incoming packets as 
either normal or malicious. It specifically targets TCP 
SYN flood, Smurf, UDP flood, Ping of Death, or 
normal packets. The PTA utilizes a packet threshold 
mechanism to differentiate and classify incoming 
traffic. 

 To enhance detection capabilities and address the issue 
of false positives, the PTA was combined with various 
machine learning techniques, including Support Vector 
Machine (SVM), K-Nearest Neighbor (KNN), Naïve 
Bayes (NB), and Logistic Regression (LR). The 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 1, 2024 

552 | P a g e  

www.ijacsa.thesai.org 

objective of this combination was to mitigate the 
problem of incorrectly classifying DDoS packets as 
normal packets or vice versa, as experienced in 
previous techniques. 

 In addition to integrating machine learning algorithms 
with the PTA to enhance the overall performance and 
accuracy of the detection system, this research also 
conducted a comprehensive evaluation of the 
effectiveness of each technique. The results were 
presented to identify the most efficient approach for 
detecting malicious packets within a network 
environment. Furthermore, this study explored potential 
enhancements and optimizations to further advance the 
state-of-the-art in DDoS attack detection. 

Having a reliable and precise detection strategy is of utmost 
importance in safeguarding against DDoS attacks. The 
combined approach of the PTA and machine learning 
algorithms significantly enhances the system's capability to 
accurately differentiate and classify incoming packets. By 
reducing false positives, this strategy provides a more effective 
defense against DDoS attacks, ensuring the integrity and 
availability of network resources [7]. 

The DDoS detection problem is enhanced using machine 
learning models such as SVM, KNN, Naïve Bayes, and 
Logistic Regression, which are well-suited for handling 
classification jobs. Naïve Bayes is strong at probabilistic 
classification, SVM is good at separating data points, KNN is 
good at pattern recognition, and Logistic Regression is good 
for binary classification. By adjusting to a variety of packet 
behaviors, these models help distinguish between malicious 
and legitimate packets with accuracy. 

There are, nevertheless, certain restrictions. Large datasets 
may be a problem for SVM and KNN, affecting computing 
efficiency. The independence between features assumed by 
Naïve Bayes may not hold true for complex packet dynamics. 
Non-linear correlations between features may be difficult for 
logistic regression to handle, which could reduce its accuracy 
for complex packet classifications. When selecting the best 
model for DDoS detection, these limitations must be 
considered. 

This paper is divided into several sections. Related work is 
presented in Section II. Next, in Section III, the methodology is 
presented, and the evaluation of techniques is described in 
Section IV, followed by results and discussion in Section V. 
The final section, Section VI, provides a brief summary of this 
paper. 

II. RELATED WORK 

Despite the substantial research efforts dedicated to 
countering DDoS attacks, the challenge of mitigating them 
endures. Researchers have introduced various techniques in 
their attempts to combat the actions of DDoS attackers. Table I 
provides a summary of the methods proposed by these 
researchers to address such attacks. 

Starting with the first study conducted by study [8], this 
research addresses the pressing issue of distributed denial-of-
service (DDoS) attacks within the context of 5G networks. It 

emphasizes the predominant focus of previous studies on radio 
access networks (RAN) and voice service networks, often 
overlooking the vulnerabilities inherent in core networks (CN). 
These core network components, including the Access and 
Mobility Management Function (AMF), Session Management 
Function (SMF), and User Plane Function (UPF), are pivotal in 
providing expansive 5G coverage but are susceptible to DDoS 
attacks. The study introduces a methodology and a threat 
detection system tailored to counter signalling DDoS attacks 
specifically targeting 5G standalone CNs. By leveraging 
fundamental machine learning classifiers and preprocessing 
techniques such as entropy-based analysis (EBA) and statistics-
based analysis (SBA), the research demonstrates the 
effectiveness of proactive defense strategies against these 
attacks. Notably, the results underscore the RF classifier as the 
top performer, achieving an impressive average accuracy of 
98.7%. 

The second study, led by [9], underscores the critical role 
of the internet as a fundamental communication tool in 
contemporary society. In tandem with the internet's 
indispensability, the frequency and severity of cyber-attacks 
have escalated, with DDoS attacks ranking among the top five 
most impactful and costly cyber threats. DDoS attacks disrupt 
legitimate users' access to network resources, necessitating the 
development of swift and accurate detection methods to 
mitigate their considerable damage. The study adopts machine 
learning classification algorithms, including LR, DT, RF, Ada 
Boost, Gradient Boost, KNN, and NB to detect DDoS attacks 
using the CICDDoS2019 dataset, encompassing eleven distinct 
DDoS attack types characterized by 87 features. The research 
evaluates classifier performance through various metrics, 
revealing that AdaBoost and Gradient Boost excel in 
classification, while LR, KNN, and NB also exhibit strong 
performance. However, DT and RF classifiers demonstrate less 
effective classification results. 

The third study, conducted by [10], addresses the ongoing 
challenge of effectively managing DDoS attacks, which pose a 
significant threat to network security by inundating target 
networks with malicious traffic from multiple sources. Despite 
the availability of various conventional methods for detecting 
DDoS attacks, rapidly identifying these threats using feature 
selection algorithms remains a formidable task. In this study, a 
hybrid approach is introduced, incorporating feature selection 
techniques such as chi-square, Extra Tree, and ANOVA, in 
conjunction with four machine learning classifiers: FR, DT, 
KNN, and XGBoost. The primary goal is to enable early 
detection of DDoS attacks on IoT devices. To validate the 
proposed methodology, the research employs the 
CICDDoS2019 dataset, which encompasses a wide range of 
DDoS attacks, and conducts assessments in a cloud-based 
environment (Google Colab). The experimental results 
demonstrate the superior performance of the hybrid 
methodology, achieving an impressive 82.5% reduction in 
features and attaining 98.34% accuracy with ANOVA for 
XGBoost, thereby facilitating the early identification of DDoS 
attacks on IoT devices. 

The fourth study, conducted by study [11], pioneers a 
comprehensive approach to address pressing security concerns 
in IoT networks, with a specific focus on the persistent threat 
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posed by DDoS attacks. Their innovative solution involves the 
integration of SDN with IoT to reinforce security measures and 
access control. Despite this integration, DDoS attacks continue 
to pose a formidable challenge. To tackle this issue head-on, 
the study introduces an advanced machine learning-based 
security framework. They meticulously craft a controlled 
testing environment for simulating DDoS attacks, capturing 
network logs, preprocessing them into a structured dataset, and 
employing a trio of robust algorithms, namely NB, DT, and 
SVM for network packet classification. Remarkably, their 
framework attains impressive accuracy rates, achieving 97.4% 
for NB, 96.1% for SVM, and an outstanding 98.1% for DT, 
unequivocally showcasing its effectiveness in mitigating DDoS 
threats while optimizing resource utilization and proficiently 
managing network traffic. This pioneering approach holds 
substantial promise for elevating the security posture of IoT 
networks. 

TABLE I. PAST STUDY MACHINE LEARNING TECHNIQUE 

Title of Paper / Year of Published 

Machine Learning DDoS 

Detection Techniques 

SVM NB LR KNN 

Machine Learning Based Signalling 

DDoS Detection System for 5G Stand 
Alone Core Network (2022) 

    

Detection of DDoS Attacks Using 

Machine Learning Classification 
Algorithms (2022) 

    

Analysis of Machine Learning 

Classifiers for Early Detection of DDoS 

Attacks on IoT Devices (2022) 

    

Towards a Machine Learning-Based 

Framework for DDoS Attack Detection 

in Software-Defined IoT (SD-IoT) 
Networks (2023) 

    

Detection of DDoS Attack in IoT Traffic 

using Ensemble Machine Learning 
Techniques (2023) 

    

In the final study conducted by study [12], the focus is on 
investigating DDoS attacks within the context of the IoT. The 
research utilizes machine learning classifiers, including both 
bagging, and boosting techniques, to categorize attack traffic, 
making use of the CICDDoS2019 dataset designed to simulate 
DDoS attacks on the UDP and TCP protocols commonly 
employed in IoT networks. To tackle data imbalance, the study 
employs an ensemble sampling approach that combines 
random under-sampling and ADASYN oversampling. Feature 
selection is carried out using two methods: the Pearson 
correlation coefficient and the Extra Tree classifier. The results 
reveal that RF performs the best with minimal training and 
prediction time, and Extra Trees for feature selection 
outperforms the Pearson correlation coefficient method in 
terms of overall time efficiency for most classifiers. However, 
it's noteworthy that when using the Pearson correlation 
coefficient for feature selection, RF remains the optimal choice 
for attack detection. 

After conducting an extensive analysis of prior research in 
the field of DDoS detection using machine learning methods, it 
becomes evident that there is a pressing need to improve the 
process of feature selection in the datasets utilized. It is of 
paramount importance to minimize the occurrence of false 

positives in order to achieve a heightened level of detection 
precision. This revelation underscores the critical importance 
of carefully selecting relevant and efficient features for 
incorporation into DDoS detection and classification 
methodologies. By enhancing feature selection techniques, the 
potential for generating false positive alerts can be significantly 
reduced, resulting in outcomes that are more reliable and 
precise. 

III. PROPOSED METHODOLOGY 

This section introduces the research methodology, which is 
organized into four phases as illustrated in Fig. 1, and it 
outlines various research activities. 

 

Fig. 1. Methodology of proposed DDoS detection. 

A. Dataset Preparation 

A dataset containing several types of DDoS attacks and 
normal packets is provided in the first phase, as shown in Fig. 
2. The dataset is relevant to research activities as it records 
multiple incoming packets, which are the primary focus. 

 

Fig. 2. Sample of DDoS dataset. 

It includes various features such as source address, 
destination address, packet type, packet size, and packet class. 
For instance, the source address refers to the IP address of the 
sender generating the packet or traffic, while the destination 
address represents the IP address that receives the packets or 
traffic. 

B. Data Preprocessing 

The second research phase is data preprocessing. This 
phase is crucial in research work as it requires expertise to 
transform the data into a comprehensible format. Two activities 
were conducted in this phase: data cleaning and data reduction. 
Data cleaning is indeed the first activity in the research 
process, as presented in Fig. 3. This method is called 
identification of missing values, which is utilized in the 
research. It indicates that if there is a missing value, the output 
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will show a value 1, 2, and so on. This means that there are 
missing values or empty cells in the Src_Addrs, Pkt_ID, and 
From_Node columns in the dataset used. 

 

Fig. 3. Identification of missing values. 

The second activity involves data reduction, reducing the 
number of data samples by identifying and eliminating 
duplicate rows in the dataset, as presented in Fig. 4.  

 

Fig. 4. Identification of duplicate data. 

In this case, data duplication occurs in rows 3 and 6, which 
need removal to generate high-quality data and facilitate 
analysis. Both activities assist in obtaining complete, 
consistent, and high-quality data within the dataset. 

C. Data Splitting 

In the third phase of the research, known as data splitting, 
further investigation proceeds. The dataset, consisting of a total 
of 240,000 samples, is partitioned into two distinct sets: the 
training set and the testing set, as outlined in Table II. 

The training set plays a crucial role in assessing the 
effectiveness of machine learning methods by utilizing data 
samples from the dataset. On the other hand, the testing set is 
employed to evaluate these methods. The train and test 
functions were formed to separate these two sets of data. The 
dataset was divided according to the data distribution outlined 
in Table II. For example, the data separation for 80: 20 ratios 
allocates 80% for the training set and the remaining 20% for 
the testing set. 

TABLE II. DATA SPLITTING (TRAINING:TESTING) 

No. 
Data Splitting 

Training:Testing 

No. of Samples 

Training Testing 

1 50:50 120,000 120,000 

2 60:40 144,000 96,000 

3 70:30 168,000 72,000 

4 80:20 192,000 48,000 

D. Packet Classification 

Quality data has been selected, and this research continues 
with the final phase, which is packet classification. In this 
phase, a technique called Packet Threshold Algorithm (PTA) 
has been proposed. This PTA is able to identify incoming 
packets whether normal packets or DDoS attacks. PTA is 
combined with several machine learning techniques, SVM, 
KNN, NB and LR. In the research, the functioning of this PTA 
was analyzed, as shown in Fig. 5. First, the PTA will check 
incoming packets based on a predefined packet threshold, 
which involves packet size and packet type received by the 
server. If the received packet is TCP or UDP or ICMP and a 
size of less than 60 bytes per second, PTA will issue the 
incoming packet category is normal packet. If the server 
receives TCP packets larger than 60 bytes per second, PTA 
will issue the incoming packet category is TCP SYN flood. 
Meanwhile, if the server receives a packet size exceeding 60 
bytes per second and carries UDP packets, the PTA will issue 
the incoming packet category is UDP flood. If the type of 
packet received by the server is an ICMP packet and the size 
exceeds 65,535 bytes per second, PTA will issue the incoming 
packet category is Ping of Death. Meanwhile, if the ICMP 
packet size is less than 65,535 bytes per second but exceeds 60 
bytes per second, PTA will issue the incoming packet category 
is a Smurf attack. The PTA will act to drop all packets received 
by the server, for which the packet size exceeds 60 bytes per 
second and the PTA allows packet sizes less than 60 bytes per 
second to enter the network environment. Finally, PTA is 
combined with machine learning by involving several phases 
or activities including features selection, data splitting, 
construction and evaluation of the techniques involved. 

Here is a summary of how PTA determines the category of 
incoming packets. Firstly, PTA utilizes a predefined packet 
threshold to evaluate incoming packets. Secondly, PTA 
examines the packet type and size to determine their respective 
categories, as described above. Finally, based on the 
determined category, PTA performs specific actions on the 
packet: dropping all packets received by the server that exceed 
60 bytes per second and allowing packets with sizes less than 
60 bytes per second to enter the network. By employing this 
approach, PTA can accurately classify incoming packets as 
normal or belonging to various types of DDoS attacks. 

 

Fig. 5. Packet Threshold Algorithm (PTA). 
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IV. EVALUATION OF TECHNIQUES 

During the evaluation phase, detection accuracy and false 
positive rate are employed as metrics to analyze the precise 
number of packets detected by PTA and the occurrence of 
erroneous detections. This encompasses cases where normal 
packets are wrongly identified as DDoS attacks and instances 
where DDoS attacks are mistakenly classified as normal 
packets. The calculation of detection accuracy and false 
positive rate follows a widely accepted standard formula. 

         
     

           
      (1)

    
  

     
              (2)

The formula explanation above can be summarized as 
follows:  

 True Positive (TP): Instances where the model correctly 
detected DDoS attacks when they occurred. 

 False Negative (FN): Instances where the model failed 
to detect DDoS attacks when they were happening. 

 False Positive (FP): Instances where the model 
incorrectly flagged normal traffic as DDoS attacks. 

 True Negative (TN): Instances where the model 
correctly identified normal traffic as not being DDoS 
attacks. 

These four evaluations can be illustrated using the 
confusion matrix in Table III. The confusion matrix is a crucial 
tool in machine learning, providing a detailed breakdown of a 
model's performance by categorizing predictions into TP, FN, 
FP, and TN. This breakdown helps assess both accuracy and 
the model's ability to identify positive and negative cases 
accurately. It is a fundamental instrument for improving 
classification model effectiveness in various domains, 
including DDoS attack detection. 

TABLE III. CONFUSION MATRIX 

 
Predicted DDoS 

DDoS Normal 

Actual DDoS 
DDoS TP FN 

Normal FP TN 

V. RESULT AND DISCUSSION 

In this section, the experimental results for the various 
techniques employed are presented. Starting with an evaluation 
of the effectiveness of the proposed method for DDoS attack 
detection, followed by a comparative analysis with previously 
utilized techniques. 

A. Performance Comparison of PTA with Machine Learning 

Techniques 

This section presents the performance results for four 
combinations of PTA techniques with machine learning based 
on data splitting between training and testing sets, as shown in 
Table III. Upon analyzing the performance of each technique 
using a 50:50 data splitting, it becomes evident that the PTA-

KNN technique attains the highest detection accuracy of 
99.86%. It is closely followed by the PTA-SVM technique, 
which also achieves a detection accuracy of 99.86%. The PTA-
LR technique achieves a detection accuracy of 99.12%, 
whereas the PTA-NB technique reaches a detection accuracy 
of 98.70%. 

Shifting focus to the 60:40 data splitting, the PTA-KNN 
technique once again emerges as the frontrunner, achieving the 
highest detection accuracy of 99.86%. Remarkably, the PTA-
KNN technique surpasses the detection accuracies achieved by 
the PTA-SVM, PTA-LR, and PTA-NB techniques, which are 
99.66%, 99.17%, and 98.72% respectively. For the 70:30 data 
splitting, the PTA-KNN technique continues to outperform the 
other techniques with a detection accuracy of 99.84%. The 
PTA-SVM, PTA-LR, and PTA-NB techniques achieve 
respective detection accuracies of 99.65%, 99.16%, and 
98.69%. Table IV shows the performance comparison of PTA 
with machine learning techniques. When considering the 80:20 
data splitting, the PTA-KNN technique showcases an 
impressive detection accuracy of 99.83%, surpassing the PTA-
SVM technique that achieves a detection accuracy of 99.63%. 
Furthermore, the PTA-LR technique demonstrates an 
impressive detection accuracy of 99.17%, whereas the PTA-
NB technique achieves a slightly lower accuracy of 98.68%. 
Through meticulous examination, it can be deduced that the 
PTA-KNN technique showcases a remarkable efficacy in 
identifying incoming packets, regardless of their nature as 
DDoS attacks or normal packets. Observing the statistical 
outcomes presented in Fig. 6, which depict the effectiveness of 
the PTA-KNN technique in the research. This effectiveness 
stems from its utilization of packet type and size as key criteria. 
This conclusion is further supported by the exceptional 
detection accuracies achieved across various data splitting 
ratios: 99.86% for 50:50, 99.86% for 60:40, 99.84% for 70:30, 
and 99.83% for 80:20. 

TABLE IV. PERFORMANCE COMPARISON OF PTA WITH MACHINE 

LEARNING TECHNIQUES 

Technique 
Data Splitting 

(Training:Testing) 

Detection 

Accuracy 

False Positive 

Rate 

PTA-NB 

50:50 98.70% 1.10% 

60:40 98.72% 1.08% 

70:30 98.69% 1.10% 

80:20 98.68% 1.08% 

PTA-KNN 

50:50 99.86% 0.01% 

60:40 99.86% 0.01% 

70:30 99.84% 0.01% 

80:20 99.83% 0.02% 

PTA-SVM 

50:50 99.66% 0.01% 

60:40 99.66% 0.01% 

70:30 99.65% 0.01% 

80:20 99.63% 0.02% 

PTA-LR 

50:50 99.12% 0.26% 

60:40 99.17% 0.25% 

70:30 99.16% 0.27% 

80:20 99.17% 0.26% 
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Fig. 6. Statistical outcomes of PTA-KNN technique. 

Referring to Table V, it is noteworthy that the detection 
accuracies presented therein exceed the performance of 
alternative techniques, thus emphasizing the superiority of the 
PTA-KNN technique. The detection accuracy percentages for 
the PTA-KNN technique are determined based on the number 
of successfully detected incoming packets. For the 50:50 data 
splitting, 119,827 incoming packets were accurately detected, 
while 173 packets were misclassified. In the case of the 60:40 
data splitting, the PTA-KNN technique successfully identified 
95,863 incoming packets as valid, with 137 packets 
misclassified. Similarly, for the 70:30 data splitting, the 
technique detected 71,882 incoming packets correctly, but 
there were 118 misclassified packets. Lastly, for the 80:20 data 
splitting, the PTA-KNN technique successfully detected 
47,920 incoming packets, with 80 packets being misclassified. 

TABLE V. DETECTION RESULTS FOR DIFFERENT DATA SPLITTING 

RATIOS AND PACKET TYPES USING COMBINATION TECHNIQUES 
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PTA-NB 

50:50 106,499 354 733 208 10,649 

60:40 85,233 287 591 166 8,495 

70:30 63,943 206 455 128 6,324 

80:20 42,643 133 299 83 4,209 

PTA-KNN 

50:50 107,165 354 952 229 11,127 

60:40 85,766 287 765 182 8,863 

70:30 64,361 206 581 141 6,593 

80:20 42,914 133 393 88 4,392 

PTA-SVM 

50:50 107,168 354 731 216 11,123 

60:40 85,769 287 589 173 8,859 

70:30 64,363 206 454 135 6,590 

80:20 42,916 133 298 85 4,389 

PTA-LR 

50:50 107,168 354 529 212 10,680 

60:40 85,769 287 418 170 8,557 

70:30 64,363 206 321 131 6,376 

80:20 42,916 133 220 84 4,249 

B. Performance Comparison between Proposed DDoS 

Detection Technique and Previous Techniques 

This section presents a performance comparison between 
the proposed DDoS detection technique and existing methods, 
as displayed in Table VI. Within the provided table, which 
demonstrates performance comparisons in terms of detection 
accuracy for various techniques across different years of 
publication, it becomes evident that the highest and lowest 
accuracies vary significantly among the diverse techniques and 
algorithms employed. Notably, the proposed technique stands 
out with the highest overall accuracy of 99.86%, achieved 
using the KNN algorithm. However, it is essential to 
emphasize that the lowest accuracy values are somewhat 
dispersed. For instance, in the case of Park et al., the lowest 
accuracy values for LR and KNN are denoted as NA, 
indicating a lack of available data. In contrast, for other 
techniques, such as Gaur and Kumar, the lowest accuracy is 
attributed solely to the KNN algorithm, which attains an 
accuracy of 91.39%. 

TABLE VI. PERFORMANCE COMPARISON BETWEEN PROPOSED DDOS 

DETECTION TECHNIQUE AND PREVIOUS TECHNIQUES 

Technique/Year of 

Published 

Performance Comparison in Terms of 

Detection Accuracy 

SVM NB LR KNN 

Park et al. (2022) 98.76% 87.61% NA NA 

Dasari and Devarakonda 
(2022) 

NA 99.58% 99.58% 99.55% 

Gaur and Kumar (2022) NA NA NA 91.39% 

Bhayo et al. (2023) 96.10% 97.40% NA NA 

Pandey and Mishra (2023) 96.24% 98.23% 89.76% NA 

Proposed Technique 
(2023) 

99.66% 98.72% 99.17% 99.86% 

Overall, the proposed technique appears to exhibit the 
highest accuracy across most algorithms, rendering it a 
promising approach for detection. Nevertheless, it is crucial to 
consider other factors, such as computational complexity and 
practical applicability, when selecting a technique for a specific 
problem. 

VI. CONCLUSION 

The team has extensively researched the capabilities of the 
PTA technique in detecting both DDoS attacks and normal 
packets. This involves utilizing a predefined packet threshold 
that considers factors such as packet size and the specific 
packet types that attackers may generate. By integrating the 
PTA technique with diverse machine learning approaches, 
findings reveal that the PTA-KNN technique surpasses PTA-
NB, PTA-SVM, and PTA-LR techniques in terms of detection 
accuracy and false positive rate percentage. 

In the research, potential areas for future enhancement have 
also been identified based on findings. One possible direction 
for improvement involves exploring adaptive thresholding 
techniques that dynamically adjust the packet threshold based 
on network conditions and attack patterns. Additionally, 
investigating the integration of anomaly detection algorithms 
and deep learning models could enhance the PTA technique's 
ability to detect emerging and sophisticated DDoS attacks. 
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These avenues for future research aim to further enhance the 
effectiveness and resilience of the PTA technique in 
combatting evolving cyber threats. 
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Abstract—This study aimed to enhance animal welfare in the 

context of modern agriculture. The Association Rule analysis 

method using FP-Growth and Apriori algorithms was employed 

to identify patterns and factors influencing animal welfare, 

particularly in the context of live cattle weight loss (shrink) due 

to stress during transportation. Data obtained from several 

farms and clinical tests were used to develop insights into the 

relationship between farming practices, data science, and animal 

welfare. The research stages included data preprocessing, initial 

analysis, modeling, evaluation, and interpretation of results, 

recommendations and implications, and conclusions. The 

research results indicate that the use of FP-Growth and Apriori 

algorithms uncovered hidden patterns in the data, resulting in 

four association rules from FP-Growth and five rules from 

Apriori. These rules aid in designing recommendations to 

enhance animal welfare, improve agricultural efficiency, and 

support sustainability of the cattle sector. Our findings have 

significant implications in the context of animal welfare and 

sustainable farm management. 

Keywords—Association rule; animal welfare; cattle 

management; animal product quality; modern agriculture; 

recommendations; sustainability 

I. INTRODUCTION 

The issue of tracking and handling pressure in cattle, 
especially farm animals, for the duration of transportation, has 
resulted in extensive difficulties for cattle enterprises. The 
transportation of stay cattle often entails long distances from 
production facilities to consumption centers, resulting in 
diverse, demanding situations that need to be addressed. In this 
context, pressure on farm animals through transportation has 
been proven to result in sizable weight reduction, which, in 
turn, impacts the first-rate of meat and promotes charges [1], 
[2]. Consequently, efforts to reduce and control stress in cattle 
throughout transportation are essential [3], [4]. One of the 
factors that can influence the stress levels and weight loss in 
cattle during transportation is the body temperature condition. 
This study aims to explore the relationship between body 
temperature and the body weight of cattle in affecting weight 
loss due to stress during transportation. The method involves 
measuring the body temperature of cattle before transportation. 
Additionally, the body weight of cattle is also measured before 
and after transportation to calculate the weight difference 
caused by stress during transportation [5]. 

Researchers and stakeholders in cattle enterprises have long 
sought to address this issue. Numerous techniques have been 
developed, ranging from gazing at animal conduct to 
measuring physiological and biochemical parameters [6]. 
However, an essential question arises: are the current 
techniques adequate and reliable? [7]. In this research, efforts 
are made to address this question using association techniques. 
This association method will examine the relationship between 
the body temperature of cattle and their body weight in 
influencing weight loss in cattle during transportation. 

In this section, we explain the association rules and how 
they can be used to gain valuable insights into stress in cattle 
during transport will be provided [8], [9]. Related studies that 
have successfully employed association rules in various 
contexts, including traffic pattern comprehension and the 
detection of unusual events in videos, will be referred to by us 
[10], [11]. 

Furthermore, we can discuss the study findings associated 
with using the Apriori and FP-increase algorithms in 
determining affiliation guidelines in our dataset, which 
incorporates temperature statistics, initial weight, and the fee of 
weight loss of cattle at some point of transportation [12]. These 
two algorithms are also be compared to assess their 
effectiveness in generating informative association rules [13]. 

To provide a broader context, other related research that 
has employed data mining techniques to address various issues, 
such as library user behavior analysis and deformation 
response analysis in landslide hazards, will also be referred to 
by us [7]. The knowledge gained from these studies offers a 
broader perspective on the potential use of association rules in 
the context of stress management in live cattle during 
transportation in the cattle industry [14]. 

In conclusion, our findings will be summarized, and further 
recommendations and implications from this research will be 
provided to minimize the impact of stress on live cattle during 
transportation in the cattle industry [4], [15]. 

II. RELATED WORK  

The transportation of stray animals is a critical element in 
the cattle industry, especially when these animals are destined 
for slaughter or processing. Previous research has indicated 
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that animal transportation can negatively impact animal 
welfare [16]–[18]. Animal welfare was assessed via signs that 
included pressure tiers, weight reduction, and the physical 
condition of the animals. Several elements have been identified 
as likely to affect animal welfare throughout transportation. 
These elements included car density, environmental 
temperature, travel duration, and animal management. The 
author in [19] showed that excessive car density can increase 
the strain degree in animals. Weight loss at some point of 
transportation is a severe problem that could impact animal 
productivity and the quality of the resulting meat. Significant 
weight loss in animals during transport has been documented in 
several studies [20]–[22]. This may illustrate the stress and 
soreness experienced by animals during transportation. 
Governments and global agencies have introduced diverse 
policies and suggestions to address animal welfare issues at 
some point of transportation. For instance, the ecu Union has 
applied strict policies regarding the shipping of live animals 
[23][24]. However, the implementation and enforcement of 
these regulations can range across international locations and 
areas . 

While numerous studies have been conducted in the realm 
of animal transportation, several unaddressed research areas 
remain. Some investigations may focus on specific animal 
types or geographic regions, whereas others maintain a broader 
scope. Furthermore, our understanding of the individual factors 
within animals that can influence their responses to 
transportation remains incomplete. In the context of this 
literature review, our research endeavors to bridge these 
knowledge gaps by concentrating on live cattle and the 
variables that affect their well-being and weight loss during 
transport. This study aimed to provide a comprehensive 
framework for research within the domain of live animal 
transportation, elucidating its relevance to our own research. 
Our findings are correlated with prior research outcomes to 
facilitate a more profound understanding of this issue and its 
potential to enhance animal welfare in the cattle transportation 
sector. 

Investigations within the realm of animal transport, 
specifically concentrating on the interplay between 
temperature, body weight, and cattle stress, have attracted 
noteworthy interest. Previous research has extensively explored 
the nuanced relationships between these factors, offering 
valuable insights into the difficulties confronted by livestock 
during transit. 

A. Korelasi Temperature and Stress Correlation 

Previous research has explored the impact of temperature 
on the stress levels of cattle during transportation. Findings 
indicate a significant correlation, where increased temperatures 
often contribute to heightened stress levels [25][5]. These 
studies utilized various methodologies, including real-time 
temperature monitoring and observations of stress behavior, to 
establish robust associations. 

The results of these studies suggest that high temperatures 
can influence the comfort and well-being of cattle during 
transportation, leading to an increase in stress levels. 
Furthermore, the research also indicates that cattle 
experiencing high stress levels during transportation tend to 

undergo more significant weight loss. Thus, there is a 
connection between the body temperature of cattle and body 
weight in influencing weight loss during transportation.. 

B. Body Weight Dynamics 

The influence of body weight on cattle stress during 
transportation has been a focal point in several studies. 
Researchers have examined how fluctuations in body weight, 
particularly weight loss, align with increased stress levels. 
Through comprehensive analysis, these studies aim to unveil 
patterns and associations contributing to a deeper 
understanding of stress dynamics during transit. This approach 
involves measuring the body weight of cattle before and after 
transportation, along with monitoring their body temperature 
conditions [6]. 

The research findings indicate that high temperatures can 
affect the comfort and well-being of cattle during 
transportation, leading to an increase in stress levels. 
Additionally, the study suggests that cattle experiencing high 
stress levels during transportation tend to undergo more 
significant weight loss. Therefore, there is a correlation 
between cattle body temperature and body weight in 
influencing weight loss during transportation. 

III. RESEARCH METHOD  

The initial steps in this research process involved data 
collection, preliminary analysis, and data preprocessing. The 
data obtained, such as information on body temperature, initial 
weight of the cattle, and rate of weight loss during 
transportation, will serve as the primary foundation for 
advancing this research. Following this, the subsequent phases 
of our study will involve utilizing association rule algorithms 
to detect and comprehend the connections among these factors 
concerning the stress encountered by cattle during 
transportation. For a summary of the research process, please 
consult Fig. 1. 

 

Fig. 1. Methodology. 

A. Data Collection 

The primary dataset will encompass details concerning the 
cattle's initial body temperature, starting weight, and rate of 
weight loss throughout transportation, sourced from pertinent 
outlets within the cattle sector. Additionally, information 
regarding cattle behavior during transit will be documented, 
encompassing stress indicators like agitation, profuse sweating, 
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or any unusual conduct, as supplementary data for potential 
future use. 

B. Basic Analysis 

A descriptive analysis will be conducted on the data to 
initially comprehend the distribution of pertinent variables. 
Visual aids like charts, histograms, or scatter plots will be 
employed to scrutinize data patterns. This was done to provide 
a better understanding of the data, identify the research 
significance, determine the most appropriate methods, develop 
hypotheses and theoretical frameworks, improve planning, 
avoid data redundancy, and enhance the validity and reliability 
of the research. 

C. Data Preprocessing 

The collected data will be analyzed to identify and address 
missing or invalid data. Temperature, weight, and weight loss 
rate data were converted into appropriate formats for statistical 
analysis, including data cleaning, removal of duplicate data, 
data selection, data transformation, and data encoding if 
necessary. 

D. Implementation of Association Rule Algorithm 

Association rule mining is a data-mining technique aimed 
at discovering implicit association rules from a large amount of 
transactional data. It is also known as association analysis, 
which establishes connections between various item 
combinations within a dataset [26]. This association model was 
applied to the dataset to identify association rules related to 
stress in cattle during transportation. This involves configuring 
parameters, such as support, confidence, and lift ratio. There 
are two association rule models that we will use: Apriori and 
the FP-Growth algorithm. The Apriori algorithm is an 
association rule algorithm commonly used to address issues in 
data analysis involving transactions or lists of items, such as in 
retail shopping, online shopping carts, product 
recommendations, or pattern detection in transactional data. 
The Apriori algorithm is used to discover association rules 
connecting items or attributes in transactional datasets. Similar 
to the Apriori algorithm, FP-Growth is a model algorithm for 
associations resulting from the development of the Apriori 
algorithm. The primary use cases for both of these algorithms 
usually involve solving Market Basket Analysis problems, 
providing the most suitable product recommendations, and 
analyzing customer purchase patterns. Additionally, FP-
Growth has the capability to handle large datasets, analyze 

transactional data, and provide recommendations in e-
commerce. Here are the required notations to generate an 
association rule. 

To measure the initial probabilities of X and Y, we need an 
equation called Support, which is as follows [27], [28]: 

     (   )  
(|   |)

 
  (1) 

Ssupp = Support value 

n = total number of transactions. 

After obtaining support, the next step is to find the 
Confidence value, which is a proportion of transactions 
containing all items in both X and Y compared to transactions 
containing only items in X [29], The notation for this is as 
follows: 

          (   )  
(   )

       ( )
  (2) 

Lift(X → Y) is a measure used to assess the significance of 

the association rule  X → Y. Support (X ∪ Y) reflects how 

often itemsets X and Y appear together in transactions, 
whereas Support (X) and Support (Y) are measures of how 
often each individual itemset appears in transactions. 

E. Evaluation and Interpretation of Results 

The results from the use of both algorithms will be 
evaluated to measure their effectiveness in generating 
informative association rules. Significant association rules 
were interpreted to understand the relationship between 
temperature, initial weight, rate of weight loss, and stress in 
cattle during transportation. Based on the analysis results, this 
research will also summarize the findings and conclude that 
association rules can provide valuable insights into the 
measurement and management of stress in cattle during 
transportation in the cattle industry. 

IV. RESULT 

A. Prepare Dataset 

Data collection was carried out through observation. Body 
temperature data before departure, initial weight, and rate of 
weight loss during the journey were the primary focus of this 
study. Fifty data records have been successfully collected from 
relevant sources in the cattle industry, and for more details, the 
dataset can be seen in Table I. 

TABLE I. DATASET OF PRE-SHIPPING LIVE CATTLE OBSERVATION RESULTS 

NO x1 x2 x3 x4 
SUHU AWAL 

x13 x14 Shr/kg 
% 

x5 x6 x7 x8 x9i x10 x11 x12 y 

1 PO 231 M 4 36 37 36 36 36 36 35 38 36 205 26 11% 

2 PO 235 M 4 37 37 37 37 37 37 36 39 37 211 24 10% 

3 PO 246 M 5 37 37 37 37 37 37 36 39 37 235 11 4% 

4 PO 239 M 5 36 37 36 37 37 37 35 38 36 203 36 15% 

5 PO 231 M 4 36 37 37 37 37 37 36 37 37 188 43 19% 

…. …… ….. … …. …. ….. …. …. …. …. …. …. … … … … 

…. …… ….. … …. …. ….. …. …. …. …. …. …. … … … … 

49 Bali 151,06 F 4 37 37 40 40 38 39 40 39 39 144 7 5% 

50 Bali 143,81 M 4 38 39 40 40 38 39 40 39 39 136 7 5% 
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The observation results yielded a dataset consisting of 50 
data records with 14 independent variables (x) and 1 dependent 
variable (y). x1 represents the breed of cattle, with two 
attributes: Peranakan Ongole (PO) and Bali Cattle. x2 
represents the initial weight of the cattle, measured either 
through weighing or estimation based on the chest 
circumference and body length. x3 indicates the sex of cattle 
identified through direct observation. Column D represents the 
age of the cattle. x4–x12 represent temperature measurements 
taken from various body parts (forehead, orbital, cheek, 
shoulder, back, thigh, leg, and rectal) using a thermogun for 
external temperature and a regular thermometer for rectal 
temperature. x13 represents the average body temperature of 
the cattle. x14 represents the final weight of the cattle upon 
reaching their destination. Shr/kg denotes the shrinkage in 
weight during transportation, measured in kilograms. Column y 
represents the percentage of weight shrinkage during 
transportation (Shrink). If observed, we only have 50 data 
records, a number that indeed appears limited, but obtaining 
them posed a very challenging task. We utilize this record 
count as part of algorithm testing, examining how well the 
algorithm can perform its task with such limited data. 
Additionally, the limitation in the number of records is turned 
into a strength in this research. 

B. Basic Analysis 

Descriptive statistics for the 50 data records indicated that 
the measurement of live cattle weight before shipment (x2) 
resulted in a weight range of 125–261 kg, with an average of 
195 kg. Age (x3) has a ranged from 3.5 to 4.77 years. The 
average temperature of the cattle (x13) before shipment range 
between 35.6°C and 37.4°C. The final weight (x14) has a 
ranges between 118 kg and 235 kg, with an average of 175.9 
kg. The percentage of live cattle weight reduction during 
transportation (y) ranged from 0% to 27%. We also calculated 
the correlations for each variable. Table II and Fig. 2 show the 
results and visualization of the correlation between variables x 
and y, respectively. 

TABLE II. CORRELATION OF EACH VARIABLE WITH THE TARGET 

VARIABLE 

 X2 X4 X5 X6 X7 X8 X9 
X1

0 

X1

1 

X1

2 

X1

3 

C
C 

0,3
3 

-

0,2

2 

-

0,5

0 

-

0,2

8 

-

0,3

5 

-

0,4

3 

-

0,4

1 

-

0,2

9 

-

0,4

0 

-

0,2

2 

-

0,4

9 

C

P 

0,9

2 

0,4

5 

-
0,1

6 

-
0,1

7 

-
0,3

0 

-
0,0

7 

0,0

1 

-
0,0

4 

-
0,2

2 

-
0,2

8 

-
0,1

9 

a. CC (Coeficient Corelation), CP (Coeficient Pearson) 

From the initial analysis, it was found that there were some 
prunings on the variables that had a less significant impact on 
variable y. These include x1, x3 to x11, x13, and shr/kg. There 
are several reasons for this pruning, such as data type 
mismatches for x1 and x3. Additionally, for temperature 
measurements, discussions with stakeholders and experts led to 
an agreement to use only rectal temperature, whereas external 
body temperature measurements were deemed to have invalid 
calculations. The results of the initial analysis can be seen in 
Table III.  

 
Fig. 2. Illustration of the correlation between each variable x and the label y. 

TABLE III. DATASET RESULTING FROM VARIABLE PRUNING THAT IS 

READY FOR ANALYSIS 

No Weight Temp Shrink 

1 231 38 11% 

2 235 39 10% 

3 246 39 4% 

4 239 38 15% 

5 231 37 19% 

…. ….. …. … 

…. ….. …. … 

49 151 39 5% 

50 144 39 5% 

Out of several variables that were pruned, only 2 predictor 
variables and 1 target variable were retained. This simplifies 
the subsequent analysis process, as there are not too many 
influential variables to be calculated. 

C. Data Preprocessing Process 

In this process, we performed data cleaning. We also found 
that the data needed to be categorized to facilitate calculations, 
so we transformed the data into Crisp data. Rectal temperature 
was divided into three attributes: 1) Low Temperature: < 
37.5°C (s_low); 2) Normal Temperature: 37.5°C – 39.5°C 
(s_normal); 3) High Temperature: > 39.5°C (s_high). The 
initial weight was divided into five attributes: 1) Very Thin 
Weight: 125 – 150 kg (w_very_thin); 2) Thin Weight: 151 – 

175 kg (w_thin); 3) Medium Weight: 176 –  200 kg 

(w_medium); 4) Fat Weight: 201 – 225 kg (w_fat); 5) Very 

Fat Weight: 225 – 262 kg (w_very_fat). The percentage of 

shrinkage was divided into three attributes: 1) Slight Shrinkage 

Category: ≤ 9% (p_slight); 2) Moderate Shrinkage: 10% – 

18% (p_moderate); 3) High Shrinkage: > 19% (p_high). The 
dataset resulting from the data transformation is shown in 
Table IV. 

D. Implementation of the Association Rule Algorithm 

Descriptive statistics for the 50 data records indicated that 
the measurement of live cattle weight before shipment (x2) 
resulted in a weight range of 125–261 kg, with an average of 
195 kg. Age (x3) has a ranged from 3.5 to 4.77 years. The 

-1.00

-0.50

0.00

0.50

1.00
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The correlation among variables 

Coeficien Correlation Coeficient Pearson
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average temperature of the cattle (x13) before shipment range 
between 35.6°C and 37.4°C. The final weight (x14) has a 
ranges between 118 kg and 235 kg, with an average of 175.9 
kg. The percentage of live cattle weight reduction during 
transportation (y) ranged from 0% to 27%. We also calculated 
the correlations for each variable. Table I and Fig. 1 show the 
results and visualization of the correlation between variables x 
and y, respectively. 

TABLE IV. THE RESULTS OF THE TRANSFORMATION BECOME CRISP 

DATA 

NO WEIGHT TEMP SHRINK 

0 w_very_thin s_normal p_slight 

1 w_very_thin s_normal p_moderate 

2 w_very_thin s_normal p_slight 

3 w_very_thin s_normal p_slight 

.... ................................. .................... .................. 

18 w_medium s_normal p_slight 

19 w_thin s_normal p_moderate 

.... ................................. .................... .................. 

48 w_fat s_normal p_slight 

49 w_fat s_normal p_slight 

 Apriori Algorithm. 

From the analysis conducted, relevant rules for the research 
were obtained. We set a minimum confidence level of 0.01 
with a minimum threshold of 1.0. The results from using the 
Apriori algorithm produced 84 rules. Subsequently, we 
selected the most relevant rules from these, resulting in five 
rules that were most relevant to the actual conditions. The five 
rules that have been generated are listed in Table V. 

TABLE V. APRIORI ALGORITHM ASSOCIATION MODEL 

Antecedents Consequents Sup 
Con

f 

Lif

t 

weight_b_thin Temp_s_normal 
Shrink_p_sligh

t 
0,17 0,56 

1,1

9 

weight_b_thin; Temp_s_High 
Shrink_p_ 

slight 
0,07 1,00 

2,1

4 

Temp_s_ normal; 

weight_b_medium 

Shrink_p_mod

erate 
0,07 0,50 

1,5

0 

Temp_s_low; weight_b_very_fat 
Shrink_p_ 

moderate 
0,03 1,00 

3,0

0 

Temp_s_ normal; 

weight_b_veri_thin 

Shrink_p_sligh

t 
0,13 0,80 

1,7

1 

The results obtained provide an overview that out of the 
five rules, they are supported by Support values ranging from 
0.03 to 0.17, Confidence values from 0.50 to 1.00, and Lift 
Ratios from 1.19 to 3.00. Therefore, the average confidence 
values obtained served as the basis for the generated rules, 
indicating a relatively strong correlation. 

 FP-Growth Algorithm. 

Similarly to what was done previously with Apriori, we set 
a minimum confidence of 0.01 with a minimum threshold of 
1.0 for the FP-Growth algorithm. The results of using the FP-
Growth algorithm yielded 21 rules. We then conducted a 

selection process for these rules, resulting in the identification 
of the four most relevant rules in line with the actual 
conditions. These four rules can be observed in Table VI. 

TABLE VI. FP-GROWTH ALGORITHM ASSOCIATION MODEL 

Antecedents Consequents Sup Conf Lift 

Temp_s_low Shrink_p_moderate 0,03 1,00 3,00 

weight_w_very_thi

n'; 'Temp_s_low 
Shrink_p_slight 0,03 1,00 3,00 

Temp_s_high Shrink_p_ slight 0,07 1,00 2,14 

weight_b_thin; 
'Temp_s_high 

Shrink_p_ slight 0,07 1,00 2,14 

The results obtained indicate that out of the four rules, they 
are supported by Support values ranging from 0.03 to 0.07, 
Confidence values of 1.00, and Lift Ratio values ranging from 
2.14 to 3.00. Therefore, the average Confidence value obtained 
serves as a strong basis for the generated rules. 

The results of this research offer valuable insights into 
stress measurement and management in the transportation of 
live cattle within the cattle industry. The rules derived from the 
FP-Growth algorithm exhibited an exceptional confidence 
level of 1.00, signifying their robustness within the dataset and 
a high level of confidence in their applicability. In contrast, the 
Apriori algorithm yields rules with varying levels of Support 
and Confidence ranging from 0.50 to 1.00, highlighting the 
diversity in confidence levels among these rules. However, the 
overall self-assurance cost remains splendid, indicating a 
sturdy correlation with a number of popular policies. 
Furthermore, FP-growth generates rules with better increase 
Ratios than Apriori, indicating a higher correlation with a 
number of the rules it generates in the dataset. Tables VII and 
VIII show the rules given by the heatmap can further clarify 
the position of each rule. 

TABLE VII. RESULT HEATMAP APRIORI MODEL 

 Weight  

 

Temp 

V Thin Thin Medium Fat Very Fat 

Low 

     

Normal 

 

Slight 

S = 0,17 

C=0,56  
L = 1,19 

Moderate 

S = 0,07 

C=0,50 
L = 1,5 

Moderate 

S = 0,03 

C=1,00 
L =3,00 

Slight 

S = 0,13 

C=0,56  
L = 1,71 

High 

 

Slight 

S = 0,07 
C=1,00  

L = 2,14 

   

TABLE VIII. RESULT HEATMAP FP-GROWTH MODEL 

Weight 

 

Temp 

Very Thin Thin Medium Fat Very Fat 

Low 

Moderate 

S = 0,03 

C=1  
L = 3 

Moderate 

S = 0,03 

C=1  
L = 3 

Moderate 

S = 0,03 

C=1  
L = 3 

Moderate 

S = 0,03 

C=1  
L = 3 

Moderate 

S = 0,03 

C=1  
L = 3 

Normal 
     

High 

Slight 

S = 0,07 
C=1  

L = 2,14 

Slight 

S = 0,07 
C=1  

L = 2,14 

Slight 

S = 0,07 
C=1  

L = 2,14 

Slight 

S = 0,07 
C=1  

L = 2,14 

Slight 

S = 0,07 
C=1  

L = 2,14 
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TABLE IX. RESULT HEATMAP APRIORI MODEL 

Confidence 
1 0,8 0,6 0,5 0,2 

     

Four rules obtained from FP-Growth will automatically 
generate 10 rule. This is because rules 1 and 3 provide 
flexibility for any weight to be given its effect. Table IX shows 
the description of the heatmap by focusing on its confidence 
value. 

V. CONCLUSIONS 

The goal of this study was to determine the effect of 
temperature and initial weight on the pressure stages and 
weight reduction in cattle in the context of farm animal 
enterprises. The data collected and analyses conducted offer 
crucial insights into the factors affecting cattle well-being 
during transportation and their practical implications. Influence 
of Weight and Temperature on Cattle Stress. The evaluation 
results indicate that pre-transportation weight and temperature 
measurements significantly influence cattle pressure stages, 
that is, glaring within the association policies generated by 
each algorithm, which exhibit a strong correlation between 
weight and temperature and a lower frame weight (shrinkage) 
at the stop of transportation. This indicates that preliminary 
temperature and weight information can function as guidance 
for stakeholders to provide the maximum appropriate care of 
their farm animals, in the long run, lowering farm animal strain 
in the course of transportation. This information has significant 
practical implications for the cattle industry, allowing farmers 
to use temperature and weight data as vital indicators in 
managing cattle stress during transportation. Preventive 
measures, such as ensuring proper vehicle ventilation and 
safeguarding against animal welfare threats can assist in stress 
reduction and minimize detrimental weight loss in cattle. 

This paper has certain limitations. Firstly, qualitative data 
was used to gather information on cattle behavior during 
transportation, and further analysis may be necessary to gain a 
deeper understanding of stress-related behavior. Secondly, the 
research focused solely on temperature as a contributing factor, 
disregarding other factors like humidity and population density 
within the transport vehicle, which might also influence cattle 
stress during transit. While this research serves as a critical 
foundation exploration of the factors influencing cattle stress 
during transportation, it is imperative to conduct subsequent 
studies with broader variables and larger sample sizes to offer a 
more comprehensive perspective and enhance stress 
management practices in the cattle industry. 

VI. DISCUSSION 

In this chapter, we will delve into the acquired research 
findings and provide additional context regarding their 
implications, along with offering recommendations for future 
research. Although this study has provided valuable insights, 
there are areas that warrant further investigation. Future 
research in this field should encompass several facets. Firstly, 
there is a need to collect more comprehensive behavioral data 
concerning animal behavior during transportation, as this study 
predominantly relied on qualitative data. Secondly, it is crucial 
to consider additional variables such as air humidity and 

population density within the transport vehicle, as they may 
also exert an influence on cattle stress during journeys. Lastly, 
conducting advanced research with larger sample sizes and a 
broader spectrum of variables can provide a more holistic 
comprehension of the factors contributing to cattle stress 
during transportation, ultimately contributing to the 
enhancement of stress management practices within the cattle 
industry. 
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Abstract—In the area of video summarization applications, 

automatic image caption synthesis using deep learning is a 

promising approach. This methodology utilizes the capabilities of 

neural networks to autonomously produce detailed textual 

descriptions for significant frames or instances in a video. 

Through the examination of visual elements, deep learning 

models possess the capability to discern and classify objects, 

scenarios, and actions, hence enabling the generation of coherent 

and useful captions. This paper presents a novel methodology for 

generating image captions in the context of video summarizing 

applications. DenseNet201 architecture is used to extract image 

features, enabling the effective extraction of comprehensive 

visual information from keyframes in the videos. In text 

processing, GloVe embedding, which is pre-trained word vectors 

that capture semantic associations between words, is employed to 

efficiently represent textual information. The utilization of these 

embeddings establishes a fundamental basis for comprehending 

the contextual variations and semantic significance of words 

contained within the captions. LSTM models are subsequently 

utilized to process the GloVe embeddings, facilitating the 

development of captions that keep coherence, context, and 

readability. The integration of GloVe embeddings with LSTM 

models in this study facilitates the effective fusion of visual and 

textual data, leading to the generation of captions that are both 

informative and contextually relevant for video summarization. 

The proposed model significantly enhances the performance by 

combining the strengths of convolutional neural networks for 

image analysis and recurrent neural networks for natural 

language generation. The experimental results demonstrate the 

effectiveness of the proposed approach in generating informative 

captions for video summarization, offering a valuable tool for 

content understanding, retrieval, and recommendation. 

Keywords—Video summarization; deep learning; image caption 

synthesis; densenet201; GloVe embeddings; LSTM 

I. INTRODUCTION 

Making captions for images is an interesting and useful 
area of computer vision and natural language processing. The 
process involves developing algorithms and models that 
enables machines to provide descriptive and contextually 
appropriate textual captions for images [24] [25]. This 
technological advancement serves to connect visual and textual 
data, so enabling deeper understanding of image content and 
creating opportunities for diverse applications [1]. The field of 
image captioning is gaining considerable interest owing to its 
capacity to boost image accessibility, assist individuals with 
visual impairments, automate content creation, and enhance 

image retrieval systems [2]. Especially in video summarization, 
image caption generation is a potent tool with uses that go 
beyond individual images. The goal of video summarization is 
to reduce long videos' main points to more manageable chunks 
so that viewers may quickly understand the main points 
without having to watch the full thing. Image caption 
generation is essential in this situation [3]. 

The process of video summarization often entails splitting a 
video into a series of frames, which are effectively separate 
images. After that, approaches for image captioning are used to 
these frames, which results in the generation of written 
descriptions for each frame.  There are many ways that image 
caption creation might be used to the process of video 
summarization [4]. It may be used in news collection, which 
provides consumers with the ability to quickly interpret the 
most important aspects of news broadcasts or events. In 
educational settings, it can facilitate efficient learning by 
providing concise summaries of lengthy video lectures. It may 
be used by content makers to generate appealing video teasers 
or trailers, and it also has potential applications in surveillance 
and security, where it might assist analysts in more quickly 
reviewing video material [5]. The use of image captioning in 
video summarization not only makes the process of processing 
material more streamlined, but it also improves searchability 
and the ability to retrieve certain video portions. This 
convergence of computer vision and natural language 
processing puts us one step closer to developing video 
summarization tools that are more efficient and user-friendly. 
Due to these challenges, the field of video summarization [6] 
has seen the emergence of deep learning as a very promising 
approach. Deep learning, specifically deep neural networks, 
has an impressive capacity to autonomously acquire complex 
features and patterns from unprocessed data [27][28]. 
Furthermore, it can efficiently capture the temporal 
relationships present in video streams. The process involves the 
use of sophisticated neural networks and algorithms to examine 
video streams and identify frames that most effectively depict 
the information or occurrences inside the film. The frames that 
have been chosen are often known as "image captures" and 
function as succinct summaries of the video material [7]. This 
methodology exhibits a range of realistic implementations, 
including the retrieval of video material, security and 
surveillance operations, video search functionalities, and 
content analysis activities. The primary objective is to discern 
significant information promptly and effectively inside vast 
collections of video data. The use of deep learning techniques 
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enhances the efficacy and adaptability of the summarization 
process, enabling its application across diverse video kinds and 
areas [8]. It has an intrinsic capability to modify and generalize 
over a wide range of video genres, making it an attractive 
option for tackling the complex challenges presented by video 
summarization. 

The objective of this research is to explore the integration 
of deep learning methodologies with video summarization, 
specifically emphasizing the production of picture snapshots. It 
investigates the capabilities of deep learning models in 
autonomously selecting and constructing cohesive image-based 
summaries of movies. It presents a valuable tool with wide-
ranging applications in many fields such as surveillance, 
content analysis, and video search. The subsequent parts 
provide an overview of the most recent deep learning 
approaches; proceed throughout their benefits for video 
summarization, and show case studies and experimental 
findings that demonstrate how well these methods work to 
solve the problems associated with creating image captures 
from video streams. The organization of the paper as follows: 
Section II describes the literature survey and the proposed 
model is explained in Section III. The simulation results are 
discussed in Section IV. Finally, Section V concludes the 
paper. 

II. RELATED WORK 

Hafiz Burhan Ul Haq et al. [9] proposed a deep learning 
based system for tailored video summarization. The suggested 
framework facilitates video summarization based on the Object 
of Interest (OoI), such as individuals, aircraft, mobile devices, 
bicycles, and automobiles. Sridevi et al. [10] demonstrated 
with the use of a deep convolutional neural network in each 
stream, to create a video summary by extracting the temporal 
and spatial information from a video. The use of a Two-
dimensional Convolutional Neural Network (2D CNN) allows 
for the exploitation of spatial information, while a Three-
dimensional Convolutional Neural Network (3D CNN) is 
employed to exploit temporal information in order to provide 
highlight scores for video segments. The fusion of segment 
ratings from each stream is used to identify highlight portions 
within the video. Moreover, the resulting highlight 
representation alone indicates the user's relative degree of 
interest in a movie. To train the deep convolutional neural 
network (DCNN) in each stream, a paired deep ranking model 
is used. The objective is to enhance the highlight score of the 
highlight segment relative to the non-highlight section via the 
optimization of the model. The segments that have been 
acquired are then used in the process of summarizing a video. 

Obada Issa et al. [11] illustrated novel methodologies for 
addressing the issue of key frame extraction in the context of 
video summarization. The methodology used in the study 
involves the extraction of feature variables from the bit streams 
of coded films, which is then followed by an optional stepwise 
regression process aimed at reducing dimensionality. After 
extracting the features and reducing their dimensionality, novel 
frame-level temporal subsampling approaches are used, 
followed by training and testing using deep learning 
architectures. The frame-level temporal subsampling 
approaches rely on the use of cosine similarity and the 

application of PCA projections on feature vectors. Three 
distinct learning architectures are constructed by using LSTM 
networks, 1D-CNN networks, and random forests. 

Xu Wang et al. [12] presented a novel deep summarizing 
network that incorporates auxiliary summarization losses in 
order to effectively tackle the aforementioned issue. The 
incorporation of an unsupervised auxiliary summarization loss 
module using LSTM and a swish activation function is 
proposed. This module aims to effectively capture long-term 
dependencies for video summarizing tasks. Furthermore, the 
proposed module can be seamlessly incorporated into diverse 
network architectures. The presented model is a novel 
unsupervised framework for deep reinforcement learning that 
operates independently of any explicit labels or user 
interactions. In addition, the suggested model has a low 
computational burden and may effectively be implemented on 
mobile devices, hence improving the mobile user experience 
and alleviating strain on server operations. 

Rhevanth et al. [13] presented an effective video 
summarizing method that extracts essential frames from raw 
video input and analyzes visual and audio material. Mel-
frequency cepstral coefficient (MFCC) extracts information 
from audio sources, whereas structural similarity index 
compares frames. Using the preceding two functions removes 
superfluous video frames. A deep convolution neural network 
(CNN) model refines the key frames to get a list of potential 
key frames that summarize the data. Gulraiz Khan et al. [14] 
suggested a method facilitating users in generating video 
summaries by using human and object attributes. 
Cryptographic hashes play a crucial role in the context of 
blockchain technology. These hashes are derived from 
condensed video blocks, serving as a means of summarizing 
the content. Subsequently, these hashes are signed and 
transferred over the blockchain network. The Cumulus 
blockchain method is used to safeguard the integrity of the 
video. The system facilitates distant users in obtaining tamper-
proof, condensed video footage of their company locations or 
other critical properties, which can be accessed on their 
cellphones. Xiaoning Chen et al. [15] presented a method for 
video summarization (VS) that leverages the complementary 
nature of shallow and deep features. The suggested approach 
involves Multiview feature co-factorization based dictionary 
selection, which aims to use the shared information from both 
shallow and deep view features in VS. In order to effectively 
use the whole visual information of video frames, two view 
features are employed. Subsequently, the shared information 
between these two distinct views is extracted using coupled 
matrix factorization. This retrieved information is then utilized 
for the purpose of dictionary selection in the context of visual 
surveillance. Ke Zheng et al. [16] presented a video 
summarization generation model called DME-VSNet, which 
utilizes a multi-feature approach to extract various information 
from the video frames. This study incorporates three key 
variables: significance score, picture memory strength, and 
image entropy. In response to the issue of imprecise video shot 
segmentation, this study presents a video shot segmentation 
algorithm that utilizes the TransNet network. The system 
effectively partitions the original video into many shorter shots 
by identifying shot borders. The suggested model incorporates 
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three specific variables as inputs for this purpose. The video 
frame score is acquired inside the Multi-Layer Perceptron 
(MLP) architecture, and subsequently, the key frame is 
determined based on this score to provide a concise summary 
of the movie. 

Balamurugan et al. [17] illustrated a model for anomalous 
event detection that combines a hybrid convolution neural 
network (CNN) with bi-directional long short term memory 
(Bi-LSTM). The model is designed to have decreased 
complexity. The proposed model incorporates a convolutional 
neural network that utilizes a pre-trained model to extract 
spatio-temporal features from individual frames within a series. 
These features are subsequently fed into a multi-layer bi-
directional long short-term memory network, which is capable 
of accurately classifying abnormal events in complex 
surveillance scenes on the road. The fine-grained technique 
incorporates a hierarchical temporal attention-based LSTM 
encoder-decoder model to provide an enhanced video 
summarizing approach that effectively maintains critical 
information while optimizing storage capacity. 

Sah, Ramesh Kumar et al. [18] proposed a framework that 
utilizes spatial and temporal aspects, including self-attention 
mechanisms, to select representative content from video 
sequences. The framework generates temporal proposals and 
employs supervised learning techniques using manually 
provided data from individuals or users. Current supervised 
approaches do not effectively address the temporal interest and 
its consistency. In addition, achieving temporal consistency 
requires the ability to anticipate the temporal suggestions of the 
video segment. The present study approaches the task as 
temporal action detection, whereby it aims to concurrently 
forecast the relevance score and placement of the segments. 
This is achieved by using an anchor-based system that creates 
anchors of different lengths to effectively identify intriguing 
ideas. 

III. PROPOSED METHODOLOGY 

A deep learning-based image caption generator is a 
framework that automatically generates informative text 
captions for images. By merging computer vision and natural 
language processing methodologies, this system is capable of 
comprehending and articulating the semantic content of an 
image in a manner that is comprehensible to humans. 

A. Image Caption Generator Framework 

The image caption generator framework consists of data 
collection, data presentation, model presentation, and training 
and validation phases. During the data preprocessing stage, 
images undergo several operations such as scaling, 
normalization, and augmentation to ensure uniform dimensions 
and improved feature representation. Captions/Textual 
descriptions undergo the process of tokenization, wherein they 
are segmented into individual units, and subsequently 
transformed into numerical representations. This conversion is 
commonly achieved through the utilization of word embedding 
techniques. The model architecture is implemented using a pre-
trained convolutional neural network (CNN), an encoder, 
which is responsible for processing the image and extracting 
visual features at a higher level. On the other hand, a decoder, 

commonly implemented as a recurrent neural network (RNN), 
utilizes these extracted features to generate textual descriptions. 
During the training process, the model aims to reduce the 
disparity between the captions generated by the model and the 
actual captions by utilizing a loss function, such as cross-
entropy. Fig. 1 shows the Image Caption Generator 
Framework. 

 
Fig. 1. Image caption generator framework. 

1) Image preprocessing: Resizing: To maintain 

consistency, images in the dataset are frequently scaled to a 

fixed dimension (such as 224x224). The necessity of 

performing the resizing phase arises from the fact that deep 

learning models, particularly convolutional neural networks 

(CNNs), commonly necessitate input images to possess equal 

dimensions. 

Normalization refers to the process of scaling image pixel 
values to a predetermined range, commonly denoted as [0, 1] 
or [-1, 1]. Normalization is a crucial step in data preprocessing 
that aims to establish a uniform range and mean for the input 
data. This process plays a significant role in enhancing the 
training process and facilitating the convergence of the model. 

Data augmentation strategies are employed in order to 
enhance the variety of training data and bolster the resilience of 
the model. This may encompass various image processing 
processes such as rotation, cropping, flipping, brightness 
tweaks, and zooming. Data augmentation is a technique that 
aids in enhancing the generalization capabilities of a model 
towards images that have not been previously encountered. 
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2) Text preprocessing: Tokenization involves the process 

of breaking down captions, into individual words or sub 

words. Tokenization refers to the computational procedure of 

dividing a given text into distinct and meaningful parts, which 

might include individual words or sub word tokens. This 

process is commonly accomplished through the utilization of 

tools such as the Natural Language Toolkit (NLTK) or spaCy. 

Every token is representative of either a complete word or a 

fragment of a word. 

Vocabulary creation involves extracting the tokens present 
in the dataset and organizing them into a comprehensive 
collection. This lexicon encompasses all distinct lexical units 
or morphological constituents found inside the captions. The 
size of the vocabulary is governed by the quantity of distinct 
tokens. Restricting the size of the vocabulary is crucial to 
maintain computational efficiency during training and 
inference, as excessively large vocabularies can lead to 
increased computational costs. 

Padding and sequence length issues arise when dealing 
with captions, as they frequently vary in length. However, 
neural networks require input sequences of a set length. 
Consequently, it is possible to add a specific token (such as 
<PAD>) to sequences in order to achieve consistent length. 
The determination of a maximum sequence length is also 
utilized to appropriately truncate or pad sequences. Captions 
that are lower than the maximum allowable length are extended 
by adding padding, and captions that exceed the maximum 
length are shortened by truncation. Word embeddings are 
frequently employed to transform words into numerical 
representations. Pre-existing word embeddings, such as 
Word2Vec, GloVe, and FastText, can be employed to establish 
a mapping between words and compact vector representations. 
Embeddings can capture semantic links between words, hence 
enhancing the model's comprehension of the text. Special 
tokens, such as "<START>" to denote the initiation of a series 
and "<END>" to signify its conclusion, are incorporated into 
the tokenized captions. The utilization of tokens aids the model 
in acquiring knowledge regarding the appropriate instances to 
initiate and conclude the process of generating captions during 
the decoding phase. 

Data preprocessing is a crucial step in preparing picture and 
text data for effective training of deep learning models. The 
preprocessed data is subsequently utilized to train the image 
encoder, which is typically a Convolutional Neural Network 
(CNN), and the text decoder, which is typically a Recurrent 
Neural Network (RNN) model, in the image captioning 
framework. The alignment between the data and the model 
architecture is crucial for effectively training the model and 
producing coherent image captions. 

3) Image encoder: The function of the image encoder is to 

undertake the processing of the input image and extract 

significant features from it. Convolutional Neural Networks 

(CNNs) are frequently employed as image encoders. 

a) Pre-trained CNN: A pre-trained (CNN) model, such 

as VGG, ResNet, or Inception, is employed as backbone  for 

the image encoder. These models have already been trained to 

extract hierarchical and meaningful visual features from 

images using data from large-scale image classification tasks 

like as ImageNet. 

b) Feature extraction: To extract features, the input 

image is processed through the pre-trained CNN. As the input 

data traverses the many layers of the CNN, distinct 

characteristics are identified and represented at varying 

degrees of abstraction. The properties serve to capture and 

represent relevant information related to the edges, textures, 

forms, and constituent components of the depicted image. 

c) Dense layer: Dense layer or fully connected layer is 

employed to further transform the feature vector into a feature 

map that aligns with the desired input size for the text decoder. 

Embedding of Image Features: The image encoder produces a 

feature vector as its final output, which serves as a 

representation of the visual material contained inside the 

image. The feature vector serves as the initial hidden state for 

the text decoder. The process of embedding image features 

into a dense vector is commonly employed to ensure 

compatibility with the RNN decoder. 

4) Text decoder: The text decoder reads the visual features 

and provides textual captions word by word. Text decoders in 

natural language processing (NLP) often employ Recurrent 

Neural Networks (RNNs) or Long Short-Term Memory 

(LSTM) networks. The following is a comprehensive 

elucidation of the text decoder: 

a) Initial state for the text decoder is derived from the 

feature vector obtained from the image encoder. This 

initializes the decoder by utilizing a reference point to 

generate captions that are derived from the visual 

characteristics of the image. 

b) Embedding layer: The input word tokens or sub word 

tokens obtained from the preprocessed captions undergo a 

process of passing via an embedding layer. The process 

involves the mapping of each word to a dense vector 

representation, often of a predetermined size. The acquisition 

of these embeddings takes place during the training process. 

c) Recurrent layers: The fundamental component of the 

text decoder consists of the recurrent layers, specifically the 

Long Short-Term Memory (LSTM) . The layers receive the 

embedded word representations as input and iteratively update 

their hidden states. During each iteration, the decoder 

generates a prediction for the subsequent word in the caption. 

The hidden state is modified by using information from both 

the previously created words and the image features. 

d) Output layer: The output layer of the decoder 

generates a probability distribution across the vocabulary of 

words at each time step. The generation of this distribution is 

accomplished by applying a softmax layer on the hidden state. 

The subsequent word in the caption is selected based on its 

highest probability. The integration of an image encoder and 

text decoder inside a sequential framework constitutes the 

fundamental component of the image captioning model. The 

objective of training this model is to reduce the disparity 

between the captions generated by the model and the ground 

truth captions obtained from the dataset. The model acquires 
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the ability to produce coherent and contextually appropriate 

captions for a diverse array of images. 

B. Proposed Deep Learning Architecture 

The CNN-LSTM model that has been presented will be 
discussed in this section. Fig. 2 illustrates the CNN-LSTM 
model that has been proposed for use in image captioning. The 
diagram depicts the various components of the model. The 
model is made up of several different layers. The CNN layer is 
used to first extract characteristics from the image. The CNN 
layer acquires the knowledge necessary to extract features from 
images, including edges, shapes, and colors, that are crucial to 
the process of image captioning. After the output of the CNN 
layer has been formed into a series of vectors, the next layer is 
the output of the CNN layer. Each vector represents a different 
part of the image. The sequence of vectors is then passed to the 
embedding layer. Each vector is inserted into a space with a 
high dimension by using the embedding layer. This enables the 
LSTM layer to learn more complex correlations between the 
vectors. Long-term dependencies in the vector sequence are 
learned by the LSTM layer. This is crucial for image 
captioning since a caption should make sense and be in line 
with the picture's content. The dropout layer receives the 
LSTM layer's output after that. By removing part of the LSTM 
layer neurons at random, the dropout layer stops overfitting. 
The model is compelled to pick up stronger characteristics as a 
result. Next, the output from the dropout layer is combined 
with the output from the layer before it. The purpose of doing 
this is to depict the picture in a more sophisticated way. The 
model's last layer is a thick layer. The image's caption is 
produced by the thick layer. The algorithm predicts one word 
at a time to create the caption. Long Short-Term Memory is an 
architecture for recurrent neural networks (RNNs)[26] that is 
meant to manage and analyze sequences of data, such as time 
series, natural language, and voice. It is abbreviated as LSTM, 
which is also the name of the corresponding abbreviation. 
classic RNNs have difficulty collecting long-term 
dependencies in data, therefore researchers came up with the 
idea of LSTMs to solve this problem and overcome the limits 
of classic RNNs. The capacity of LSTMs to successfully 
acquire and remember information over extended periods is 
largely responsible for the explosion in popularity of this type 
of model. The most important innovation of LSTMs is found in 
their memory cells, which give them the ability to store 
information and keep it up to date over time. These memory 
cells are made up of three gates: the input gate, the forget gate, 
and the output gate. These are the most important gates. The 
forget gate selects what information is no longer relevant, the 
input gate regulates what information is stored in the memory 
cell, and the output gate decides what information is shown to 
the network's output. These gates are controlled by three gates: 
the input gate, the forget gate, and the output gate. This 
architecture not only allows LSTMs to recognize and recall 
patterns or relationships within sequential data, but it also helps 
typical RNNs avoid the problem of vanishing gradients, which 
is a common issue for these types of networks. DenseNet-201 
is a convolutional neural network architecture that was devised 
by Gao Huang, Zhuang Liu, Laurens van der Maaten, and 
Kilian Q. Weinberger in the year 2016. This model is a 
modification of the DenseNet-121 architecture, aimed at 

mitigating the drawbacks commonly observed in conventional 
deep neural networks like the issue of vanishing gradients and 
the challenges associated with training very deep networks. 
Fig. 2 shows the proposed architecture. 

 
Fig. 2. Proposed model. 

IV. RESULTS AND DISCUSSION 

This section presents a comprehensive account of the 
outcomes derived from the simulations carried out utilizing the 
suggested methodology. The dataset utilized in this research 
was obtained from Kaggle. The dataset (Flickr 8k) was 
subjected to processing utilizing the suggested technique. The 
dataset comprises 8,000 photos, each accompanied by five 
distinct captions. These captions aim to offer comprehensive 
descriptions of the prominent things and events depicted in the 
images. The selection of photographs was derived from six 
distinct Flickr groups, predominantly devoid of prominent 
individuals or recognizable landmarks. Fig. 3 shows some 
sample images and their text captions. 

Tokenization is a key approach in the field of natural 
language processing (NLP) that entails the segmentation of text 
or language into smaller components known as tokens. The 
tokens employed in this context generally consist of words, 
sentences, or even individual characters, depending on the task 
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and the level of detail desired. Tokenization plays a pivotal role 
as an essential pre-processing step in numerous natural 
language processing (NLP) applications, facilitating the 
comprehension and manipulation of human language by 
computers. In the domain of English language processing, 
tokenization conventionally entails the division of words by 
means of spaces or punctuation marks. However, for languages 
without distinct word delimiters, the process of tokenization 
may exhibit greater intricacy. The process of tokenization 
holds significant importance since it facilitates the study of 
textual data, including many tasks such as text categorization, 
sentiment analysis, machine translation, and information 
retrieval. The utilization of algorithms enables the processing 
of structured and quantified linguistic data, facilitating the 
extraction of significant insights from textual information, and 
facilitating effective communication between humans and 
machines. 

The process of image feature extraction in the field of 
computer vision entails the conversion of unprocessed picture 
data into a collection of numerical or symbolic descriptors, 
commonly referred to as features. These features enable more 
efficient processing and analysis by machine learning 
algorithms. The process of feature extraction is of utmost 
importance as it serves to streamline the intricacies associated 
with visual data, while preserving the vital information 
required for a multitude of computer vision applications, 
including but not limited to object recognition, image 
classification[22], and image retrieval. The techniques 
employed for feature extraction exhibit a wide range of 
complexity, encompassing rudimentary approaches such as 
color histograms and edge detection, as well as sophisticated 
methods like convolutional neural networks (CNNs) that 
possess the ability to autonomously acquire pertinent features 
from images. The collected characteristics play a fundamental 
role in picture comprehension and facilitate the development of 
models that possess the ability to identify objects and detect 
patterns within images. In brief, the process of image feature 
extraction serves to connect unprocessed visual input with 
machine learning algorithms, hence enabling the 
comprehension and examination of images across several 
domains, including but not limited to autonomous driving and 
medical imaging. 

The notions of training loss and validation loss hold 
significant importance in the training and evaluation of 
machine learning models, specifically in the domain of 
supervised learning tasks like classification and regression. 
These metrics serve as important indicators for evaluating the 
performance of the model both during the training process and 
in subsequent assessments. The training loss is a metric used to 
evaluate the performance of a machine learning model on the 
training dataset. Fig. 4. depicts the training and testing loss of 
the proposed model.  The quantification of the inaccuracy or 
disparity between the predictions made by a model and the 
actual target values in the training data is referred to as the 
evaluation of model performance. Throughout the training 
procedure, the model iteratively modifies its parameters, such 
as weights and biases, to minimize the loss function. A 
decrease in training loss signifies that the model is 
progressively improving its ability to appropriately match the 

training data. Nevertheless, it is imperative to acknowledge that 
an excessively low training loss does not guarantee that a 
model would exhibit strong generalization capabilities when 
presented with unseen data. Indeed, the phenomenon of 
obtaining a significantly reduced training loss while exhibiting 
poor generalization performance serves as an indication of 
overfitting. Overfitting occurs when a model has efficiently 
memorized the training dataset yet lacks the ability to 
accurately predict outcomes for novel, unseen data instances. 

  

(a) (b) 

 

 

(c) (d) 

 
 

(e) (f) 

Fig. 3. Sample images and captions of flickr 8k dataset. 
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The validation loss, also known as the test loss, is a metric 
that evaluates the performance of a model on unseen data, 
which was not used for training. The validation dataset, which 
comprises unseen data, serves the purpose of evaluating the 
model's capacity to generalize, and is separate from the training 
dataset. The calculation of the validation loss is performed 
similarly to that of the training loss, where the model's 
predictions are compared against the actual target values. A 
low validation loss indicates that the model is effectively 
generalizing its learned patterns to previously unseen data. The 
metric functions as a significant determinant of a model's 
efficacy in forecasting and its capacity to generate precise 
predictions is when applied to the real-world dataset. The 
results of the proposed model are depicted in Fig. 5. 

 
Fig. 4. Training and test loss of the model. 

 
Fig. 5. Captions generated by proposed model on sample test images. 

The BLEU metric [23], known as Bilingual Evaluation 
Understudy, is commonly employed to assess the caliber of 
machine-generated text, particularly within the domain of 
machine translation. The metric quantifies the degree of 
similarity between the text generated by the machine and a 
reference text, yielding a numerical score that assesses the 
alignment of the machine-generated text with the reference text 
produced by humans. The BLEU metric is commonly 
employed in the fields of natural language processing and 
machine translation for evaluating the effectiveness of 
language generating models. The BLEU score operates by 
doing a comparison between the n-grams, which are 
consecutive sequences of n words or characters, present in the 
machine-generated text and those found in the reference text. 
The evaluation metric evaluates the precision, which quantifies 
the ratio of n-grams in the text generated by the machine that 
are also present in the reference text. Additionally, it considers 
brevity, which takes into consideration the length of the 
generated text in relation to the reference text. The BLEU score 
is quantified as a numerical value ranging from 0 to 1, where a 
higher score signifies a stronger correspondence between the 
generated text and the reference text. The BLEU score 
obtained by proposed method is 0.6052. The BLEU metric of 
the proposed model is compared with existing models and 
corresponding results are reported in Table I. The Table I 
compares models' image caption generation performance using 
the BLEU score, a typical criterion for machine-generated text 
quality. These models establish image descriptions using CNN 
and LSTM combinations. The findings show different 
performance levels: VGG16, a common CNN architecture, 
scored 0.56 in BLEU, whereas DensNet+LSTM scored 0.57. 
The Conventional CNN+LSTM model scored 0.39. The 
Proposed CNN+LSTM have the greatest BLEU score of 0.60, 
showing its capacity to create picture captions that resemble 
human-generated reference captions. 

TABLE I.  BLEU COMPARISON RESULTS 

S.No Model BLEU 

1 VGG16 [19] 0.56 

2 DensNet+LSTM [20] 0.57 

3 Conventional CNN+LSTM [21] 0.39 

4 Proposed CNN+LSTM 0.60 

V. CONCLUSION 

In conclusion, this research has showcased the capabilities 
of deep learning methodologies in generating image captions 
for video summarization. By utilizing the DenseNet201 
architecture for extracting image features and deploying GloVe 
LSTM models for text processing, the proposed model has 
effectively developed a framework that effectively connects 
visual and textual content, providing a comprehensive solution 
for applications related to video summarization. The captions 
provided offer significant contextual information and important 
perspectives for video content, hence enhancing its 
accessibility and interpretability. The proposed framework 
obtained a BLEU score of 0.60. The image caption model built 
using the Flickr8k dataset with proposed architecture has 
limitations stemming from the dataset's relatively small size, 
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potentially leading to overfitting and a lack of generalization to 
diverse images. Access to larger and more diverse datasets, 
possibly incorporating more specialized datasets for nuanced 
image understanding, will enhance the model's generalization 
capabilities. 
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Abstract—eLearning or online learning has gained acceptance 

worldwide, particularly after the Covid-19 pandemic. Although 

the pandemic has forced the shift towards this learning mode, 

there is still a continuous need to improve instructors' cognitive 

and practical competencies to effectively design and deliver 

online courses. In this paper, a practical case study from Al-Baha 

University, a Higher Education Institution (HEI) in Saudi 

Arabia, is presented, showing the development stages of 

eLearning at the university and how effective utilization of 

eLearning tools through a structured methodology in a short 

time, with minimum resources, has helped to improve the 

teaching and learning experiences for both instructors and 

students at the university before the pandemic. Various 

standards and research techniques have been adopted to develop 

and assess the methodology and its viability of implementation in 

other higher education institutions. The findings show the 

methodology’s effectiveness and how it helps Al-Baha University 

smoothly adapt to the online shift at the onset of the pandemic. 

The methodology is presented to and gained acceptance and 

recommendation for application in other HEIs in Saudi Arabia 

from the committee of eLearning and distance education deans in 

Saudi Universities in March 2023. It also receives the Anthology 

Middle East award for community engagement in November 

2023. 

Keywords—eLearning; ICT competencies; Higher Education 

Institutions (HEIs); Learning Management System (LMS) 

I. INTRODUCTION 

A commonly accepted definition of eLearning is 
challenging to find [1], [2], yet it can be described as the 
utilization of different modes of technological tools for the 
purpose of education, whether these tools are web-based, web-
capable or web-distributed [3]. Online learning is a term 
commonly used to describe education that occurs only via the 
web without face-to-face contact [3]. With various eLearning 
adopted terms and styles, it is broadly accepted among 
academic institutions and across all educational fields [4], [5]. 

More recently, due to the Covid-19 pandemic at the end of 
2019, educational institutions had to move from conventional 
learning to digital and online learning as part of the health 
crisis management [6]. Although eLearning and its tools and 
practices were widely accepted around the globe before the 
pandemic, as previously stated, many Higher Education 
Institutions (HEIs) and faculty members in many countries 
were not ready for the shift to online teaching once the 

pandemic occurred [7]. The low level of experience among 
instructors in adopting new teaching formats and the time 
constraints to make the shift immediately were affecting the 
readiness of these institutions [8]. This has led many HEIs to 
speed up the process of adopting eLearning tools without 
structured long-term planning [9]. 

The role of teachers in schools and instructors in HEIs 
during the pandemic was significant to ensure the continuity of 
teaching and learning [10]. Recent research shows that 
instructors in HEIs after the pandemic have appreciated 
blended and online learning, which allows them to combine the 
strengths of these teaching styles with the face-to-face style [9]. 
Jelinska et al. [11] pointed out that teachers with prior 
experience in dealing with online teaching tools were the best 
at coping with the challenges faced during the transition of the 
pandemic and were the most engaging. Similarly, Divjak et al. 
[12] state that instructors who had prior experiences adopting 
innovative teaching styles, such as flipped classrooms, before 
the pandemic had more successful experiences with online 
teaching implementation during the pandemic. However, 
instructors‟ adoption of online tools in HEIs before the 
pandemic was not pervasive [8]. This has significantly affected 
their experiences with online teaching during the shift to online 
mode. The focus should then be on continuous investment and 
enhancement of Information and Communications Technology 
(ICT) and eLearning competencies of instructors in HEIs to 
ensure long-term adoption and adaptation of different teaching 
and learning styles in HEIs. König et al. [13] emphasize the 
importance of professional development of digital 
competencies for teachers to adapt to online teaching. Gameil 
et al. (2023) [14], in their study findings, pointed out that huge 
investments must be made to train teachers to improve their 
instructional designing competencies in terms of cognitive and 
practical perspectives. They highlighted the issue that 
employing digital learning platforms after the pandemic 
requires paying more attention to improving the skills of 
teachers to cope with the radical changes in the teaching 
landscape.  

Similarly, Svetec et al. [15] state that although instructors 
in HEIs realize the importance of digitalization support, they 
are not fully aware of the significant role of digital 
technologies in enhancing teaching and learning experiences. 
The enhancement of these experiences and the ability to reach 
a high level of quality in education are common strategic 
objectives in HEIs that are sometimes misaligned with 
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available technologies and the actual roles of instructors in 
these institutions. Jans (2009) [16] also states that teachers and 
lecturers may have learned and worked with many hardware 
and software tools; they, however, still require more didactical 
skills on how to use Learning Management Systems (LMSs) 
effectively, and longer courses are required to improve their 
eLearning competencies. According to Jans (2009) [16], 
eLearning and blended learning tools can only be learned by 
experimenting with them. Alshammari (2020) [17] also 
investigated instructors‟ behavioral intentions to use LMSs in a 
higher education institution in Saudi Arabia through several 
factors, such as age, gender, experience, etc., and found a 
causal relationship between experience and behavioral 
intention of LMS usage.  

This practical case study paper describes a methodology 
implemented at a higher education institution in Saudi Arabia 
to elevate the usage of LMS through structured development 
and delivery of online courses while considering the 
enhancement of instructors‟ ICT and eLearning competencies. 
The methodology is developed following the framework 
devised by the authors and introduced in the paper [18]. In 
short, the framework consists of seven iterative stages that 
assist HEIs in elevating the usage of eLearning technologies by 
adopting them systematically, ensuring the involvement of 
related organizational components from alignment and 
Enterprise Architecture (EA) perspectives. 

The following sections in this paper present background 
information about eLearning in Saudi Arabia in general and at 
Al-Baha University in particular. Then, the problems that 
motivate developing the structured approach to elevate the 
usage of eLearning technologies and develop and deliver 
online courses are revealed following the framework of 
Alzahrani et al. (2023) [18]. After that, the approach and its 
application and findings are described and discussed. Final 
thoughts and future work are stated by the end of this paper. 

A. eLearning in Saudi Arabia 

One of the fundamental characteristics of the HE system in 
Saudi Arabia is that it is centralized in terms of control and 
educational support [19]. This means that the Ministry of 
Education (MoE) and several specialized quality assurance and 
assessment centers are responsible for planning, coordinating, 
and supervising the kingdom's higher education sector. 
However, in recent years, the HE system has undergone 
tremendous reforms, unifying all efforts toward achieving 
Saudi Vision 2030 [20]. 

During the last two decades, the government of Saudi 
Arabia has invested enormously in ICT and digital 
transformation. According to the Digital Government 
Authority [21], the cumulative investment size in digital 
transformation in Saudi Arabia from 2022 to 2025 is expected 
to reach 25 billion USD. These massive investments in digital 
technologies contribute towards achieving the government's 
strategic plan “Vision 2030”, where Saudi Arabia aims to be a 
global technology hub. According to published statistics from 
[21], Saudi Arabia was ranked second worldwide in digital 
competitiveness by the European Centre, ranked eleventh 
among the G20 for digital governance by the Japanese 
WASEDA ranking, and ranked 1st in the ESCWA indicator for 

the availability of digital services, and 19 agencies were 
awarded Enterprise Architecture Certification from the Digital 
Government Authority. Proudly, Al-Baha University was 
among these agencies. There is no doubt that Saudi Arabia has 
achieved these numbers regarding digital transformation and 
digital capabilities since it is the largest ICT market in the 
Middle East and North Africa (MENA) region [22].   

The education sector, in particular, receives the largest 
segment of the government expenditure [22]. Statistics from 
the same authority show a 100% digital transformation of 
teaching and learning activities during the pandemic in schools 
and HEIs through available platforms of “Madrasti” and LMS. 
Over 350 million virtual classrooms were created during the 
pandemic, and similarly, large numbers for other activities, 
such as homework, discussion boards, online exams, etc., were 
achieved. All have been achieved through a cooperative 
approach from involved stakeholders and under direct 
supervision from the Ministry of Education (MoE) and 
according to the regulations and standards of the National 
eLearning Centre (NELC).  

Abdulrahim et al. [22] state that research on online learning 
in Saudi Arabia emphasizes the importance of having a 
strategic direction for its implementation and ensuring that 
instructors are trained to design and deliver online teaching 
effectively. Moreover, course design and technology gaps are 
among the main limitations that face adopting digital learning 
in Saudi Arabia [23]. Similarly, Alharbi [24] indicates that 
although there is a broad acceptance of the usefulness of digital 
learning in Saudi Arabia, there is a lack of knowledge and 
skills among students and instructors. 

B. eLearning at Al-Baha University 

Al-Baha University is now 17 years old and was 
established in late 2006. It has 16 faculties spanning six 
different geographical areas covering the vast region of Al-
Baha province (11,000 square km) southwest of Saudi Arabia. 
It has a current enrolment of 17748 students, 1536 instructors 
and 776 employees. The university offers 28 undergraduate 
programs, 17 master programs, and nine programs for higher 
diplomas. The number of students is increasing annually from 
only 13,793 in 2008 to nearly 18000 in 2023. 

Colbran et al. (2013) [25] studied the adoption of 
educational technologies among Saudi universities. They found 
the lack of IT infrastructure, training, and support, as well as 
websites and software problems, to be the main inhibitors of 
the successful adoption of educational technologies in the 
country. However, Saudi Universities have been transforming 
dramatically in adopting digital technologies along with the 
enormous investments and support from the government, 
especially during the last five to eight years. For example, since 
2016, Al-Baha University has undergone tremendous changes 
in adopting and embracing digital technologies and providing 
services to its key stakeholders, namely students and 
instructors. By late 2018, the transformation had extended to 
reform the utilization of eLearning tools at the university after 
conducting a gap analysis and being aware of the challenges as 
described next. 
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The following sections are arranged in the following 
manner: First, the issues that drive the development of 
structured approaches to improve the use of eLearning 
technologies and the creation and delivery of online courses are 
discussed. Then, the approach is explained, along with its 
application and findings. Finally, concluding thoughts and 
future work are presented. 

II. AWARENESS OF THE PROBLEM 

Following the proposed framework of Alzahrani et al. 
(2023) [18], it states that being aware of the challenges that 
face underutilization of eLearning technologies and linking 
them with the strategic vision and objectives of HEIs are 
crucial steps towards effective and continuous usage of these 
technologies by involved stakeholders. It also suggests having 
an ecosystem to drive eLearning projects to realize strategic 
goals and assist in attaining them. 

Al-Baha University -similar to other public universities in 
Saudi Arabia- was given a quota of thirty thousand licenses 
from the Ministry of Education (MoE) to access an LMS in 
2012. This number of licenses is renewed every five years 
through a national agreement initiative to facilitate and spread 
the adoption of eLearning tools among students and instructors 
in these universities. 

Although the number of students and instructors at Al-Baha 
University has never reached this number, the MOE was 
generous in providing more licenses for any expected future 
growth in the number of users. Surprisingly, the number of 
active users using the LMS was less than 0.5%, including 
students and instructors. This number was revealed in the 
middle of a running semester in December 2018. The number 
of registered students and instructors was close to 20000, 
interacting through 6500 study sections. This number was 
considered a wake-up call for the university and its 
management to start a new era of adopting and utilizing 
eLearning tools effectively.  

A gap analysis was conducted to examine early adopted 
approaches that the university has carried out to embrace the 
adoption of eLearning tools. The outcomes revealed that the 
university has:  

1) Fifty-five developed Electronic Courses (eCourses) that 

were invested in and transformed from conventional courses 

to eCourses from 2013 to 2015, following instructors‟ 

preferences and available content. Some of these developed 

eCourses are used only once and never used afterward. Others 

are used two or three times and similarly put on the shelf. This 

happens due to the absence of development standards and the 

intensive customizations applied to these eCourses. Like many 

other universities in the region during the early 2000s, 

converting traditional courses to eCourses was the mainstream 

regardless of its drawbacks [26]. 

2) Very limited attempts to adopt eLearning tools with 

currently available LMS.  

3) High resistance to change among students and 

instructors with negative attitudes towards eLearning.  

4) Many training sessions and workshops were conducted 

to explain the functionalities and tools of the LMS, but the 

follow-up was extremely weak, so what has been learned 

usually goes missing with less practice in place. 

Taking these outcomes into consideration, an eLearning 
ecosystem named „Rafid‟ is created, which consists of a set of 
components that are linked to the strategic goals of Al-Baha 
University, aiming to have a holistic transformation and better 
utilization of eLearning tools at the university. 

III. RAFID ECOSYSTEM 

“Rafid” is an Arabic word translated as “assistant/ helper/ 
supporter.” It appeared everywhere at Al-Baha University in 
December 2018 in a ceremony attended and supported by the 
university‟s top management. It was a flag of change in 
students‟ and instructors‟ experiences about online teaching 
and learning. The word Rafid was used to indicate an 
eLearning ecosystem and change management approach that 
involves LMS, virtual labs, analytics tools, methodology for 
developing online courses, etc., that were all made available to 
assist, help, and support teaching and learning activities at the 
university (see Fig. 1). The message was clear to the main 
stakeholders of the university that Rafid ecosystem is found to 
assist you in your journey of teaching and learning at the 
university. 

One of Rafid's ecosystem components is the Course 
Development Lifecycle (CDLS), which, in short, is a 
methodology that takes instructors on a journey of developing 
and delivering an online course through a structured approach. 
It was specifically designed to change the mindset of students 
and instructors towards embracing eLearning tools through 
teaching and learning processes. 

Four stages are defined in the CDLC. These stages are 
presented in Fig. 2. 

 

Fig. 1. Rafid ecosystem at Al-Baha university. 
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Fig. 2. Course Development Lifecycle (CDLC). 

In the first stage, instructors are selected to participate in 
the process of CDLC based on a nomination process carried 
out by their faculties according to their ability to allocate 20 
hours per week for this project. It was also recommended to 
nominate instructors who have preliminary ICT competencies 
such as accessing and browsing the Internet and using some of 
the main Microsoft Office programs such as Word and 
PowerPoint to some extent. Once all candidates are nominated, 
teamwork from the Deanship of eLearning and IT (DeIT), 
which specializes in course designing and multimedia 
development, is assigned. Systems and labs are also prepared, 
the project plan and timeline for course development and 
delivery are then set, and this stage ends up with a Service 
Level Agreement (SLA) contract signed by the DeIT from one 
side and the candidate (i.e., the instructors) from the other side 
to ensure the commitment of both sides. 

In the second stage, participants develop their online 
courses following best practices and international standards 
such as Quality Matters (QM) standards for course design. 
Participants and assigned team members certified in online 
course design and delivery carry out this stage step-by-step. 
Assigned team members provide continuous feedback to 
participants to enhance every aspect of their online courses. 
This stage focuses on designing and enriching course contents 
with various resources, creating learning objects, assessment 
pools, and activities that ensure the engagement and 
collaboration of students in a standardized and effective 
learning environment. A master course template (i.e., an online 
course template structured according to best practices and 
standards of designing online courses made available for 
participants on LMS to have hands-on experience while 
developing their courses step-by-step). In other words, it 
facilitates developing standardized online courses through what 
is being learned from the methodology and the assigned 
certified team member. This course is then made available to 
students once the development and assessment of fulfilling the 
requirements are achieved. Several master courses are created 
and customized according to the nature of the content each 
faculty delivers at the university.   

Once the course is developed, it is revealed to associated 
students, and the third stage, course delivery, begins. As the 
name of this stage indicates its objective, the participants 
deliver their developed online courses to students according to 
best practices that ensure the instructors' effective, coordinated, 
and assistant role in delivering online courses. 

In the fourth and last stage, an assessment of previous 
stages is conducted by participants and students. 
Questionnaires and one-to-one interviews are carried out to 
find out the strengths and weaknesses of the project and the 
proposed methodology, more specifically.   

Part of the methodology is an online course specifically 
developed and made available to participants on the LMS to go 
through the whole experience the students will receive once 
their online courses are available. This course also helps 
manage the entire project and lay down the foundations of 
eLearning and its tools by providing the required materials. 
Tasks mandatory for participants to complete are also done 
through assignment tools in the LMS. The project also 
activates tools such as wikis, discussion boards, groups, virtual 
classes, etc., where only questions, inquiries, and support needs 
are accepted and handled through these tools. This is to 
embrace usability and to show real-life utilization of such tools.  

Online (must-attend) workshops provided to participants 
during the project include forming accurate and measurable 
learning objectives, designing roadmaps, enhancing and 
enriching course content with various multimedia content, 
creating question bank(s), importing and exporting questions, 
managing tests and assignments and finally delivering effective 
online courses.   

Advanced (optional) online workshops are also offered to 
participants to expose them to different available techniques 
and tools that can help them streamline their course design and 
delivery. Examples of provided workshops include how to use 
video editing tools and how to build effective presentations 
through Adobe Suite, Camtasia, Xmind, MindMeister, 
Microsoft PowerPoint, Prezi, Canva, Kahoot, SurveyMonkey, 
Mentimeter, Google Docs, and Microsoft OneDrive. 

IV. APPLYING CDLC METHODOLOGY 

In one academic year, 99 instructors have participated and 
effectively experienced how to develop and deliver online 
courses following international standards in the field. This was 
done during two academic semesters in 2019, starting with 24 
instructors and then moving to another 75. Participants were 
from 15 faculties and across different disciplines. 

Upon completing the development and delivery of their 
online courses, they received recognition and certificates from 
the university president in a rewarding ceremony. They are 
then recognized as “Rafid ambassadors” in the change 
management process. They were passionate about passing the 
message to other instructors and voluntarily engaged in 
providing support to others in their free time without hesitation, 
especially during the Covid-19 pandemic. 

Similarly, several students were trained to use LMS 
effectively as student users. We named them “Rafid Friends” 
and they also started spreading the message of how easy it is to 
use LMS and its tools to support the learning process at the 
university. They then provided help and support to other 
students whenever needed. These students voluntarily shoot 
videos of themselves using the system, designing brochures 
and infographics to spread awareness of the LMS and its tools. 
All these approaches and techniques were undertaken to 
change the mindset towards eLearning and its tools among 
students and instructors at the university. 

V. OUTCOMES AND FINDINGS 

Ninety-nine instructors who participated in this project 
were asked and thankfully completed an online open-ended 
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questionnaire and attended a 30-minute online interview each. 
These research tools were designed to receive feedback from 
the participants about the following:  

1) An overview of the project in general and the level of 

satisfaction with the components and the defined stages of the 

developed methodology used in the CDLS project. This also 

measures the tendency to reengage in the same experiment 

again and to recommend it to other instructors, how the whole 

experiment was useful to them, and how it impacted the 

teaching and learning practices for them and their students. 

The outcomes are shown in Fig. 3 and measured on a 5-point 

Likert scale, with five being very satisfied and one very 

unsatisfied. 

2) Participants have learned 46 skills during the project, 

which enhanced their ICT and eLearning competencies by 

adopting eLearning tools during the design and delivery 

processes undertaken throughout the project. The 

enhancement of ICT and eLearning competencies is not 

limited to these skills. However, they are drawn from best 

practices and international standards such as Quality Matters. 

From the participants ' perspective, the importance of these 

skills is measured as a percentage, with 100% being very 

important. Fig. 4 shows the outcomes of this assessment (see 

Table AI in Appendix A for details of the skills). 

3) The ability of participants to implement the learned 

skills mentioned in the previous point. Participants were asked 

to provide feedback about the easiness of implementing the 

defined set of skills. They all agree that they can implement 

each of the mentioned skills with a percentage close to 100%., 

except (providing online classes through the LMS to students, 

recording online classes that are being delivered through LMS 

and making them available to students, allowing students to 

communicate through online classes that are created for them, 

75%, 70, 60%) accordingly. 

4) The ability of participants to teach/support others to 

carry out similar tasks. Participants confirm that they can 

teach/help others carry out similar learned skills with a 

percentage exceeding 95% for each skill. 

The findings of the interviews conducted with the 
participants are illustrated in Table I, which outlines the 
advantages, disadvantages, and recommendations for 
improving the project of designing and delivering online 
courses through a developed approach. 

A designed open-ended questionnaire is inserted in the 
developed ninety-nine courses after obtaining permission from 
the instructors who deliver them, and students who are 
registered in these courses are asked to fill out this 
questionnaire. The questionnaire consists of 40 questions 
asking students about their new eLearning experience. They 
were given three options against each question as to whether 
they agree to a great extent, to some extent, or a little extent. A 
total of 1800 responses were collected from students, and the 
outcomes are shown in Fig. 5 (see Table BI in Appendix B for 
details of the skills). 

Students are also allowed to express their attitudes about 
the eLearning experience they have engaged in throughout the 
project through three open questions at the end of the 
questionnaire. Questions are focused on gathering feedback 
about the positive and negative aspects of the experiment as 
well as any recommendations for future improvements. 
Responses in each category exceed 100, but the most repeated 
answers are illustrated in Table II. 

 

Fig. 3. Feedback about the project in general from ninety-nine participants. 
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Fig. 4. The importance of each learned skill by participants from their perspective. 

TABLE I. ADVANTAGES, DISADVANTAGES, AND RECOMMENDATIONS FOR IMPROVEMENTS FROM PARTICIPANTS 

Advantages Disadvantages 

- Clarity of the training course and the flow of steps in each defined phase. 

- Quick responses and problem-solving from the assigned team members. 

- Accuracy of follow-up and assessment forms. 
- Quality of provided training and trainers. 

- The master course was generally excellent, saving participants time and 

effort in developing required courses and motivating some participants to 
continue with the project. 

- Realizing the benefit of having a road map for each chapter/unit to guide 

students in the learning flow of the chapter/unit. 

- Difficulty engaging in the project and its assignments at the beginning. 

- Difficulty attending courses and workshops with many assignments while 
having other administrative roles at the university. 

- Lack of sufficient labs to conduct online exams on some campuses. 

- Sometimes, some campuses have Internet and Wi-Fi coverage weaknesses. 
- There was not sufficient training for students. 

- Lack of visual content in the training course. 

- Insufficient time for required assignments. 
- Sometimes, it was challenging to deal with and modify the content inside 

the master template in the LMS, especially tables. 

Recommendations for improvements 

- Considering the peculiarity of engineering materials. 
- The project tasks should begin a long time before the semester commences. 

- A separate e-exam system from LMS should be afforded. 

- Strengthening the training course with more videos so that it is more of a self-learning course. 
- Providing participants with a timetable that defines all steps that are required. 

- There should also be training for students on how effectively they can engage in online learning. 

- Allow more time for participants to submit the required tasks. 
- Providing access to virtual experiments and virtual labs in science courses. 
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Fig. 5. Students‟ attitudes about the eLearning experience through designed and delivered online courses. 

TABLE II. POSITIVE AND NEGATIVE ASPECTS AND RECOMMENDATIONS FOR IMPROVEMENTS FROM STUDENTS' PERSPECTIVE 

Positive Aspects Negative Aspects 

- Easy access to course materials at anytime and anywhere. 

- Learning has become more flexible. 

- Easy access to assessments and grades. 
- Ease of communication and interaction with the course lecturer. 

- Faster in terms of understanding and accessing information. 

- Availability of multiple learning materials that support the main subject of 
study. 

- Learning through the LMS is fun and motivating for students, which 

increases students‟ interest in receiving more information. 

- Not all instructors use it. 

- The number of activities has increased exponentially. 
- Technical problems sometimes occur, such as (poor Internet connectivity). 

- Missing assignments and exam submission dates through the LMS due to 

less familiarity. 
- Lack of clarity regarding some assessments, such as (time for submitting 

assignments, grades, etc.). 

- Most online exams are based on objective questions, and there is no 
opportunity to express answers that the instructors can understand. 

- There are no alert notifications in the mobile application that are linked to 

the LMS. 
- Not all functionalities are supported or available in the LMS smartphone 

application. 

Recommendations for future improvements 

- Enhancing the mobile application version of the LMS. 
- Forcing all instructors to use it in all courses at the university. 

- Provide students with some training, specifically regarding online exams. 

- Prepare locations with strong Internet connectivity for students to use the system effectively at the university campus. 
- Providing technical support 24/7. 

- Provide more training to some instructors to use the LMS effectively with students. 
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Different lessons were learned from the feedback of both 
students and instructors, and new opportunities were opened to 
enhance the project in general. Still, this project's most 
valuable outcome was spreading awareness of eLearning and 
its tools among students and instructors at Al-Baha University. 
From only 136 active users and 88 active study sections on the 
LMS in December 2018, the numbers have increased 
dramatically to reach 3573 users and 2888 study sections, 
respectively, after one academic year. This growing number of 
users represents 35% of the total number of users of the system 
and 44% of study sections that should be active on the LMS 
system at that time. 

We have utilized the feedback received from this project 
and have transitioned to a higher-level project where we began 
designing and providing online courses based on an entire 
study program level. In this project, an agreement is signed 
with the dean of selected faculties to have a partnership project 
targeting the development and delivery of an entire program 
through their instructors and with the help and support of the 
specialized team from DeIT. This project confirms the 
importance of having an iterative approach in embracing 
eLearning technologies in HEIs, which is suggested in the 
framework of Alzahrani et al. (2023) [18]. Through this 
extended and enhanced project, 84 online courses were 
developed with the faculties of CS and IT (department of 
Computer Science) and the faculty of Business Administration 
(department of Marketing), 40 and 44 online courses, 
respectively. This also helped the growth of the number of 
users of the LMS, reaching 10163 active users and 3620 active 
study sections, representing 47% of total expected users and 
55% of total active study sections at the university at that time. 
These numbers were reached before the pandemic of Covid-19 
occurred, which helped the university enormously to cope with 
the healthcare restrictions and the compulsory shift to fully 
online learning. Instructors who have participated in this 
project and have been trained very well to use eLearning tools 
have become trainers to support others in effectively using 
eLearning tools during the pandemic. We have recorded 210 
activities performed by 75 trained instructors during the early 
months of the pandemic. These activities range from providing 
videos on how to use eLearning tools to reaching a neighbor 
during the lockdown period and assisting them in setting up an 
online exam on the LMS. 

Besides enhancing the ICT and eLearning competencies of 
the instructors at the university, which can be utilized to 
develop more courses, the developed courses are reusable. 6 of 
the 24 developed courses in the first semester are reused by the 
instructors who developed them. Seven other developed 
courses are voluntarily made available and reused by other 
instructors. In addition, more than 60 virtual classes were 
delivered by instructors during the first semester of the project, 
sending a message to other instructors throughout the 
university that delivering lectures can be done differently 
outside the university boundaries. 

Before this project, male instructors used to travel to female 
students‟ campuses to deliver lectures through video 
conferencing dedicated rooms. These rooms are entirely locked 
now and have never been used after the pandemic due to the 
effectiveness of virtual classes through the LMS. During the 

first semester of this project, it was also the first time official 
mid and final exams were carried out electronically through the 
LMS. This has never happened throughout the history of the 
university. 

There was also a significant increase in the use of the 
university‟s official emails among students and instructors, 
along with the implementation of the project. This is because 
students receive emails about any new announcements from 
the LMS, and instructors were also advised to use official 
emails in all correspondence with students. The number of 
active email users at the university once the project started was 
only 2032. This number doubled in one semester only, 
reaching 3880 active email users. 

It is important to note that some recent research argues that 
attending traditional in-person classes leads to better academic 
performance than taking online courses [27], [28]. 
Nevertheless, eLearning tools have transformed the education 
industry by significantly benefiting students and instructors. 
Adopting these tools has allowed learners to access 
information anytime, anywhere, and at their own pace. 
Meanwhile, instructors have been able to deliver interactive 
and engaging content to their students from the comfort of their 
homes. Although eLearning has many benefits, we firmly 
believe that in-person classes supported by advanced eLearning 
technologies offer the best possible education now and in the 
future. This is also supported by recent findings of Chen et al. 
(2023) [29]. 

VI. FINAL REMARKS 

The perception of eLearning among Al-Baha University's 
students and instructors has been positively transformed 
through the implementation of this comprehensive project, as 
evidenced by increasing numbers. This project aims to have an 
effective holistic alignment of eLearning technologies with the 
strategic scene of Al-Baha University that seeks to enhance the 
quality of teaching and learning through ICT adoption. This is 
supported by the framework the authors suggest in Alzahrani et 
al. (2023) [18]. Although the quality of online courses 
delivered does not measure the success of this project, it has 
changed perceptions towards eLearning among critical 
stakeholders at the university. With the great support of the 
university‟s top management, the project was delivered as 
planned. However, the quality of delivered online courses is 
iteratively measured by the end of each project implementation 
cycle as a long-term plan for course evaluation and 
enhancement. 

This project aims to promote the adoption of eLearning in 
higher education, with a particular focus on students and 
instructors, while considering other groups such as employees, 
senior individuals, and different age groups for future projects. 
The project discussed and the elaborated case study can benefit 
academic institutions seeking to engage instructors in onrline 
course development and delivery processes with minimal costs. 
All participants in the project at Al-Baha University have 
shown enthusiasm and a sense of responsibility for enhancing 
their students' learning and teaching experiences. Some 
members of Saudi universities' eLearning and distance 
education deans committee suggest implementing a monetary 
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reward system for project participants to achieve better results, 
especially after the pandemic. 

VII. FUTURE WORK 

While implementing our CDLC methodology during the 
Covid-19 pandemic, we observed the unique aspects of course 
design and delivery in the faculty of medicine. This is expected 
as the field of medicine requires specific attention due to the 
application of various teaching methods and the practical 
nature of the field. As a result, we studied ten different 
teaching methods and devised an approach for each method to 
shift it from face-to-face delivery to either blended hybrid or 
fully online teaching. We will present and discuss our findings 
in future work. 
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APPENDIX A 

TABLE AI. LIST OF LEARNED SKILLS BY PARTICIPANTS 

1 Creating a welcome page to students in the LMS 

2 Creating a course description page 

3 Creating a course tour guide inside the course page in the LMS 

4 Creating a forum for knowing each other‟s activity 

5 Filling out the details of the course description in the LMS 

6 Filling out lecturer's information who is delivering the course 

7 Filling out academic calendar and course tasks' calendar 

8 Filling out course references and materials 

9 Filling out marks policy for the course 

10 Filling out communication policy page 

11 Filling out cyber security policies and requirements requested by cyber security department 

12 Splitting the course in the LMS into chapters/units 

13 Each chapter/unit must have a number of measurable learning objectives 

14 Each chapter/unit has a learning road map 

15 For each course content added, it is linked with a chapter/unit objective 

16 There is a variety of content in each chapter/unit 

17 There is a learning activity in each learning chapter/unit 

18 There is a clear objective for each learning activity 

19 There is a variety of activities throughout the course chapters/units 

20 There is a clear description for each added activity 

21 For each activity, there is a clear criteria for assessment 

22 There is an assignment in each chapter/unit 

23 There is at least one online exam in the course 

24 For each online exam or assignment there must be specified objective(s) 

25 Exams and assignment are linked to course objectives 

26 There is a variety of exams and assignments throughout the course 

27 There is a clear description for each assignment or exams included 

28 For each exam or assignment there must be a clear criteria for assessment 

29 There is a weekly announcement shared with students through LMS 

30 Announcements are used to communicate the details and updates about the course 

31 Different channels are used to communicate with students such as LMS and emails 

32 Discussions in the discussion forums are closely monitored 

33 Students‟ questions in the discussion forums are answered in acceptable range of time (24hrs max) 

34 Questions and assumptions and examples are used in discussion forums 

35 Positive and negative responses from students in the discussion forums are monitored 

36 Students are encouraged to reply to their classmates' questions in the discussion forums 

37 Responses and discussions in the discussion forums are summarized 

38 Providing online classes through the LMS to students 

39 Allowing students to communicate through online classes that are created for them 

40 Recording online classes that are being delivered through LMS and making them available to students 

41 Ensuring that an effective eLearning environment is maintained throughout the semester 

42 Monitoring students‟ attendance and participation 

43 Sending regular notifications to students through LMS and emails 

44 Using plagiarism checker tool provided in the LMS 

45 Collecting students feedback about the developed and delivered course 

46 Studying students' feedback about designed and delivered course 
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APPENDIX B 

TABLE BI. STUDENTS‟ ATTITUDES ABOUT ELEARNING EXPERIENCE THROUGH DESIGNED AND DELIVERED COURSES 

1 I always follow course announcements and notifications through LMS 

2 I know about the course description through LMS 

3 I know about assessment methods and policies through LMS 

4 I get to know the course lecturer through LMS 

5 I know required activities and assignments in advance and submit them through LMS 

6 I know my grades from the LMS 

7 I found extra materials provided in the LMS very useful 

8 I can discuss with my lecturer about any topic in the course through LMS 

9 I can share documents with my classmates through LMS 

10 I found email service through the LMS very useful 

11 I can express my opinion about the course and the lecturer through questionnaires made available through LMS 

12 I attend some online lectures in a synchronous mode through the LMS 

13 I do online exams through the LMS 

14 I struggle sometimes to access LMS due to poor Internet connectivity 

15 There are no designated areas or labs to use LMS inside campuses 

16 My ICT competencies are not good enough to use the LMS and its tools 

17 Trainings to use LMS and its tools for students are rarely provided 

18 There is shortage in the awareness about the usefulness of LMS and its tools 

19 There is shortage in providing technical support to students when needed 

20 It is difficult to use and deal with the LMS and its tools 

21 I believe that the LMS is not sufficient enough in terms of its capabilities 

22 Instructors are not prepared or good enough to use the LMS 

23 Delivered materials through the LMS are with low quality 

24 I believe that learning through LMS makes the learning process much easier 

25 I do not want to attend training courses that show me how to use the LMS effectively 

26 I enjoyed learning my courses through the LMS 

27 Discussions with my classmates through the LMS are less effective and less valuable 

28 I can express myself freely through the activities conducted through the LMS 

29 Learning through the LMS motivates me to learn more 

30 I prefer to use and access learning content provided through the LMS than any other options 

31 I am able to lean whenever and wherever I want once the learning content is made available through the LMS 

32 Learning through the LMS reduces the interaction between students and lecturers inside classrooms 

33 I will recommend to my classmates to study courses that are provided through the LMS 

34 I believe that learning through LMS provides me with the opportunity to think critically and reach conclusions 

35 Courses that are provided through the LMS are more interesting than other traditionally delivered courses 

36 I believe that learning through LMS allows me to be more innovative 

37 I feel that learning through the LMS requires advanced skills that I do not have 

38 I believe that I will achieve great success if I continue studying all my courses through the LMS 

39 Learning through the LMS increases the social bonding with my classmates 

40 I am totally satisfied with my experience of learning some courses through the LMS 
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Abstract—In India, plant diseases pose a significant threat to 

food security, requiring precise detection and management 

protocols to minimize potential damage. Research introduces an 

innovative ensemble machine learning model for precise disease 

detection in tomato, potato, and bell pepper crops. Utilizing 

transfer learning, pre-trained models such as MobileNet and 

Inception are fine-tuned on a dataset of over 10,403 images of 

diseased and healthy plant leaves. The models are combined into 

a diverse ensemble, enhancing the precision and robustness of 

disease detection. The proposed ensemble models achieve an 

impressive accuracy rate of 98.95%, demonstrating their 

superiority over individual models in reducing misclassification 

and false positives. This advancement in plant disease detection 

provides valuable support to farmers and agricultural experts by 

enabling early disease identification and intervention. 
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I. INTRODUCTION 

In recent years, machine learning techniques have 
demonstrated significant potential in the field of plant disease 
detection [1]. This study introduces an innovative ensemble 
model that surpasses traditional approaches. This novel 
ensemble model combines several pre-trained models, 
including MobileNet, Inception, and ResNet, using a 
comprehensive dataset [2]. The primary objective of the model 
is to enhance the accuracy and resilience of conventional 
disease detection methods. This paper offers a thorough 
examination of the proposed model, elucidating its intricacies, 
and presents experimental results demonstrating its 
effectiveness in detecting plant diseases in tomato, bell pepper, 
and potato crops. In India, tomato, potato, and bell pepper are 
vital crops that make substantial contributions to the country's 
agricultural economy. However, these crops are vulnerable to 
various diseases that pose a significant threat to their yield. 
Notable tomato diseases in India include Spider mites, 
specifically the Two-spotted spider mite, Tomato mosaic virus, 
Target spot, Septoria leaf spot, Tomato Yellow Leaf Curl 
Virus, Late blight, Leaf Mold, Early blight, and Bacterial spot 
[3]. In contrast, potato crops are susceptible to fungal diseases 
like Early blight and Late blight, while bell pepper crops face 
the threat of bacterial spot disease. These collective diseases 
lead to substantial decreases in crop yield and quality, resulting 

in economic hardships for farmers [4]. The Deep Stacking 
ensemble technique, as depicted in Fig. 1, involves training a 
set of base models and using their predictions as input for a 
higher-level advanced model. This advanced model, positioned 
at a higher level, is trained to merge the predictions derived 
from the base models, resulting in a final prediction. This 
approach has demonstrated its ability to enhance the accuracy 
and resilience of models. Nevertheless, the proposed ensemble 
model surpasses both of these methodologies in terms of 
accuracy. 

Plant diseases pose a significant menace to global 
agricultural output and food security. The precise and early 
detection of plant diseases is of paramount importance for 
effective disease management and the mitigation of crop 
losses. This research paper introduces a comprehensive 
methodology for detecting diseases in three pivotal plant 
species: potato, tomato, and bell pepper. These crops play vital 
roles in global food production but are susceptible to a wide 
range of diseases that can significantly impact yield and 
quality. The proposed model leverages ensemble learning, deep 
stacking, and transfer learning, employing well-established 
convolutional neural network architectures, including 
MobileNe_v2, ResNet_v2, and Inception_v3 models. 
Ensemble learning enables the combination of multiple 
models, harnessing their diverse capabilities to enhance overall 
detection accuracy and robustness [5]. Deep stacking allows 
the capture of intricate interactions among the predictions of 
different models, thereby improving disease classification 
performance. Transfer learning plays a crucial role in the 
methodology. By leveraging pre-trained models trained on 
extensive image datasets like ImageNet, Proposed model can 
utilize their learned features and representations, which are 
transferable to various visual recognition tasks. Fine-tuning 
these models on plant disease dataset enables us to adapt their 
knowledge specifically to the challenges of disease detection in 
potato, tomato, and bell pepper plants. The objective of the 
model is to develop an automated and accurate disease 
detection system tailored to these specific plant species by 
harnessing the power of machine learning techniques, 
particularly ensemble learning and deep stacking. The 
significance of this work lies in its potential to elevate disease 
management practices within agriculture. By enabling early 
disease detection, farmers and agricultural experts can swiftly 
implement precise treatments and crop protection strategies, 
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thereby minimizing the adverse effects of diseases on both crop 
yield and quality. 

Within this research paper, an elaborate exposition of the 
employed methodology is provided, encompassing the 
application of ensemble learning and deep stacking techniques 
using transfer learning models like MobileNet_v2, ResNet_v2, 
and Inception_v3. The assessment of performance is discussed, 
exploring practical implications of the proposed model's 
disease detection system in real-world agricultural contexts, 
and shedding light on prospective avenues for future research 
to enhance the system. Ultimately, this research aims to 
contribute to the advancement of automated disease detection 
systems in agriculture, with a specific focus on potato, tomato, 
and bell pepper plants. By harnessing the power of ensemble 
learning, deep stacking, and transfer learning, the aim is to 
improve disease management practices, increase crop 
productivity, and ensure food security in the face of plant 
diseases. 

 

Fig. 1. Block diagram of ensemble learning model. 

II. RELATED WORK 

First, Tulshan et al. [1], the authors presented a study on the 
detection of various plant leaf diseases. They focused on 
detecting diseases such as Early Blight, Mosaic Virus, Down 
Mildew, White Fly, and Leaf Miner. The authors achieved a 
high accuracy of 98.56% with their proposed K-Nearest 
Neighbors (KNN) model. This model was trained on a dataset 
consisting of 75 images. Furthermore, they compared the 
performance of their KNN model with a basic Support Vector 
Machine (SVM) model, which was trained on a larger dataset 
of 150 images. The SVM model achieved an accuracy of 
97.6%.This research highlights the effectiveness of the KNN 
model in accurately detecting plant leaf diseases with a 
relatively smaller training dataset, outperforming the SVM 
model trained on a larger dataset. Ramesh et al. [6], the authors 
addressed the issue of detecting and classifying Rice Blast 
disease. Their approach utilized an Artificial Neural Network 
(ANN) algorithm. The training phase of their model achieved 
an accuracy of 99%, while the testing phase yielded a 
respectable accuracy of 90%.The authors gathered a dataset 
consisting of 300 images. These images were subjected to 
preprocessing steps, which involved conversion to the HSV 
color space and subsequent K-means clustering. It's worth 
noting that the dataset used in this research was their own, 
emphasizing the unique contribution of their work in the 
context of Rice Blast disease detection and classification. Lee 
et al. [7], conducted research on disease detection in potato 

leaves, specifically targeting Potato Early Blight and Late 
Blight. They employed Convolutional Neural Networks (CNN) 
as their chosen algorithm, achieving an impressive accuracy 
rate of 99.09% in their experiments. The authors collected and 
utilized a dataset comprising 2150 images for their research. 
Furthermore, they conducted a comparative analysis by 
evaluating CNN against other machine learning algorithms 
such as Artificial Neural Networks (ANN), Backpropagation 
Neural Networks (BPNN), K-Nearest Neighbors (KNN), 
Support Vector Machines (SVM), among others. The results, 
presented in a table, demonstrated that the CNN model 
outperformed all other algorithms, yielding the highest 
accuracy of 99.09%.This survey provides valuable insights into 
the effectiveness of CNN in the detection of Potato Early 
Blight and Late Blight diseases in potato leaves, showcasing its 
superiority over various alternative methods.Asifet.al. [8],the 
authors explored various Convolutional Neural Network 
(CNN) architectures, including AlexNet, VggNet, ResNet, 
LeNet, and a Sequential model, for the detection of diseases on 
potato leaves. The specific diseases targeted were early blight, 
late blight, and Septoria blight. Their research achieved an 
accuracy rate of 97.00% in disease detection. To support this, 
they used a dataset containing 3000 images and employed a 
basic CNN approach, which involved image processing 
techniques and data augmentation to enhance training. It's 
worth noting that the training process for this model was 
conducted manually, underscoring the meticulous effort and 
expertise invested in the research. This study provides valuable 
insights into the application of various CNN architectures for 
effective disease detection on potato leaves, showcasing a high 
level of accuracy in identifying these plant diseases. 
Tembhurne et al. [9], the authors conducted research on the 
detection of plant diseases, specifically focusing on early blight 
and late blight. Their study utilized two deep learning models, 
namely AlexNet and GoogLeNet, as image classifiers. They 
evaluated the performance of these models on five key 
parameters: Accuracy, Precision, Sensitivity, F1 score, and 
Specificity. To support their research, the authors employed a 
dataset containing 900 images. The experimental outcomes 
showcased a remarkable 98.52% accuracy in identifying 
various plant diseases. Notably, the research was carried out on 
Kaggle, a widely recognized platform for data science and 
machine learning competitions and collaborative projects. This 
investigation offers valuable perspectives on the efficacy of 
deep learning models such as AlexNet and GoogLeNet in the 
realm of plant disease detection, highlighting their high 
accuracy and the use of comprehensive evaluation metrics. 
Naveen kumar et al. [10], the authors focused on the 
classification of plant diseases, specifically targeting early 
blight and late blight. For their research, they employed the 
InceptionResNetV2 model, achieving a commendable accuracy 
rate of 95.30%. To support their findings, the authors 
conducted a comparative analysis with other deep learning 
architectures, including VGG (16 and 19), ResNet 50, and 
InceptionV3. Interestingly, their results revealed that 
InceptionResNetV2 outperformed these models, showcasing a 
superior accuracy rate of 95.3%.It's worth noting that the 
dataset used in this research was proprietary, emphasizing the 
unique contribution of their study in the field of plant leaf 
disease classification. This research underscores the 
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effectiveness of InceptionResNetV2 as a robust model for 
accurate and reliable plant disease classification. Kukreja et al. 
[11], the authors addressed the challenge of potato disease 
classification, specifically focusing on Potato Early Blight and 
Late Blight, their approach employed a simple CNN based 
deep learning model. Through their research, they achieved a 
notable accuracy rate of 94.77%. The authors not only 
discussed basic classification results but also provided insights 
into classification metrics such as F1 score and recall. This 
study was conducted using a dataset consisting of 900 images 
and were part of the Plant Village project, emphasizing its 
contribution to the broader field of plant disease classification. 
The research highlights the effectiveness of their CNN-based 
model in accurately classifying potato diseases, particularly 
Early Blight and Late Blight. Tiwari et al. [12], the authors 
tackled the challenge of detecting potato leaf diseases, 
specifically focusing on Potato Early Blight and Late Blight. 
Their research introduced a novel approach by proposing a 
VGG19-based model. This model utilized VGG19 as a feature 
extractor, building upon the CNN architecture. In their 
experiments, the authors compared the performance of their 
VGG19-based model with VGG16 and Inception models. The 
dataset used for their study consisted of 2152 images, and their 
approach yielded an impressive accuracy rate of 97.80%. This 
research was conducted as part of the Plant Village project, 
emphasizing its contribution to the field of plant disease 
detection. The study underscores the effectiveness of their 
VGG19-based model in accurately detecting Potato Early 
Blight and Late Blight in potato leaves. Sinshaw et al. [13], the 
authors addressed the task of detecting Potato Late Blight 
disease. They employed three pre-trained CNN models, namely 
VGG16, VGG19, and InceptionV3, to explore the potential of 
transfer learning and data augmentation in disease detection. 
The results of their experiments demonstrated varying levels of 
accuracy among the three models. InceptionV3 emerged as the 
top-performing model, achieving an accuracy rate of 94.11%. 
In comparison, VGG16 achieved an accuracy of 93.2%, and 
VGG19 achieved 92.9%. These findings indicated that 
InceptionV3 outperformed VGG16 and VGG19 in detecting 
Potato Late Blight disease. The authors conducted their 
research using a dataset comprising 430 images, and it's 
noteworthy that the dataset was developed in-house, 
emphasizing the unique contribution of their study. This 
research highlights the effectiveness of transfer learning and 
data augmentation techniques, particularly when applied to the 
InceptionV3 model, in accurately detecting Potato Late Blight 
disease. Lakshmanarao et al. [14], the authors focused on 
predicting and classifying plant diseases, particularly within 15 
classes encompassing Tomato, Pepper, and Potato. Their 
research employed ConvNets as the primary methodology. The 
study produced impressive accuracy rates for disease 
prediction and classification, with a notable 95% accuracy for 
Tomato, 98.5% for Bell Pepper, and 98.3% for Potato. To 
support their findings, the authors worked with a substantial 
dataset comprising 20,638 images. This research was 
conducted as part of the Plant Village project, underlining its 
valuable contribution to the field of plant disease prediction 
and classification. The study emphasizes the effectiveness of 
ConvNets in achieving accurate disease identification within 
the Tomato, Pepper, and Potato plant categories. Karthik et. al. 

[15], the authors focused on predicting diseases in Tomato and 
Potato plants and their potential health benefits. Their research 
utilized a basic CNN approach, involving feature extraction 
and CNN model generation. This approach yielded a high 
accuracy rate of 98% in disease prediction for Tomato and 
Potato plants. The study was conducted as part of the Plant 
Village project, emphasizing its contribution to the field of 
plant disease prediction and its potential impact on the health 
benefits associated with these plants. The research underscores 
the effectiveness of their CNN-based deep learning techniques 
in accurately predicting diseases in Tomato and Potato plants. 

Crop sustainability and food security pose pressing 
challenges in agricultural development. The early detection of 
plant diseases holds paramount importance in addressing these 
challenges. This study focuses on three crucial plant species: 
potato, tomato, and bell pepper, which are integral components 
of the global diet. It addresses the detection of seven different 
types of diseases. Plant diseases have garnered increasing 
attention in recent years, posing a significant threat to food 
security in India and around the world. Detecting these 
diseases demands expertise, time, and substantial human effort, 
as it requires proficiency in disease identification. Early disease 
detection is critical for minimizing damage and increasing crop 
yields, with far-reaching implications for the global economy. 
To tackle this issue, a novel ensemble model for plant disease 
detection is proposed in this research. This model leverages the 
capabilities of MobileNet, Inception, and ResNet models, 
which have been pre-trained on extensive image datasets, 
making them ideal for feature extraction in the proposed 
framework. 

In this research, ensemble learning technique for vegetable 
leaves disease detection is implemented in the Google Colab 
environment, which utilizes GPU and TPU. The dataset 
comprises 10,403 images collected from primary sources and 
PlantVillage. Diverse image pre-processing methods, 
encompassing techniques like augmentation, Canny edge 
detection, noise reduction, and others, are utilized to extract 
distinctive features from images of plant leaves. Furthermore, 
implement transfer learning algorithm and then design 
Ensemble learning Algorithm. Their performance on various 
evaluation metrics, such as accuracy, f1-score, recall, and 
precision, is compared. These results are then compared with 
those obtained from the proposed ensemble model. 

While the studies discussed have made significant 
contributions to plant disease detection, they also exhibit 
certain limitations that make them less suitable for our 
problem. For instance, the models proposed by Tulshan et al. 
[1], Ramesh et al. [6], and Lee et al. [7] were trained on 
relatively small datasets, which may limit their generalize 
ability to larger, more diverse datasets. The models used by 
Asif et al. [8] and Sinshaw et al. [13] demonstrated varying 
levels of accuracy, indicating a lack of consistency in their 
performance. Furthermore, the models employed by 
Naveenkumar et al. [10] and Kukreja et al. [11] were trained on 
proprietary datasets, which may limit the reproducibility of 
their results. Our proposed ensemble machine learning model 
addresses these limitations by leveraging the strengths of 
multiple pre-trained models and fine-tuning them on our 
extensive dataset. This approach enhances the precision and 
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robustness of disease detection, making it more suitable for the 
problem at hand. 

III. PROPOSED MODEL 

The proposed model for this research is an ensemble 
machine learning model that integrates three deep neural 
network models: MobileNet, Inception, and ResNet. The 
choice of these models is motivated by their proven 
effectiveness in image classification tasks, their ability to 
handle large datasets, and their robustness to variations in 
disease presentation. By leveraging transfer learning, these pre-
trained models are fine-tuned on our extensive dataset of 
diseased and healthy plant leaves, allowing them to capture 
intricate patterns and features specific to each disease. The 
ensemble approach strategically combines the strengths of 
individual models, enhancing the precision and robustness of 
disease detection. This methodology represents a significant 
advancement in the field of plant disease detection, providing 
valuable support to farmers and agricultural experts by 
enabling early disease identification and intervention. 

A. Proposed Algorithm 

Step 1: First load the acquired data using the imread() 
method present in CV2: 

Step 2: Segment the data into training and testing Sets: 
from tensorflow.keras.preprocessing.image import 
ImageDataGenerator 

train_datagen = ImageDataGenerator 
(rescale=1/255,shear_range=0.2, zoom_range=0.2, 

horizontal_flip=True, validation_split=0.1) 

Step 3: Normalize the data to remove anomalies 

Step 4: Perform data augmentation to make the model 
robust: 

To perform edge detection: cv2.Canny(img, 100, 200) 

To flip the image: cv2.flip(img, 0) 

To blur the image: cv2.blur(img, (20, 20)) 

For convolution   kernel = np.ones((7, 7), np.float3 

conv = cv2.filter2D(img, -1, kernel) 

Step 5: Implement Transfer learning, with models like 
MobileNet, Inception, ResNet 

feature_extractor_model="https://tfhub.dev/google/imagen
et/inception_v3/classification/5"pretrained_model_without_top
_layer=hub.KerasLayer(feature_extractor_model,input_shape=
(224, 224, 3), trainable=False) 

similarly, used mobile net and ResNet models 

Step 6: During this process evaluate all the models 
separately, using a confusion matrix, and compared their 
results using the respective recall, precision, and f1-scores. 

Step 7: Combine the power of all the transfer learning 
models by using the ensemble learning technique used a deep 
stack library to combine the above models. Next, two 
classifiers, namely Random Forest Classifier and Extra Trees 

Classifier, are specified as estimators for the second-level 
meta-learner. The meta-learner is the model responsible for 
amalgamating the predictions generated by the base models. It 
accepts the outputs or predictions from these base models as 
inputs and adapts its learning based on them how to best 
combine them to produce an improved prediction or decision 
and this is done using random forest. 

Step 8: The evaluation measures to proposed model to 
compare it with the above models. 

B. Data Collection 

The foundation of the suggested plant disease detection 
model primarily relied on a dataset containing ten distinct 
classes. This dataset was derived from both Plant Village and a 
primary source. To facilitate for both the training and testing 
phases of the proposed model, a dataset was divided, allocating 
80% for training and 20% for testing. 

A thorough depiction of the dataset employed in this study 
is available in Table I. 

TABLE I.  DETAILS OF DATA SET USED FOR PROPOSED MODEL TRAIN 

AND TEST PURPOSE 

S. No. Crop Name Disease 

Test 

Image 

Data Set 

Train 

Image Data 

Set 

1 Pepper bell 
Pepper bell 

Bacterial Spot 
201 697 

2 Pepper bell 
Pepper bell 

Healthy 
297 1034 

3 Potato 
Potato Late 

Blight 
60 300 

4 Potato Potato Healthy 31 106 

5 Potato 
Potato Early 
Blight 

60 300 

6 Tomato 
Tomato Spider 

Mites 
336 1173 

7 Tomato 
Tomato 
Bacterial Spot 

437 1488 

8 Tomato 
Tomato Leaf 

Mold 
191 666 

9 Tomato 
Tomato 
Septoria Leaf 

Spot 

355 1239 

10 Tomato 
Tomato 
Healthy 

319 1113 

C. Pre-Processing 

Data preprocessing is a pivotal phase in machine learning 
that readies raw data for analysis and model training. It 
heightens the quality and dependability of machine learning 
models by eliminating noise, rectifying errors, and converting 
data into a format that aligns with the model's requirements. In 
the context of colored images, data preprocessing is even more 
important due to the complex nature of image data. 

 Noise removal: Colored images frequently exhibit 
noise, which can pose challenges for machine learning 
models in extracting features and achieving precise 
predictions. Data preprocessing techniques such as 
Gaussian blurring and median filtering can be used to 
remove noise from images, improving the performance 
of machine learning models. 
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 Color space conversion involves representing colored 
images in various color spaces, such as RGB, HSV, and 
YCbCr. Different color spaces have different properties, 
and some color spaces may be better suited for a 
particular machine-learning task than others. Data 
preprocessing techniques can be used to convert images 
from one color space to another, making it easier for 
machine learning models to learn from the data. 

 Image resizing: Machine learning models often require 
images to be a certain size. Data preprocessing 
techniques can be used to resize images to the correct 
size, improving the performance of the model. 

D. Data Normalization 

Effective data normalization is a pivotal step in data 
preprocessing, significantly improving the accuracy of models 
for crops image disease detection. This involves both scaling 
and standardizing the input data. For three-channel (RGB) 
images, as depicted in Fig. 2, the usual procedure entails 
calculating mean values for the RGB (Red, Green, and Blue) 
channels across the entire image dataset, often utilizing list 
comprehension. Notably, the red channel values demonstrate 
concentration towards lower values and a slight positive skew. 
Conversely, the green channel values appear more evenly 
distributed, featuring a prominent peak around 135, indicating 
a higher prevalence of green in these images. Lastly, the blue 
channel values exhibit the highest level of uniformity with 
minimal skew, but they display notable variation among 
images. 

 

Fig. 2. RGB (Red, Green, and Blue) channels of leaves image. 

E. Image Processing 

1) First, resize all the images to 224x224 pixels: Using 

cv2.resize() and creating numpy arrays, these numpy arrays 

can be employed for exploratory data analysis. When working 

with three-channel (red, blue, green) images in a dataset, data 

normalization becomes a crucial step in data pre-processing. 

To avoid potential issues with unnormalized data, 

normalization should be performed for each channel 

separatelyas depicted in Fig. 3. This approach reduces the 

impact of outliers or extreme values in the data, thereby 

enhancing the overall model performance. 

2) Canny Edge Detection as shown in Fig. 4 is a 

prominent tool in image pre-processing that helps define the 

boundary of objects in an image. This efficient technique 

reduces noise in an image by allowing us to focus on the 

objects inside the specified boundary [16]. 

 
Fig. 3. RGB (Red, Green and Blue) distribution channel value. 

 
Fig. 4. Canny edge detection image. 

3) Further transformations are applied, such as flippingas 

shown in Fig. 5, which involves reversing the rows and 

columns to achieve horizontal and vertical flipping. [16].  

Image=     

Horizontal flip:    →           

Vertical flip:    →           

Although flipping maintains the same structure and 
features, a more diverse dataset can be created using this 
augmentation. 

4) Convolution is another augmentation technique that 

performs a basic mathematical operation, in this a 2-D matrix 

window(kernel) moves across the length and breadth of the 

images shown in Fig. 6. It can be called a sunshine effect; this 

helps in building a robust and accurate model. 

 
Fig. 5. Flip image. 
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Fig. 6. Convolved image. 

F. Proposed Ensemble Model 

To create a deep ensemble model using the Dirichlet 
Ensemble class from the deep stack library, the process begins 
with the importation of the Keras Member class from deep 
stack library’s base module. This class is instrumental in 
creating ensemble members from Keras models. Subsequently, 
three members are generated for the ensemble, with each one 
aligned to a fine-tuned pre-trained model. Each member is 
equipped with its corresponding pre-trained model, and data 
generators are customized for both the training and validation 
datasets. This methodology simplifies the generation of 
ensemble members trained on identical data, sharing a common 
architecture while having distinct initial weights. Following the 
successful creation of these ensemble members, the Dirichlet 
Ensemble class is then employed to establish and train the 
ensemble model using the train() method. 

To accomplish this task, the necessary modules for 
constructing a stacked ensemble model are imported. These 
include the StackEnsemble class from the deep stack library 
and the ensemble module from scikit-learn, which houses the 
base learners and the stacking classifier. 

Specifically, import the following: 

 sklearn: The scikit-learn module. 

 StackEnsemble: The StackEnsemble class from 
the deep stack library for creating the stacked 
ensemble model. 

 RandomForestClassifier: A base estimator from 
the sci-kit-learn ensemble module. 

 ExtraTreesClassifier: Another base estimator from 
the sci-kit-learn ensemble module. 

 StackingClassifier: A meta-estimator from the sci-
kit-learn ensemble module for stacking the base 
learners. 

 LogisticRegression: A logistic regression classifier 
for the meta-learner in the stacking classifier. 

The mentioned modules and classes can be employed to 
construct a stacked ensemble model, which consolidates 
predictions from multiple base learners through a meta-learner. 
The base estimators encompass a diverse range of machine 
learning algorithms, including decision trees, support vector 
machines, and neural networks. In the realm of deep stacking, 
the base learners frequently consist of deep neural networks 
trained on the same dataset with varied architectures or hyper 
parameters. 

As illustrated in Fig. 7, the meta-learner serves as a 
dedicated machine learning algorithm, aiming to learn the 
optimal combination of predictions from base learners to 
enhance overall model performance. In the context of deep 
stacking, the meta-learner often takes the form of a simple 
linear model, such as logistic regression or a neural network. 
This meta-learner is fed with predictions from the base learners 
as input and gains the ability to assign weights, ultimately 
producing the final prediction. 

In the final stage of our ensemble model, a weighted 
average approach is employed. This approach assigns different 
weights to the predictions made by each base learner in the 
ensemble. The weights are determined by the meta-learner 
based on the performance of each base learner during training. 
This means that predictions from more accurate base learners 
are given more importance in the final prediction. The use of a 
weighted average ensures that our ensemble model leverages 
the strengths of each individual model, leading to a more 
robust and accurate prediction. 

 

Fig. 7. Proposed model  layer weighting average. 
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G. Proposed Model Training 

All the member models are being compiled using the 
compile() function takes several arguments: 

 Optimizer: specifies the optimizer algorithm used 
during training. 

 Loss:designates the loss function employed during 
training, which quantifies the disparity between 
predicted and actual outcomes. 

 Metrics: specifies the evaluation metric(s) that will 
be used to measure the model's performance 
during training. 

All the member models are being fitted using the fit() 
function: 

 Train generator refers to the input data generator 
responsible for producing batches of training data 

 The batch size defines the quantity of samples 
utilized per gradient update throughout training, 
which has been set to 32. 

 Validation data is the input data generator that 
generates batches of validation data.  

 Validation steps specify the number of validation 
steps to evaluate the model after each epoch, 
which is 2 

 Verbose is a flag that controls the level of logging 
during training. A value of 1 means that progress 
will be displayed during training. 

 The model is trained using 10 epochs. 

IV. RESULTS AND DISCUSSIONS 

A. Model Training and Evaluation 

To access the efficacy of the proposed disease detection 
model in comparison to established counterparts, an evaluation 
was undertaken on a comprehensive dataset featuring images 
of diseased plants. This dataset encompassed ten distinct 
diseases across three plant species: potato, tomato, and bell 
pepper. The consistent outcomes of these experiments 
underscore the superior performance of the suggested model in 
disease detection accuracy when contrasted with other existing 
models. In direct comparison to individual transfer learning 
models, the ensemble approach coupled with deep stacking 
techniques exhibited remarkable performance, achieving 
higher precision, recall, and F1 scores. This heightened 
accuracy can be attributed to the synergistic effect of ensemble 
learning and deep stacking, enabling the model to capture and 
leverage diverse patterns and features associated with diseases 
in the targeted plants. Moreover, the proposed model 
showcased enhanced robustness, resulting in a diminished risk 
of misclassification and false positives when compared to other 
models. The effectiveness of the proposed model in early 
disease identification underscores its potential for real-world 
applications in supporting farmers and agricultural experts. By 
facilitating timely interventions and early-stage disease 
management, the proposed model has the capacity to contribute 

significantly to improved crop yields, minimized losses, and 
enhanced food security. 

1) MobileNet: Based on Fig. 8, which illustrates Accuracy 

vs Epoch, it can be inferred that the model performs admirably 

shortly after 10 epochs. Notably, the accuracy of both 

Training and Validation sets exhibits minimal disparity, 

indicating robust model performance. The peak training 

accuracy stands at 97.4%, while the validation accuracy 

reaches 96.4%. 

Fig. 9 provides insight into loss vs epochs. In this graph, 
both the training and validation losses undergo a sharp 
decrease after 10 epochs. The minimum loss values are 
achieved, with Training at 7.0% and Validation at 9.0%. 

 

Fig. 8. Accuracy graph of mobilenet model. 

 

Fig. 9. Loss vs. Epochs mobilenet. 

2) Inception: The accuracy vs epochs graph in Fig. 10 the 

peak training accuracy: 91.03% and validation:90.2% 

accuracy, with a high jump in accuracy just after 10 epochs 

loss vs epochs which are shown in Fig. 11 the rapid fall in the 

losses of training and validation data and with the having 

losses of 25% and 28% for training and validation 

respectively. 

 
Fig. 10. Accuracy graph of inception model. 
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Fig. 11. Loss vs. Epochs of inception model. 

3) ResNet: In Fig. 12, the accuracy vs. epochs plot reveals 

that within the first 2 epochs, there is a substantial increase in 

accuracy, ultimately reaching 94.66% for training and 94.05% 

for validation by the 10th epoch. 

Fig. 13 displays the losses vs. epochs plot, where it is 
evident that low losses are achieved after 10 epochs for both 
Training and Validation. Specifically, Training records a 
15.2% loss, while Validation exhibits a 15.3% loss after 10 
epochs. 

 
Fig. 12. Accuracy graph of resnet model. 

 

Fig. 13. Resnet Loss vs. Epoch graph of resnet model. 

4) Proposed model: In Fig. 14, the accuracy vs. epochs 

plot illustrates that after 10 epochs, there is a significant 

increase in accuracy. By the 10th epoch, the accuracy reaches 

94.66% for training and 94.05% for validation. 

Fig. 15 depicts the plot of losses vs. epochs. As observed, 
low losses are achieved after 10 epochs for both Training and 
Validation. Specifically, Training records a 15.2% loss, while 
Validation exhibits a 15.3% loss after 10 epochs. 

 

Fig. 14. Accuracy graph of proposed  model. 

 
Fig. 15. Loss vs. Epoch graph of proposed model. 

B. Performance Analysis 

The experiments were carried out using the Keras 
framework and Tensor Flow-GPU on Google Colab. To gauge 
the effectiveness of the proposed methodology, various 
metrics, including accuracy, precision, F-score, recall, and loss, 
were employed. 

Accuracy, encompassing both positive and negative 
classes, was computed to provide insights into the model's 
proficiency in categorizing images accurately. Precision, recall, 
and F-score were utilized to offer additional insights into the 
model's capacity to accurately predict both positive and 
negative classes. 

1) CNN confusion matrix: In Fig. 16 the confusion matrix 

there are few classes which have been mispredicted 

significantly, such as Tomato Spider mites has been predicted 

Tomato healthy 58 times, therefore impacting the accuracy 

and precision also there is some mispredictions between the 

species since pepper bell bacterial spot has been predicted as 

Tomato Spider mites 16 times and rest there were some 

misclassifications between the tomato species. The weighted 

average f1 score was 0.9. 

 

Fig. 16. Confusion matrix representation of the CNN model. 
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2) Confusion Matrix MobileNet: In Fig. 17 the confusion 

matrix there are a few classes that have been miss predicted 

slightly, such as Tomato Septoria Leaf has been predicted 

Tomato Bacterial Spot 17 times, and pepper bell healthy has 

been predicted as pepper bell bacterial spot 12 times and rest 

of misclassifications were less than four times. Therefore, the 

mispredictions were significantly less than the CNN model 

indicating higher accuracy and hence its weighted average f1 

score was 0.96. 

 
Fig. 17. Confusion matrix representation of the mobilenet model. 

3) Confusion matrix inception model: Inception Models in 

Fig. 18 the confusion matrix some high misclassifications in 

Tomato Septoria and Tomato Spider mite classes with 

misclassifications ranging from 3-54 times. And from the 

above model’s confusion matrix it can be inferred that these 

two classes are most difficult to predict. The inception model 

has been predicting other classes accurately like the mobile 

net model but these two classes namely Tomato Septoria and 

Tomato Spider mite where mispredicted significantly thereby 

impacting the models weighted average f1 score which comes 

out to be 0.9. 

 

Fig. 18. Confusion matrix representation of the inception model. 

4) Confusion matrix resnet model: In Fig. 19 confusion 

matrix shows some high misclassifications in Tomato 

Bacterial Spot and Tomato Leaf mold classes, which is 

different from the above models as they have been 

misclassifying some other classes and have been classifying 

these classes correctly. But the rest of the classes are correctly 

predicted and the mispredictions are less than equal to four 

times. Therefore, the weighted F1 score is 0.94 of the 

inception models. 

 
Fig. 19. Confusion matrix representation of the resnet model. 

5) Confusion matrix proposed ensemble model: In Fig. 20 

the proposed ensemble Model’s confusion matrix showed 

much fewer misclassification than any of the above models. 

Only two classes Tomato Bacterial spot and Tomato Leaf 

Mold were wrongly predicted into some other tomato diseased 

classes and that too only 15 and 12 times respectively, 

However, apart from these instances, the majority of 

mispredictions were limited to two or fewer, underscoring the 

proposed model's superior performance in comparison to the 

aforementioned models across nearly all classes. The weight 

average F1 score, precision and recall are 0.97 greater than all 

the above models, showing its state-of-the-art performance. 

 
Fig. 20. Confusion matrix representation of the proposed ensemble model. 

C. Comparative Analysis of Various Machine Learning 

Models with Proposed Model 

Table II displays the outcomes derived from various 
models, each utilizing 10,403 images and undergoing 10 
epochs for both training and validation. The results suggest that 
the Stack Ensemble model outperforms other models in terms 
of accuracy. Fig. 21. Show Comparative analysis of Obtained 
Results from the MobileNet, Inception, ResNet Models with 
Proposed Ensemble Model and Fig. 21 shows comparative 
analysis of proposed work with related Model. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 1, 2024 

593 | P a g e  

www.ijacsa.thesai.org 

TABLE II.  OBTAINED RESULTS FROM THE DIFFERENT TECHNIQUES 

Model 
Images 

set 

Classes of 

disease 
Epoch 

Validation 

Accuracy 

CNN 10,403 10 10 90.05% 

MobileNet 10,403 10 10 95.90% 

Inception 10,403 10 10 89.91% 

ResNet 10,403 10 10 93.80% 

Stack Ensemble 10,403 10 10 97.86% 

Dirichlet Ensemble 10,403 10 10 97.80% 

Proposed Model 10,403 10 10 98.95% 

 
Fig. 21. Comparative analysis of obtained results from the different machine 

learning models with the proposed model. 

V. CONCLUSION 

The timely and precise detection and diagnosis of plant 
health issues play a pivotal role in ensuring global food 
production. This study offers a comprehensive evaluation of a 
plant health assessment system specifically designed for 
potato, tomato, and bell pepper plants. Through extensive 
experimentation and comparative analysis against existing 
models, the study emphasizes the exceptional performance of 
the proposed model in accurately identifying and categorizing 
plant health issues. The model has undergone training on a 
dataset containing 10,403 images. By adopting a combined 
approach that incorporates ensemble learning and deep 
stacking techniques, the model consistently outperforms 
individual transfer learning models. The model attains an 
outstanding accuracy rate of 98.95% in accurately identifying 
plant diseases. This notable enhancement can be credited to the 
synergistic collaboration of ensemble learning and deep 
stacking, enabling the model to discern and capitalize on 
diverse patterns and features linked to plant health issues in the 
specific crops. Additionally, the proposed model showcases 
improved reliability by reducing the risks of misclassification 
and false positives when compared to alternative models. This 
increased reliability holds particular significance in real-world 
applications, where the accurate and timely recognition of plant 
diseases is of paramount importance for farmers and 
agricultural specialists. The efficacy showcased by the 
proposed model in promptly identifying diseases underscores 
its potential to offer practical solutions for farmers. By 
enabling timely interventions and the management of diseases 
in their early stages, the model has the capacity to significantly 
enhance crop yields, mitigate losses, and contribute to overall 

food security. This research underscores the substantial 
benefits of the proposed plant health assessment model and 
highlights its potential for real-world implementation. The 
integration of advanced techniques, improved accuracy, and 
enhanced reliability positions the model as a valuable tool in 
the field of agriculture, empowering farmers and experts to 
make well-informed decisions and effectively address plant 
health concerns. 

REFERENCES 

[1] A. S. Tulshan and n. Raul, “Plant leaf disease detection using machine 
learning”, IEEE 10th International Conference on Computing, 
Communication and Networking Technologies (ICCCNT), pp. 1-6, 
2019. 

[2] P. Jha, D. Dembla and W. Dubey, “Crop Disease Detection and 
Classification Using Deep Learning-Based Classifier Algorithm”, 
Emerging Trends in Expert Applications and Security. ICETEAS 2023. 
Springer Lecture Notes in Networks and Systems, vol 682, 2023. 

[3] S. Kumar, S. Singh and V. Singh, “Tomato And Potato Leaf Disease 
Prediction With Health Benefits Using Deep Learning Techniques”, 
IEEE 11th International Conference on Computing, Communication and 
Networking Technologies (ICCCNT), 2021. 

[4] Artzai Picon, Maximiliam Seitz, Aitor Alvarez-Gila, Patrick Mohnke, 
Amaia Ortiz-Barredo, JoneEchazarra, “Crop conditional convolutional 
neural networks for massive multi-crop plant disease classification over 
cell phone acquired images taken on real field conditions”, Sci Direct 
Comput Electron Agric 167, pp. 1–10, 2019. 

[5] P. Jha, D. Dembla, W. Dubey, "Comparative Analysis of Crop Diseases 
Detection Using Machine Learning Algorithm", IEEE 3rd International 
Conference on Artificial Intelligence and Smart Energy, 2023. 

[6] S. Ramesh and D. Vydeki, “Rice blast disease detection and 
classification using machine learning algorithm.”, IEEE 2018 8th 
International Conference on Computing, Communication and 
Networking Technologies (ICCCNT), 2018. 

[7] T. -Y. Lee, J. -Y. Yu, Y. -C. Chang and J. -M. Yang, "Health Detection 
for Potato Leaf with Convolutional Neural Network", IEEE 2020 Indo – 
Taiwan 2nd International Conference on Computing, Analytics and 
Networks (Indo-Taiwan ICAN), pp. 289-293, 2020. 

[8] M. K. R. Asif, M. A. Rahman and M. H. Hena, "CNN based Disease 
Detection Approach on Potato Leaves", IEEE 3rd International 
Conference on Intelligent Sustainable Systems (ICISS), pp. 428-432, 
2020. 

[9] Jitendra Tembhurne, Tarun Saxena, Tausif Diwan, "Identification of 
Plant Diseases Using Multi-Level Classification Deep Model", 
International Journal of Ambient Computing and Intelligence, Vol. 13, 
Issue. 1, pp. 1-21, 2022. 

[10] M. Naveenkumar, S. Srithar, B. Rajesh Kumar, S. Alagumuthukrishnan 
and P. Baskaran, "InceptionResNetV2 for Plant Leaf Disease 
Classification," 2021 Fifth International Conference on I-SMAC (IoT in 
Social, Mobile, Analytics and Cloud) (I-SMAC), pp. 1161-1167, 2021. 

[11] V. Kukreja, A. Baliyan, V. Salonki and R. K. Kaushal, "Potato Blight: 
Deep Learning Model for Binary and Multi-Classification," 2021 8th 
International Conference on Signal Processing and Integrated Networks 
(SPIN), pp. 967-672, 2021. 

[12] D. Tiwari, M. Ashish, N. Gangwar, A. Sharma, S. Patel and S. 
Bhardwaj, "Potato Leaf Diseases Detection Using Deep Learning," 2020 
4th International Conference on Intelligent Computing and Control 
Systems (ICICCS), pp. 461-466, 2020. 

[13] N. T. Sinshaw, B. G. Assefa and S. K. Mohapatra, "Transfer Learning 
and Data Augmentation Based CNN Model for Potato Late Blight 
Disease Detection," 2021 International Conference on Information and 
Communication Technology for Development for Africa (ICT4DA), pp. 
30-35, 2021. 

[14] A. Lakshmanarao, M. R. Babu and T. S. R. Kiran, "Plant Disease 
Prediction and classification using Deep Learning ConvNets," 2021 
International Conference on Artificial Intelligence and Machine Vision 
(AIMV), pp. 1-6, 2021. 

85.00%

90.00%

95.00%

100.00%

Proposed Model Model  Accuracy



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 1, 2024 

594 | P a g e  

www.ijacsa.thesai.org 

[15] K. Karthik, S. Rajaprakash, S. Nazeeb Ahmed, R. Perincheeri and C. R. 
Alexander, "Tomato And Potato Leaf Disease Prediction With Health 

Benefits Using Deep Learning Techniques," IEEE Fifth International 
Conference on I-SMAC (IoT in Social, Mobile, Analytics and Cloud) (I-
SMAC), pp. 1-3, 2021. 

[16] P. Jha, D. Dembla and W. Dubey, “Deep learning models for enhancing 
potato leaf disease prediction: Implementation of transfer learning based 
stacking ensemble model”, Multimed Tools Application , 2023. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 1, 2024 

595 | P a g e  

www.ijacsa.thesai.org 

Revolutionizing Software Project Development: A 

CNN-LSTM Hybrid Model for Effective Defect 

Prediction

Selvin Jose G
1
, Dr. J Charles

2 

Department of Computer Science, Noorul Islam Centre for Higher Education, Kumaracoil, Tamil Nadu, India
1 

Department of Software Engineering, Noorul Islam Centre for Higher Education, Kumaracoil, Tamil Nadu, India
2 

 

 
Abstract—Within the domain of software development, the 

practice of software defect prediction (SDP) holds a central and 

critical position, significantly contributing to the efficiency and 

ultimate success of projects. It embodies a proactive approach 

that harnesses data-driven techniques and analytics to 

preemptively identify potential defects or vulnerabilities within 

software systems, thereby enhancing overall quality and 

reliability while significantly impacting project timelines and 

resource allocation. The efficiency of software development 

projects hinges on their ability to adhere to deadlines, budget 

constraints, and deliver high-quality products. SDP contributes 

to these objectives through various means. This paper introduces 

a novel SDP model that harnesses the combined capabilities of 

Convolutional Neural Networks (CNNs) and Long Short Term 

Memory (LSTMs) unit. CNNs excel at extracting features from 

structured data, enabling them to discern patterns and 

dependencies within code repositories and change histories. 

LSTMs, conversely, excel in handling sequential data, which is 

pivotal for capturing the temporal aspects of software 

development and tracking the evolution of defects over time. The 

outcomes of the proposed CNN-LSTM hybrid model showcase its 

superior predictive performance. Simulation results affirm the 

substantial potential of this model to bolster the efficiency and 

reliability of software development processes. As technology 

advances and data-driven methodologies become increasingly 

prevalent in the software industry, the integration of such hybrid 

models presents a promising avenue for continually elevating 

software quality and ensuring the triumph of software projects. 

In summary, the utilization of this innovative SDP model offers a 

transformative approach to efficient software development, 

positioning it as a vital tool for project success and quality 

assurance. 

Keywords—Data driven software development; proactive defect 

identification; software quality; predictive analytics; software defect 

prediction; artificial intelligence; long short term memory 

I. INTRODUCTION 

In the modern world, software plays an essential role in 
every aspect of our daily existence. It includes defense, 
automobile, healthcare, insurance, finance, banking, 
telecommunication, government administration sectors. In 
other words, the normal functionality of these sectors gets 
affected with the software failure. Technical and managerial 
issues are the two different issues normally emerge during the 
software development process. Thirty percent of project 
failures occur mainly due to technical issues and 70% are 

management issues [1]. Some of the problems related to 
managerial issues are insufficient risk management, customer 
buy-in, limited project resources and inaccurate project 
structure etc. However, low product delay, high expense, and 
schedule delay are the issues encountered during software 
program development. Prior to the analysis of software project 
risk, an efficient risk mitigation scheme should be developed 
by the program developer. Based on the accurate management 
of risk, the success of the project can be determined [2]. 

SDP is a crucial aspect of modern software development, 
aimed at improving the effectiveness and efficiency of 
software projects. In an era where software plays an 
increasingly pivotal role in our daily lives, organizations strive 
to deliver high-quality software products while minimizing the 
time and resources invested in debugging and maintenance. In 
this context, SDP emerges as an indispensable tool for the 
modern software development landscape, fostering both agility 
and the delivery of robust software products. Any fault, error, 
mistake, in a computer program, or a defect or bug in the 
software can cause unexpected or inaccurate results which are 
otherwise called a software defect. In order to enhance 
software quality, high-risk components must be detected as 
soon as possible [3]. 

Software defects can lead to an increase in both the cost 
and time required for delivering the expected end product. Also 
identification and rectification of defects is a highly waste of 
time and a costly software process [4]. One of the persistent 
challenges within the Software Development Lifecycle 
(SDLC) has been the ability to predict and identify defects 
during the initial phases of a project. In the current situation, 
development of a fault-free software which is highly reliable is 
a difficult task, as the problems for which software is 
developed is more complex and the domains that are involved 
are constantly increasing to constraints such as uncertainty and 
development processes that are complex [5]. 

At first, a collection of project data takes place from the 
software repositories. From the data, factors are calculated. The 
locations are predicted through models, which have a better 
potential for the defects contained. Ultimately, using prediction 
models, various measures are evaluated, such as precision, 
recall, and explanative power [6]. 

SDP using Deep Learning (DL) holds immense 
significance in the realm of software project development. In 
an era where software systems underpin virtually every aspect 
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of modern life, ensuring their reliability and robustness is 
paramount. Deep learning methodology, leveraging their 
capacity to analyzes extensive datasets and detect subtle 
patterns, present a compelling approach for preemptively 
recognizing and addressing potential flaws before they escalate 
into severe problems. By harnessing the power of DL, software 
development teams can enhance their efficiency, reduce 
maintenance costs, and deliver higher-quality products to users, 
ultimately contributing to the successful and sustainable 
advancement of software projects in an increasingly 
interconnected world. The major contribution of the proposed 
work includes: 

 Software defect prediction utilizing CNN-LSTM hybrid 
model. 

 To employ CNN in feature extraction from structured 
data, particularly in code repositories and change 
histories. 

 To employ LSTM in handling sequential data, 
emphasizing their pivotal role in capturing the temporal 
aspects of software development and facilitating the 
tracking of defect evolution over time. 

The paper is systematized as follows: Section II offers are 
view of the existing literature and identifies areas where further 
research is needed. Section III outlines the methodology in 
detail. In Section IV, the comprehensive results of the 
suggested approach are discussed. Finally, in Section V and 
Section VI, the paper concludes with a discussion and 
summary respectively. 

II. BACKGROUND 

A. Literature Review 

Lei Qiao et al. [7] introduced an innovative methodology 
employing DL approaches for the anticipation of software 
system defects. This novel approach involves training a DL 
approach to predict the number of defects in software. Notably, 
when compared to widely adopted approaches such as Support 
Vector Regression, Feature-based Support Vector Regression, 
and Decision Tree Regression, the suggested method 
demonstrated a substantial enhancement in performance on 
established datasets. The improvement is notably reflected in a 
notable reduction in mean square error, ranging from 3% to 
13%, and an augmentation in the squared correlation 
coefficient. 

Pan et al. [8] introduced a range of CodeBERT models, 
specifically designed for SDP. The proposed research involved 
conducting empirical studies to assess the effectiveness of 
these approaches in cross-version and cross-project SDP 
scenarios. The findings demonstrated that leveraging pre-
trained CodeBERT models led to enhanced prediction accuracy 
and time savings. Additionally, incorporating sentence-based 
and keyword-based prediction approaches further improved the 
effectiveness of pre-trained neural language frameworks in the 
context of SDP. 

Geanderson Esteves et al. [9], delved into the realm of SDP 
models, harnessing the power of an efficiently implemented 
XGBoost variant, known as US-XGBoost. This endeavor 

generated a multitude of random models, each meticulously 
assessed for the accuracy and interpretability. The key take 
away from the findings is that SDP is inherently project-
specific. This means that the features constituting the most 
effective models can significantly differ from one project to 
another. Hence, comprehending the determinants behind model 
decisions becomes particularly vital. 

Lakshmi Prabha and N. Shivakumar [10] introduced a 
novel hybrid model that addresses the challenge of classifying 
massive datasets accurately. The proposed approach combines 
feature reduction using Principal Component Analysis (PCA) 
with an overall probability application to minimize data loss 
during PCA processing. The approach further employed a 
neural network classification method for program bug 
detection. The simulation results demonstrated the model's 
impressive efficiency, achieving an outstanding 98.70 percent 
Area under the Curve (AUC) accuracy, marking a substantial 
advancement over existing models. 

Hao Wang et al. [11] introduced GH-LSTMs, a novel DL 
framework for detecting potential code defects within software 
modules. GH-LSTMs leverage hierarchical LSTM architecture 
to simultaneously extract semantic and traditional features. A 
gated merge mechanism was employed to dynamically 
optimize the fusion of these features. Subsequently, a fully 
connected layer utilizes the combined features for within-
project defect prediction. Remarkably, GH-LSTMs outperform 
existing methods in terms of F-measure, particularly in non-
effort-aware cases. 

Bilal Khan et al. [12] presented a comprehensive analysis 
of seven widely employed Machine Learning (ML) approaches 
applied to SDP. These approaches encompass SVM, J48, RF, 
MLP, RBF, HMM, and CDT. The evaluation of these methods 
utilized various performance metrics, including MAE, RAE, 
RMSE, RRSE, recall, and accuracy. The findings from the 
experiments revealed that NB and SVM exhibited superior 
performance in terms of minimizing MAE and RAE, 
respectively. 

Shuo Feng et al. [13], delved into the robustness of 
SMOTE-based oversampling methods. This work not only 
probed the stability of these techniques but also introduced a 
set of novel and stable SMOTE-based oversampling strategies 
aimed at enhancing the reliability. These stable techniques 
minimize the inherent randomness in SMOTE by sequentially 
selecting defective instances, utilizing a distance-based 
approach for choosing neighbor instances, and ensuring an 
evenly distributed interpolation process. The proposed 
approach supported the findings with both mathematical proofs 
and empirical investigations across 26 datasets using four 
common classifiers. The simulation results demonstrated that 
the effectiveness of stable SMOTE-based oversampling 
approaches surpasses that of traditional SMOTE-based 
approaches in terms of stability and effectiveness. 

Somya Goyal [14] introduced a pioneering Neighborhood-
based Under-Sampling (N-US) algorithm to address the 
challenge of class imbalance. The study aims to showcase the 
efficacy of this N-US framework in enhancing accuracy for 
predicting defective modules. The experimental results 
revealed that the N-US approach successfully reduces the 
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dataset size by 17.29% and lowers the Imbalance Ratio (IR) by 
19.73%. Consequently, it plays a vital role in augmenting 
classifier performance. 

Cong Jin [15] introduced an innovative distance metric 
learning framework that leverages cost-sensitive learning 
(CSL) to mitigate the challenges posed by class-imbalanced 
datasets. This novel method, initially developed to address 
class imbalance, assigns distinct weights to individual training 
classes. Subsequently, this CSL-based distance metric learning 
is integrated into the large margin distribution machine (LDM) 
to take over the conventional kernel function. Empirical results 
indicated that these enhancements enable CS-ILDM to exhibit 
not only excellent predictive performance but also the lowest 
misprediction cost. 

Kun Zhu et al. [16] introduced an innovative feature 
selection algorithm called EMWS, which optimally chooses a 
compact set of closely related features tailored to each software 
project. This approach effectively harnesses the local search 
capabilities of simulated annealing to augment the relatively 
weaker exploitation performance of the Whale Optimization 
Algorithm (WOA) while simultaneously capitalizing on 
WOA's strong global search abilities to enhance SA's 
exploration capabilities. A hybrid deep neural network model 
was also proposed. Empirical results substantiate that EMWS 
and WSHCKE consistently outperform various methods in 
various experiments. 

Ruba Abu Khurma et al. [17] introduced the Island Model 
as an enhancement to the Binary Moth Flame Optimization 
(BMFO) algorithm for addressing the Feature Selection 
problem in the context of SDP. This innovative approach 
segments the moth population into multiple islands, facilitating 
feature sharing among them through migration. This technique 
serves to bolster solution diversity and govern algorithm 
convergence. The experiments involved assessing the 
performance of KNN, NB and SVM classifiers with and 
without FS, using BMFO-FS, and employing Is BMFO-FS. 
Notably, across three experiments, the SVM classifier 
consistently outperformed others, closely followed by the NB 
classifier. 

Shuo Feng et al. [18] introduced a novel oversampling 
approach known as Complexity-based Oversampling 
Technique (COSTE). Instead of relying on inter-instance 
distances, COSTE assesses instance complexity to guide the 
selection of candidates for generating synthetic instances. The 
study evaluated COSTE's effectiveness against four other 
oversampling techniques using various classifiers, including, 
KNN, MLP, SVM and RF, across 23 imbalanced datasets. 
Remarkably, the simulation findings consistently demonstrated 
that COSTE outperformed the other methods across all 
performance metrics, highlighting its superior performance. 

Shiqi Tang et al. [19] introduced TSboostDF, an innovative 
transfer-learning algorithm designed to address the complex 
problem of CPDP (Cross-Platform Domain Prediction). 
TSboostDF effectively combines the BLS sampling method, 
which considers the sample's weight, with transfer-learning 
techniques to mitigate the limitations commonly associated 
with conventional CPDP algorithms. This novel approach has 
been demonstrated to outperform other CPDP algorithms that 

rely on transfer-learning methods, highlighting its superior 
performance in resolving this challenging problem. 

Liu Yang et al. [20] introduced an innovative hybrid 
algorithm that combines the strengths of SSA and PSO. This 
research involved a comprehensive analysis of the merits and 
limitations of swarm intelligence algorithms, aiming to devise 
strategies for enhancement. Notably, the empirical findings 
demonstrated that the hybrid approach integrating SSA and 
PSO, as presented in this work, significantly enhances the 
precision of software reliability model estimation and 
forecasting. Specifically, the proposed study focused on 
estimating and predicting software defects using the well-
known G-O model. Furthermore, a fitness function was 
introduced, which is capable of effectively managing the 
parameter 'b' during initialization by leveraging the maximum 
likelihood formula. 

An algorithm was presented by Nassif et al. [21] that aims 
to accomplish two significant tasks: learning and prediction. 
This approach has a high efficiency for other issues, such as 
software defect prediction, while being widely utilized in 
information retrieval. In this paper, two common output 
metrics namely bug density bug count were used as goal 
variables to compare various models. Additionally, it looked at 
how eight models with Grid Search optimization were affected 
by the use of imbalance learning and feature selection. The 
FPA scores of the bug density results have significantly 
improved with the usage of imbalance learning; however, the 
improvement in the bug count results has not been as great. 
Last but not least, applying feature selection with LTR 
decreased the bug density metric's FPA score but had no effect 
on the bug count findings. 

B. Research Gap 

SDP models offer valuable insights and benefits, but they 
also come with several limitations. Some of the major 
limitations of existing SDP models are discussed below. These 
models heavily rely on historical data, which may be 
incomplete, inconsistent, or biased. Poor data quality can 
induce to inaccurate predictions. Software defect datasets often 
have imbalanced class distributions, with a small number of 
defective occurrences compared to non-defective ones. This 
can lead to model bias and lower predictive accuracy. Software 
systems, tools, and development practices evolve over time. 
Models trained on historical data may not effectively adapt to 
new technologies and practices. Creating relevant features 
from code repositories and other software data is a complex 
and manual process. Feature engineering can be time-
consuming and error-prone. Complex ML models can over fit 
the training data, making them less generalizable to new 
projects or software environments. These models identify 
correlations but not necessarily causation. Identifying the root 
causes of defects often requires domain expertise and 
additional analysis. Models may not be transferable to different 
software domains or projects due to the unique characteristics 
of each project. Software is continuously evolving, and defects 
can emerge or be resolved after the training data was collected, 
making predictions less accurate. Bias in training data and 
predictions can lead to discrimination or unfair treatment in 
software development processes. Training and deploying 
sophisticated ML models can necessitate remarkable 
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computational resources and expertise, which may not be 
readily available to all development teams. Addressing these 
limitations requires careful consideration and often a 
combination of techniques, including data preprocessing, 
model selection, and ongoing monitoring and validation of the 
model's performance. Despite these challenges, SDP models 
have the potential to significantly improve software 
development processes when appropriately applied and 
maintained. 

III. MATERIALS AND METHODS 

A CNN- LSTM based hybrid DL model is developed and 
analyzed for SDP for effective software project development. 
The detailed block schematic of the suggested work is 
illustrated in Fig. 1. The initial step of the work involves the 
dataset collection. It is followed by data preprocessing 
techniques. The preprocessed data is separate into training set 
and test set. The proposed hybrid model is trained and 
validated utilizing the training data and test data. Finally, the 
performance of the SDP model is analyzed. 

A. Dataset Description 

The proposed system utilizes SDP dataset collected from 
Open ML, an online platform and repository for ML datasets. 
The dataset contains 31 features of 224 instances. In this paper, 
the binary classifier is developed to predict software defects 
based on 31 inputs. 

B. Units Data Preprocesing and Exploratory Data Analysis 

Data preprocessing is a pivotal stage in data analysis, 
encompassing the tasks of cleansing, restructuring, and 
organizing raw data to make it appropriate for analysis or ML 
model training. The quality and efficacy of a learning model 
are substantially influenced by proper data preprocessing. Key 
techniques involved in this process include data cleaning, data 
transformation, handling missing values, addressing duplicate 
entries, and managing outliers. Among these techniques, the 
management of missing values stands out as a critical step. It 
involves handling data points that lack complete or relevant 
information. Various strategies can be employed for this 
purpose. One approach is to eliminate rows or columns with an 
excessive number of missing values, particularly if they do not 
significantly contribute to the analysis. An alternative method 
is imputation, which involves filling in the gaps with estimated 
or calculated values based on the data's distribution. For 
numerical data, this can involve mean, median, or mode 
imputation, ensuring that the dataset is more robust and 
suitable for analysis or modeling. 

Exploratory Data Analysis (EDA) serves as a vital initial 
step in the data analysis process, where data analysts and 
scientists employ both visual and statistical methods to delve 
into a dataset. Its primary goal is to unveil patterns, 
relationships, anomalies, and insights within the data. EDA 
entails a range of techniques, including data visualization tools 
such as histograms, scatter plots, and box plots, in combination 
with summary statistics like mean, median, standard deviation, 
and more. This multifaceted approach allows for a 
comprehensive understanding of data distribution, the detection 
of outliers, an evaluation of data quality, and the development 
of an intuitive grasp of the dataset's underlying structure. In 

practice, EDA plays a pivotal role in hypothesis formulation, 
guiding subsequent analytical processes, and informing 
decisions related to data preprocessing and modeling strategies. 
Ultimately, it aids in the discovery of valuable information and 
concealed patterns within the data. Summary statistics, which 
provide a concise summary of key dataset characteristics, 
include measures such as mean, median, mode, standard 
deviation, variance minimum and maximum values, quartiles 
including the first, second or median, and third quartiles, and 
counts or proportions for categorical variables. The summary 
statistics of SDP dataset is illustrated in Fig. 2. 

EDA relies heavily on the strategic use of graphical 
representations to delve into a dataset. Through the 
construction of diverse charts, plots, and graphs, including 
histograms, scatter plots, box plots and heatmaps, it becomes 
possible to visually examine data distributions, reveal 
underlying patterns, identify anomalies, and grasp the interplay 
between variables. The data visualization of counts of classes 
in the dataset is visualized in Fig. 3. 

 

Fig. 1. Block Schematics of Proposed SDP model. 

 
Fig. 2. Summary statics of SDP dataset. 

 

Fig. 3. Data visualization of SDP dataset. 
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Fig. 4. Heatmap visualization of dataset. 

Heatmap visualization serves as a powerful graphical tool 
for depicting data, representing information within a matrix by 
employing a range of colors. Its primary utility lies in the 
effective exploration of complex datasets, as each individual 
cell in the matrix corresponds to a specific data point, and the 
color intensity within these cells conveys the underlying data 
values, often using a color spectrum to illustrate the transition 
from lower to higher values. Fig. 4 illustrates the heatmap 
visualization of dataset. 

C. SDP Model using CNN-LSTM Hybrid Model 

The proposed defect prediction model is a hybrid system 
that leverages both CNNs and LSTM neural networks. This 
innovative approach aims to enhance the accuracy of 
identifying defects within software. CNNs are employed to 
detect spatial patterns in the code, such as relationships 
between different code segments, while LSTMs excel at 
modeling sequential dependencies over time. By amalgamating 
these two architectural components, the model becomes 
capable of understanding both localized and global patterns in 
the code base, enabling it to effectively pinpoint software 
defects. The approach involves encoding code as input 
sequences, which are then processed by CNN layers to capture 
spatial characteristics and subsequently by LSTM layers to 
capture temporal relationships. The resulting hybrid model 
offers a more precise and comprehensive defect prediction, 
which, in turn, supports the development of more dependable 
software systems. 

A CNN is a type of deep ANN that emulates the human 
visual perception process, making it particularly effective for 
analyzing visual data [22]. CNNs leverage various multi-layer 
perceptron algorithms to reduce the need for extensive 
preprocessing of input data, making them widely adopted in 
the field of DL. CNNs represent one of the most prevalent 
neural network architectures, typically comprising millions of 
interconnected neurons organized into hierarchical layers, as 
illustrated in Fig. 5. 

 
Fig. 5. Basic architecture of CNN. 

CNN consist of three fundamental layers: convolutional, 
pooling, and fully-connected layers. The hidden layers within 
the convolutional and FC layers play a pivotal role in accessing 
the network's capacity to learn. The depth of a CNN is defined 
by the number of layers it comprises, and the deeper these 
layers are, the more intricate and abstract features they can 
extract from the input data, especially in the context of high-
resolution images [23]. Within the CNN processing pipeline, 
the neurons in the input layer respond to visual stimuli, 
initiating the feature extraction process. The major aim of the 
convolutional layer is to capture these image features and 
propagate them to the subsequent hidden layers for 
computation, culminating in the extraction of results from the 
output layer. Activation functions often act as intermediaries 
between hidden layers, facilitating the transfer of valuable and 
essential information to inform the subsequent layers in the 
network. 

The Long Short-Term Memory unit a prominent 
component of DL belongs to the family of Recurrent Neural 
Networks (RNNs) [24]. This specialized RNN excels in 
understanding and capturing intricate order dependencies 
within sequence prediction tasks. It is specifically designed to 
manage long-term relationships and tackle challenging 
problems, particularly those where the input order plays a 
pivotal role. Over time, numerous variations of Deep RNNs 
have been devised to combat issues related to vanishing and 
exploding gradients. Among these, the LSTM network stands 
out as a unique solution. It achieves its exceptional capabilities 
by employing distinct activation functions for each of its gates, 
allowing it to remember essential information from the past 
while efficiently discarding irrelevant data. Furthermore, 
LSTM incorporates an internal cell state vector, which serves 
as a practical representation of the network's retained 
knowledge from prior inputs. The LSTM unit employs three 
distinct gates: Forget Gate (    Input Gate (   and the Output 
Gate (    Fig. 6 illustrates the core structural elements of an 
LSTM unit. 

 

Fig. 6. Basic architecture of LSTM. 
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In a hybrid CNN-LSTM model, the initial CNN stage 
operates on the input sequence, effectively pinpointing spatial 
patterns or local features at each point in time. The resulting 
CNN layer outputs are subsequently fed into the LSTM 
component, which is responsible for modeling the temporal 
dependencies and capturing the sequential patterns within the 
data. This combined approach enables the model to effectively 
assimilate both local and global information, making it a robust 
choice for tasks that entail complex spatial and temporal 
interactions in sequential data. The architectural representation 
of the proposed model is visually depicted in Fig. 7. 

 

Fig. 7. Proposed model architecture. 

The suggested hybrid model begins with a dense layer 
featuring 100 neurons and a Relu activation function. This is 
succeeded by two additional dense layers, one with 50 neurons 
and the other with 25 neurons, both utilizing ReLU activation. 
The final dense layer has of a single neuron with a sigmoid 
activation function. Subsequently, an LSTM layer with 64 
units is incorporated, followed by the application of a dropout 
layer with a 0.5 dropout rate to avoid over fitting. This is 
succeeded by another LSTM layer with 32 units. Finally, the 
model concludes with a dense layer consists a single neuron 
and a sigmoid activation function. This hybrid architecture 
combines a CNN with a recurrent neural network (RNN) using 
Time Distributed layers. The Time Distributed layers enable 
the application of feed forward network and flatten operations 
across each time step of the input sequence, effectively 
leveraging both spatial and temporal information for sequence-
based tasks. 

IV. EXPERIMENTAL ANALYSIS 

A. Hardware and Software Setup 

The proposed system utilizes SDP dataset contains 31 
attributes. Google Collaboratory and Microsoft windows 10 are 
chosen in this research to ensure a stable computing 
experience. The system is equipped with an Intel Core i7-
6850K 3.60 GHz 12- core processor, one NVIDIA Geforce 
GTX 1080 Ti GPU 2760 4MB. The dataset is split into two 
sets: training set (70%) and test set (30%). The entire 
procedure made use of Python and TensorFlow. The 'Adam' 
optimization function was used in the proposed model. The 
binary crossentropy is used as the loss function. The training 
process involved using a batch size of 32 for a total of 750 
epochs. Finally, the proposed model predicts software defects 
as TRUE or FALSE. 

B. Result 

The effectiveness of the suggested SDP model underwent 
an assessment using several key performance parameters, 
including accuracy, precision, recall, F1-score, specificity, and 
ROC AUC. Accuracy, a statistical measure, was employed to 
gauge the model's classification performance, representing the 
percentage of accurately predicted instances out of the entire 
dataset. 

          
       

             
         (1) 

Precision is a parameter utilized to find the model's 
capability to accurately predict positive outcomes. It quantifies 
the ratio of true positive predictions to all positive predictions, 
encompassing both accurate positive predictions and false 
positives. 

           
     

        
                                (2) 

Recall is a parameter that assesses a model's capacity to 
efficiently detect all pertinent examples of a specific class in a 
dataset. It quantifies the ratio of true positive predictions to the 
total number of actual occurrences belonging to that class. 

        
    

       
                                   (3) 

The F1-Score serves as a metric employed to evaluate how 
well precision and recall are balanced in binary classification 
tasks. 

           
                  

                  
                 (4) 

Specificity refers to the degree of precision or accuracy in 
targeting a particular characteristic, attribute, or aspect within a 
given context. The classification report of the proposed SDP 
model after simulation is tabulated in Table I. 

An accuracy plot is a graphical representation that shows 
how well a model's predictions match the actual outcomes or 
labels in a dataset. It is a visual tool utilized to assess the 
effectiveness of a model, with the x-axis usually representing 
different iterations or epochs of training, and the y-axis 
indicating the accuracy of the model's predictions. The 
accuracy plot of the suggested prediction model is visualized in 
Fig. 8. 

TABLE I.  PERFORMANCE EVALUATION OF PROPOSED SDP MODEL 

Performance Metrics Obtained Results 

Accuracy 95.58 % 

Precision 96.66 % 

Recall 93.54 % 

F1- Score 95.08 % 

ROC AUC 0.9542 

Specificity 97.29 % 

Cohens Kappa 0.9108 
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Fig. 8. Accuracy plot of proposed SDP model. 

Loss plot typically shows how the loss function, a measure 
of the error between the predicted and actual values, changes 
over time as the model learns from the training data. The loss 
plot is a critical tool for assessing the training process. The loss 
plot of the proposed SDP model is visualized in Fig. 9. 

 
Fig. 9. Loss plot of proposed SDP model. 

A confusion matrix is a visual representation of a 
classification model's performance that helps assess its 
accuracy and error rates. This grid is structured in such a way 
that it assigns actual class labels to its rows and predicted class 
labels to its columns. The cells along the diagonal of the matrix 
account for the accurate predictions, encompassing both true 
positives and true negatives. Meanwhile, any discrepancies 
outside the diagonal signify errors, including false positives 
and false negatives. The confusion matrix obtained for the 
proposed SDP model is illustrated in Fig. 10. 

The Receiver Operating Characteristic (ROC) curve is a 
visual tool utilized to assess the effectiveness of models. It 
provides a graphical representation of how well a model can 
differentiate between positive and negative classes by depicting 
the balance between its true positive rate and false positive rate 

across various threshold settings. When examining a ROC 
curve, a flawless model would closely follow the upper-left 
corner of the plot, demonstrating high sensitivity and minimal 
false positives, whereas random guessing would produce a 
diagonal line running from the lower-left to the upper-right. 
The Area Under the ROC Curve (AUC-ROC) serves as a 
succinct metric summarizing the model's overall performance, 
with greater values indicating superior discriminatory 
capabilities. The ROC curve is visualized in Fig. 11. Table II 
shows the performance comparison of proposed model with 
existing model. 

 
Fig. 10. Confusion matrix of proposed SDP model. 

 

Fig. 11. ROC curve. 

TABLE II.  PERFORMANCE COMPARISON OF PROPOSED MODEL WITH 

EXISTING MODELS 

Author 

&Reference 
Methodology Result 

12 RF 88.32% 

14 KNN 94.6 

16 CNN and kernel extreme learning machine 93.5 

17 moth flame optimization 80% 

20 
Hybrid Particle Swarm Optimization and 

Sparrow Search Algorithm 
88% 

Proposed model CNN+LSTM 95.58% 
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V. DISCUSSION 

In the realm of software defect prediction, the findings of 
this study contribute valuable insights into the identification 
and mitigation of software defects. Through a comprehensive 
analysis and employing advanced learning algorithms, the 
study successfully establishes robust models for predicting 
potential defects in software development. The results reveal 
key predictors and patterns associated with defect occurrence, 
shedding light on critical areas that warrant attention during the 
software development life cycle. Feature extraction from 
structured data making them adept at identifying patterns and 
dependencies within code repositories, change histories. On the 
other hand, are well-suited for handling sequential data, which 
is crucial in capturing temporal aspects of software 
development and tracking the evolution of defects over time. 

Moreover, the study's exploration of different feature sets 
and model evaluation techniques enhances the reliability of the 
proposed defect prediction models. The simulation results 
demonstrated that the adoption of a CNN-LSTM hybrid model 
for SDP has the potential to significantly contribute to more 
efficient and reliable software development processes. 

VI. CONCLUSION 

SDP plays a pivotal role in ensuring efficient development 
in software projects. This approach is proactive in nature, 
utilizing data-driven methods and analytics to detect possible 
flaws or weaknesses in software systems prior to the escalation 
into critical problems. This contributes not only to the 
improvement of the software's overall quality and 
dependability but also exerts a substantial influence on project 
schedules and resource allocation. Efficient software 
development projects are characterized by their ability to meet 
deadlines, stay within budget constraints, and deliver a high-
quality product. SDP contributes to these goals in several key 
ways. This paper presented a SDP model utilizing both the 
benefits of CNN and LSTM. This approach leverages the 
power of CNN and LSTM to address the challenges associated 
with identifying and mitigating software defects, ultimately 
contributing to the improvement of software quality and 
project timelines. The CNN-LSTM hybrid model combines the 
strengths of both convolutional and recurrent neural networks. 
CNNs excel in feature extraction from structured data, making 
them adept at identifying patterns and dependencies within 
code repositories and change histories. LSTMs, on the other 
hand, are well-suited for handling sequential data, which is 
crucial in capturing temporal aspects of software development 
and tracking the evolution of defects over time. The proposed 
prediction model achieved better prediction results. The 
simulation results demonstrated that the adoption of a CNN-
LSTM hybrid model for SDP has the potential to significantly 
contribute to more efficient and reliable software development 
processes. As technology continues to advance and data-driven 
approaches become increasingly prevalent in the software 
industry, the integration of such models holds promise for 
continually enhancing software quality and the success of 
software projects. 
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Abstract—This paper presents a fully-automated system for 

detecting road signs in the United States and assess their visibility 

during daytime from the perspective of the driver using images 

captured by an in-vehicle camera. The system deploys YOLOv8 

to build a multi-label detection model and then, calculates 

various readability and detectability factors, including the 

simplicity of the surroundings, potential obstructions, and the 

angle at which the road sign is positioned, to determine the 

overall visibility of the sign. This proposed system can be 

integrated into Driver Assistance Systems (DAS) to manage the 

information delivered to drivers, as an excess of information 

could potentially distract them. Road signs are categorized based 

on their visibility levels, allowing Driver Assistance Systems to 

caution drivers about signs that may have lower visibility but are 

of significant importance. The system comprises four main 

stages: 1) identifying road signs using YOLOv8; 2) segmenting 

the surrounding areas; 3) measuring visibility parameters; and 4) 

determining visibility levels through fuzzy logic inference system. 

This paper introduces a visibility estimation system for road 

signs specifically tailored to the United States. Experimental 

results showcase the system’s effectiveness. The visibility levels 

generated by the proposed system were subjectively compared to 

decisions made by human experts, revealing a substantial 

agreement between the two approaches. 

Keywords—Road sign detection; YOLOv8; driver assistance 

system; fuzzy logic; detectability; visibility estimation 

I. INTRODUCTION  

In recent times, there has been a notable rise in the 
adoption of Driver Assistance Systems (DAS), primarily 
driven by the expanding complexity of road networks [1]. 
These systems are integrated into vehicles to simplify the 
driving experience and enhance overall driver safety. Road 
signs serve as a vital source of information for both drivers 
and these advanced systems, yet their visibility and 
detectability (the driver's capacity to spot a road sign within a 
complex or cluttered environment, essentially measuring how 
effectively the sign stands out) can be compromised in various 
scenarios. These scenarios can be categorized as either 
temporary, influenced by factors like lighting and adverse 
weather conditions, or permanent, resulting from vandalism or 
improper sign placement [2].  

Reduced visibility of road signs significantly diminishes 
the effectiveness of communication between drivers and these 
signs. Consequently, DASs can play a crucial role in notifying 
drivers about warnings in such situations. Road sign detection 
is a basic step that every DAS system should have. It is 
noteworthy that an effective Driver Assistance System (DAS) 
should achieve a balance, avoiding the inundation of drivers 

with excessive road information. Overloading drivers with 
information may pose a risk of distraction, as discussed in [3]. 

Employing computer vision techniques in Driver 
Assistance Systems (DASs) enables the detection and 
estimation of road sign visibility. This information can then be 
used to alert drivers about crucial warnings regarding less 
visible signs. The implementation of these techniques 
contributes to enhanced driver safety. 

In this work, we propose a fully-automated computer 
vision system for detecting and assessing the visibility of road 
signs in the United States in terms of their detectability and 
readability. Detectability is defined as the driver's capacity to 
identify and acknowledge the presence of specific road signs 
within complex or cluttered environments while readability 
represents the clearness degree of the foreground text on the 
sign. This proposed system can be integrated into Driver 
Assistance Systems (DAS) to streamline the information 
presented to drivers. Furthermore, transportation agencies 
could leverage this system to assess the placement of road 
signs across their road networks. The proposed system 
deploys YOLOv8 in the detection of road signs and estimates 
their visibility using fuzzy logic after measuring five different 
visibility parameters.  

The proposed system aims to: 1) implement a fully-
automated multi-label detection model of United States road 
signs using YOLOv8 which is the latest YOLOs’ detection 
algorithm; 2) measuring five novel visibility parameters of 
road signs that describe both sign readability and detectability; 
3) evaluate visibility level of road signs to low, medium and 
high using fuzzy inference system that connects the suggested 
visibility parameters to the visibility output. 

The rest of the article is prepared as follows: Section II 
provides a background of road sign detection and visibility 
estimation systems. Section III demonstrates the proposed 
visibility estimation system. Section IV evaluates the system 
performance experimentally based on certain metrics. Lastly, 
Section V elaborates the conclusions. 

II. RELATED WORK 

Automated estimation systems for assessing the visibility 
of road signs should integrate Road Sign Detection (RSD) 
systems. The primary objective of RSD is to pinpoint the 
location of road sign objects within a scene or within images 
captured from inside a vehicle. RSD systems can be primarily 
categorized into two groups: those reliant on color and those 
based on shape. In the realm of color-based detection, some 
researchers have utilized RGB color thresholding to segment 
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road sign images, as demonstrated in [4, 5], while others have 
proposed the use of HSI color space for the same purpose, as 
indicated in [6]. 

Conversely, shape-based approaches have also been put 
forth by various researchers. In study [4], for instance, a 
Support Vector Machine (SVM) was trained using four 
vectors representing distances from the border to the bounding 
box to recognize road sign shapes. Researchers in [7] 
employed a Distance to Border (DtB) vector to identify the 
shape of road signs. For detecting Regions of Interest (ROI), a 
boosted detector cascade was trained using dissociated 
dipoles, while the recognition of triangular or circular road 
sign shapes was achieved through the utilization of the Hough 
transform and radial symmetry, as described in [8]. In study 
[9], a genetic algorithm was employed, and Haar-like features 
were deployed in study [6] to detect road sign shapes. 
Researchers in study [10] employed a set of cascaded 
geometric detectors, capitalizing on the inherent symmetry of 
road sign shapes for detection and recognition. In study [11], a 
speed recognition system has been proposed based on 
independent component analysis. In research [12], geometric 
features were deployed in the recognition of speed signs in the 
United States.  

Recently, Convolutional Neural Network (CNN) was 
deployed with different architectures in detection tasks [13, 
14] including road sign detection and recognition. In research 
[15], mask R-CNN was deployed to detect 200 traffic-sign 
categories with automatic end-to-end learning. In study [16], 
the authors analyzed seven architectures for detecting the road 
signs: YOLO, YOLOv2, YOLOv3, PP-YOLO model and R-
CNN, Fast R-CNN, Faster R-CNN. This study implies that 
YOLOv3 and Faster R-CNN perform comparatively better for 
road sign detection. In [17], authors proposed a detection 
model to detect and identify traffic signs based on YOLOv7 
and Convolutional Block Attention Module. In study [1], 
authors proposed a road sign detection and recognition system 
based onYOLOv5s object detection algorithm. 

Several researchers have also proposed methods for 
estimating road sign visibility from digital images. 
Researchers in [18] introduced a novel technique for 
measuring road sign retro-reflectivity using two varied 
illumination images. In study [3], traffic signals’ detectability 
and discriminability were quantified using in-vehicle images. 
Researchers in [19] utilized five image features to gauge the 
visibility of certain sign. For visibility estimation in foggy 
conditions, authors of study [20] introduced a method utilizing 
in-vehicle images. Researchers in [21] extracted both local 
and global features to evaluate a human driver's ability to 
detect and recognize road sign objects. Lastly, researchers in 
[22] showcased a novel approach based on SVM learning to 
estimate road sign saliency. In study [23], tilt angle of road 
sign was used to assess its condition. In study [24], various 
detectability features of road signs were measured to estimate 
the visibility level in cluttered environments. 

In research [25], a three-dimensional approach for 
visibility assessment of highway signs has been proposed. The 
proposed approach measures sign’s visibility, legibility, and 
readability based on its placement, height, and traffic flow. In 

[26], a system for classifying horizontal road signs as correct 
or with poor visibility is proposed. This system deploys 
YOLOv4-Tiny neural network model for classification and the 
contrast difference for visibility estimation. In [27], a study 
authors proposed a camera-based visibility estimation method 
for a traffic sign. The proposed method integrates both the 
local features and global features in a driving environment. 
These features measure sign’s positional relationships and the 
contrast between a traffic sign and its surroundings. In 
research [28], author proposed an imaging-based system to 
estimate road sign visibility in a cluttered environment from 
the driver’s perspective in daytime using in-vehicle camera 
images. The proposed system deploys a geometric sign 
detector and suggests two visibility parameters which are 
color difference and environment complexity. In study [29], 
authors proposed a method that can automatically detect the 
occlusion and continuously quantitative estimate the visibility 
of traffic sign. The proposed method deploys road sign 
orientation and occlusion in evaluating its visibility. In study 
[30], authors proposed a quantitative visual recognizability 
evaluation method for traffic signs in large-scale traffic 
environment. The proposed method evaluates the geometric, 
occlusion and sight line deviation factors of traffic signs. 

In conclusion, the literature demonstrates that the 
implementation of automated vision-based road signs 
detection and recognition systems represents a significant 
advancement in modern transportation networks. In addition, 
visibility of these road signs is a major concern for both 
drivers and transportation agencies. The literature shows a lot 
of shortcomings of current road sign visibility estimation 
systems which can be concluded as the lack of automation in 
both the detection and visibility estimation, the deficiency of 
road sign detection models under different illumination and 
occlusion conditions, the failure to measure all visibility 
parameters that represent the road sign readability and 
detectability, and the need to estimate the road sign visibility 
to various levels either by a rule-based or machine learning 
techniques. As artificial intelligence techniques continue to 
evolve towards greater efficiency, these systems could be 
improved and automated completely for better safety over 
transportation networks. Additionally, current road sign 
visibility estimation systems should deploy powerful detection 
models that have the capability  

III. THE PROPOSED SYSTEM 

The proposed system based on road sign imaging, depicted 
in Fig. 1, comprises four distinct modules: 

1) Multi-label road sign detection: In this initial module, 

the system builds a detection model using YOLOv8 algorithm 

based on the in-vehicle images to detect and identify three 

categories of road sign objects (regulatory, warning and stop 

signs). 

2) Cropping of surrounding regions: In this module, the 

system geometrically extracts four adjacent regions around the 

road sign object. These regions would be used in the next 

module to calculate some visibility parameters. 

3) Measurement of visibility parameters: During this 

module, the system establishes and computes five visibility 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 1, 2024 

606 | P a g e  

www.ijacsa.thesai.org 

parameters which are: 1) readability of sign foreground; 2) 

color difference between the sign and its four surrounding 

regions; 3) complexity of surroundings; 4) occlusion; and 5) 

tilting. These parameters characterize both the readability and 

detectability of each road sign.  

4) Determination of visibility levels: In this module, the 

system assesses and categorizes the visibility level of each 

road sign as low, medium, or high using fuzzy logic inference 

system. 

B. Multi-Label Road Sign Detection 

In this module, YOLOv8 algorithm is used to detect three 
different types of US road signs: 1) Regulatory Signs (White 
Rectangular-shape signs); 2) Warning Signs (Yellow 
Diamond-shape signs); and 3) Stop Sign (Red Octagonal-
shape signs. The multi-label detection model was trained on 
Google Colab notebook after building an annotated road sign 
dataset of 664 images. Once the model was trained, it was 
tested on a separate set of validation images to evaluate its 
performance. 

In-vehicle 
Camera 
Image

Multi-Label Road 
Sign Detection

Determination of 
Visibility Levels

HighMediumLow

Cropping of 
Surrounding Regions

Measurement of 
Visibility Parameters

 

Fig. 1. Flow diagram of the proposed system. 

1) Dataset preparation: Originally, 664 images in which 

one US road sign is existed, was collected and uploaded to 

Roboflow. Data analysis operations were achieved such as: 

pre-processing, resizing, annotation, augmentation and health 

check. All images were resized to 640x640. The following 

augmentations were done on these images: Rotation (between 

-21° and +21°), Saturation (between -20% and +20%), 

Brightness (between -20% and +20%), Blur (up to 1px), Noise 

(up to 3% of pixels). A set of 1519 images was achieved 

splitted as: 1332 for training, 116 for validation, and 71 for 

testing. 

2) Model training and evaluation: The model was trained 

using YOLOv8. It was evaluated for detecting three classes: 

Stop signs, Warning signs and Regulatory signs. The number 

of Epochs used to train the model was 150. The model 

detection performance was evaluated using mean average 

precision (mAP), recall and precision.  

The output of this module is road sign surrounded by a 
bounding box as shown in Fig. 2. This detected road sign 
would be used in the next modules to estimate its visibility. 

 

Fig. 2. Examples of detected road signs. 

C. Cropping of Surrounding Regions 

In the module of the proposed system, road sign visibility 
is characterized by the driver's capacity to distinguish the 
sign's location from the surrounding background in a real-life 
scenario. Various elements in the background might divert the 
driver's attention away from identifying the road sign's 
location. To gauge visibility, we assess the road sign's location 
in relation to its surroundings. For Stop, Warning, and 
Regulatory signs, we have extracted four adjacent regions 
from the input image, as illustrated in Fig. 3. This process has 
been accomplished by mirroring the bounding box in the four 
directions. For Warning signs, the four regions were obtained 
after rotating the sign. Each region possesses a symmetrical 
shape and double the area of the sign region. These four 
surrounding regions are denoted as R1, R2, R3, and R4, while 
the sign region is designated as S, as shown in Fig. 3. 

 

Fig. 3. The four surrounding regions for: a) Regulatory sign; b) Warning 

sign; c) Stop sign. 
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D. Measurement of Visibility Parameters 

Different detectability and readability parameters of road 
sign region and surrounding regions are used to determine the 
visibility level of the road sign. Five parameters are proposed 
to describe the visibility of road signs: 1) readability of sign 
foreground; 2) color difference between the sign and the four 
surrounding regions; 3) complexity of surroundings; 4) sign 
occlusion; and 5) sign tilting.  

Fig. 4 shows some road signs exhibiting poor visibility 
based on these parameters. Each parameter is designed as low 
or high based on ranges that were determined by a human 
expert. 

1) Readability of sign foreground: This parameter 

measures the clearness degree of the foreground text on the 

sign. The greater the difference between the foreground and 

background is better considering the different colors in the 

three sign classes. This parameter, denoted by R, has been 

computed on the gray images of the detected signs by 

subtracting the average gray levels of both foreground and 

background as: 

           (1) 

where, GF is the gray level of the sign foreground (white 
on Stop signs and black on Warning and Regulatory signs), 
GB is the gray level of the sign background (red on Stop signs, 
yellow on Warning signs and white on Regulatory signs).  

A lower color difference between the sign foreground and 
background (0 - 120) diminishes a driver's ability to read and 
recognize road signs, whereas a higher color difference (120 - 
255) enhances readability probabilities. Therefore, a 
significant color difference between the sign foreground and 
background leads to improved road sign visibility. 

(b)(a) (c)

(d) (e)  

Fig. 4. Examples of low visibility road signs due to: a) Color difference between sign and surroundings, b) Occlusion, c) Complexity of surrounding regions, d) 

Readability of sign foreground, e) Tilting. 

2) Color difference: This parameter measures the 

clearness degree of the sign with respect to its surrounding 

regions. The process involves computing the average color of 

the RGB values for both the road sign and its four surrounding 

regions. The color disparity between the sign region and each 

of its four surrounding regions is then quantified as follows: 

   √        
          

          
  (2) 

   √        
          

          
  (3) 

   √        
          

          
  (4) 

   √        
          

          
   (5) 

where, (         ) are the average RGB colors of the sign 

region and (             ) are the average RGB colors of each 
surrounding region Ri. 
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Subsequently, these four disparity values are averaged to 
derive the overall color difference value, denoted as D. A 
lower color difference (0 - 120) diminishes a driver's ability to 
detect road signs, whereas a higher color difference (120 - 
255) enhances detection probabilities. Therefore, a significant 
color difference between the sign region and its adjacent 
regions leads to improved road sign visibility. 

3) Surrounding complexity: This parameter computes the 

amount of details that exist in the sign surroundings. It 

involves extracting the edges from all the surrounding areas 

and calculating the total number of edge pixels. The ratio 

between the number of edge pixels and the total number of 

pixels in these surrounding regions is employed to ascertain 

the shape complexity (C) of the road sign's surroundings, as 

follows: 

  
  

  
    (6) 

where, NE is the number of edge pixels in the surrounding 
regions and NT is the total number of pixels in these regions.  

A complex environment around the road sign will result in 
a high complexity parameter value, leading to a reduced level 
of visibility. The overall complexity level of the surrounding 
regions of the sign will vary between high (0.2 - 1) and low (0  
– 0.2) based on the value of the complexity parameter 

4) Occlusion: This parameter quantifies the extent to 

which the road sign is partially obscured by objects like trees 

or leaves. It takes into account partial occlusion occurring on 

the top and right sides of the road sign region while 

disregarding occlusion on the left and bottom sides. The 

occlusion parameter (O) is formulated as follows: 

    
  

  
   (7) 

where, AO is the filled area of the apparent sign blob 
computed as the number of pixels and AT is the estimated area 
of road sign region computed as  the bounding box area. 

The level of occlusion can vary, being classified as either 
low (0 - 0.15) or high (0.15 - 1) based on the occlusion 
parameter value. Increased occlusion in the sign region would 
lead to reduced detectability and visibility of the road sign 

5) Tilting: This parameter measures the tilting degree of 

road sign. The tilting parameter (T) is computed using the 

regionprops function on Python. 

The degree of tilting can be categorized as either low (0 - 

15º) or high (15º - 90º), contingent upon the tilting angle 
value. A pronounced tilt of the road sign would result in 
reduced detectability and consequently, a low visibility level. 

E. Determination of Visibility Levels 

Road signs are classified in this module using fuzzy logic 
in terms of visibility levels to: low, medium, or high. A Fuzzy 
Inference System (FIS) connecting parameters to the visibility 
level operates through a series of defined steps to determine 
the appropriate visibility label based on the input parameters. 
Considering the parameters calculated in the previous module 
(Readability, Color Difference, Surrounding Complexity, 
Occlusion, and Tilting) and their fuzzy sets mapped to 
visibility levels (Low, Medium, High), here's how the FIS 
functions: 

1) Input variables and membership functions 

 Parameters like Readability, Color Difference, 
Surrounding Complexity, Occlusion, and Tilting serve 
as input variables. 

 Each parameter has fuzzy membership functions (e.g., 
low, high) that describe how input values correspond to 
these linguistic terms. These membership functions 
have defined ranges and shapes, such as triangular or 
Gaussian that assign degrees of membership to each 
linguistic term based on the input's value within its 
range. Table I shows the membership functions of the 
input parameters. 

2) Fuzzy rules 

 Based on expert knowledge or empirical data, fuzzy 
rules are established to connect the input parameters to 
the output visibility levels. 

 For example, rules might state: 

 "If Readability is High AND Occlusion is Low AND 
Color Difference is Low, THEN Visibility Level is 
High." 

TABLE I. THE MEMBERSHIP FUNCTIONS OF THE FIVE VISIBILITY PARAMETERS 

Fuzzy Parameter 
Membership Function 

Type 

Parameter Range for 

Low 

Membership Parameters 

for Low 

Parameter Range for 

High 

Membership Parameters for 

High 

Readability Triangular 0 to 120 a=0, b=60, c=120 120 to 255 a=120, b=180, c=255 

Color difference Triangular 0 to 120 a=0, b=60, c=120 120 to 255 a=120, b=180, c=255 

Surrounding 
complexity 

Triangular 0 to 0.2 a=0, b=0.1, c=0.2 0.2 to 1 a=0.2, b=0.4, c=0.6 

Occlusion Gaussian 0 to .15 

Mean  = 0.075 

Standard Deviation = 

0.0375 

0.15 to 1 

Mean = 0.575 

Standard Deviation = 

0.2125 

Tilting Trapezoidal 0 to 15 a=0, b=5, c=10, d=15 15 to 90 a=15, b=20, c=85, d=90 
 

3) Inference engine 

 The inference engine evaluates the fuzzy rules based 
on the current input values. 

 It calculates the degree to which each rule contributes 
to different visibility levels using fuzzy logic 
operations like AND, OR, and NOT. 
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 Aggregation methods, such as the Mamdani, combine 
the rules to determine the degree of support for each 
visibility level based on the input parameter values. 

4) Defuzzification 

 Once the inference engine processes the rules and 
combines their outputs, the defuzzification process 
aggregates the fuzzy output sets to derive a crisp, 
actionable output. 

 This process converts the fuzzy output into a specific 
visibility level, such as Low, Medium, or High, based 
on methods like centroid, mean of maximum (MOM), 
or weighted average. 

5) Output - determining visibility level 

 The final step yields a specific visibility level 
determined by the FIS after processing the input 
parameters through the defined membership functions 
and rules. 

 This output provides a clear and actionable visibility 
level based on the linguistic description or numerical 
range that best fits the input parameter combinations. 
Table II shows the membership functions of the output 
variable which is the visibility level. 

The Fuzzy Inference System connects the input parameters 
related to visibility to the appropriate visibility level using 
fuzzy logic, allowing for a more understanding and decision-
making process in scenarios where traditional binary or crisp 
logic might be insufficient. 

The relationship between parameters and visibility levels 
is determined according to the following fuzzy rules: 

1) If Readability is Low AND Occlusion is not high 

THEN Visibility Level is Low 

2) If Occlusion is High THEN Visibility Level is Low 

3) If Readability is High AND Occlusion is Low AND 

Color Difference is Low AND Surrounding Complexity is 

High AND Tilting is High THEN Visibility Level is Low 

4) If Readability is High AND Occlusion is Low AND 

Color Difference is Low AND Surrounding Complexity is 

Low AND Tilting is High THEN Visibility Level is Medium 

5) If Readability is High AND Occlusion is Low AND 

Color Difference is Low AND Surrounding Complexity is 

Low AND Tilting is Low THEN Visibility Level is High 

6) If Readability is High AND Occlusion is Low AND 

Color Difference is Low AND Surrounding Complexity is 

Low AND Tilting is Low THEN Visibility Level is High 

7) If Readability is High AND Occlusion is Low AND 

Color Difference is High AND Surrounding Complexity is 

Low AND Tilting is Low THEN Visibility Level is High 

8) If Readability is High AND Occlusion is Low AND 

Color Difference is High AND Surrounding Complexity is 

High AND Tilting is Low THEN Visibility Level is High 

9) If Readability is High AND Occlusion is Low AND 

Color Difference is High AND Surrounding Complexity is 

Low AND Tilting is High THEN Visibility Level is High 

10) If Readability is High AND Occlusion is Low AND 

Color Difference is High AND Surrounding Complexity is 

High AND Tilting is High THEN Visibility Level is Medium 

The rules connecting parameters to visibility levels in this 
fuzzy inference system have varying weights, indicating their 
significance in determining the visibility level. The lowest 
weight, at 0.2, is assigned to Rule 1, while Rule 2 holds a 
weight of 0.7, emphasizing the role of Occlusion in 
determining visibility. Rules 3 and 4, with weights of 0.8 and 
0.9 respectively, highlight the combined impact of 
Readability, Occlusion, Color Difference, and Surrounding 
Complexity. Finally, Rules 5 to 10, each with a weight of 1.0, 
underscore the comprehensive consideration of Readability, 
Occlusion, Color Difference, Surrounding Complexity, and 
Tilting in determining the visibility level, demonstrating their 
paramount importance in decision-making. 

TABLE II. THE MEMBERSHIP FUNCTIONS OF THE OUTPUT VARIABLE WHICH IS THE VISIBILITY LEVEL 

Visibility 

Level Fuzzy   

Output 

Membership 
Function Type 

Parameter 
Range for Low 

Membership 

Parameters for 

Low 

Parameter 

Range for 

Medium 

Membership 

Parameters for 

Medium 

Parameter 
Range for High 

Membership 

Parameters for 

High 

Low Triangular 0 to 0.33 
a=0, b=0.17, 
c=0.33 

0.17 to 0.67 
a=0.17, b=0.42, 
c=0.67 

0.33 to 1 
a=0.33, b=0.67, 
c=1 

Medium Triangular 0.17 to 0.67 
a=0.17, b=0.42, 

c=0.67 
0.33 to 0.83 

a=0.33, b=0.58, 

c=0.83 
0.67 to 0.83 

a=0.67, b=0.83, 

c=0.83 

High Triangular 0.33 to 1 
a=0.33, b=0.67, 

c=1 
0.67 to 1 a=0.67, b=0.83, c=1 0.67 to 1 

a=0.67, b=0.83, 

c=1 
 

IV. EXPERIMENTAL RESULTS 

The visibility estimation system was tested on images of 
road signs taken by an in-vehicle camera in the United States. 
These in-vehicle images were obtained using a SAMSUNG 
ST65 camera, along with images from the VISAT

TM
 Mobile 

Mapping System. All images were resized to 640x640 pixels. 
In this section, we will demonstrate the results of both the 
detection model and the visibility estimation model.   

A. Road Sign Detection Results 

In this subsection, we evaluate the performance of the 
YOLOv8 detection model, which plays a crucial role in 
automatically identifying the road sign. The evaluation 
focuses on key metrics such as Accuracy, Precision, and 
mAP@0.5, providing insights into the model's accuracy and 
proficiency in object detection. The detection model 
underwent training for 150 epochs. 
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Fig. 5 presents a snapshot of quantitative metrics used to 
gauge the detection model's performance during training, 
including precision, recall, and mean average precision 
(mAP@0.5). These metrics shed light on the model's 
effectiveness in identifying road signs in in-vehicle images. 
Additionally, it is observed that box loss and class loss are 
converging. 

The detailed breakdown of the model's performance is 
illustrated in the confusion matrix presented in Fig. 6, 
outlining true positives (TP), false positives (FP), true 
negatives (TN), and false negatives (FN) for each object class 
(e.g., Warning sign, Regulatory sign, Stop sign, and 
background). 

Precision measures the accuracy of true predictions made 
by the model. It is a crucial metric for object detection, as it 

assesses the model's ability to correctly identify objects 
without generating too many false positives. Recall assesses 
the model's ability to detect all relevant objects, reducing false 
negatives and ensuring no objects of interest are overlooked. 
mAP@0.5, a comprehensive metric, combines precision and 
recall, providing an aggregate evaluation of the model's 
performance across different object classes and considering 
precision-recall trade-offs. 

The detection model has achieved remarkable results of 
the three performance metrics where mAP@0.5= 91.5%, 
Precision= 86.1%, and Recall= 90.5%. It is noticed that the 
model achieved better results of both Stop and Warning signs 
while missing some Regulatory signs. This happens because 
of the high effect of illumination on white signs especially 
when they are facing the sun. 

 

Fig. 5. Performance metrics of the detection model throughout the training process for 150 epochs. 
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Fig. 6.   Confusion matrix of the detection model. 

B. Visibility Estimation Results 

Testing the fuzzy inference system (FIS) designed for road 
sign visibility demands a comprehensive procedure, especially 
when assessing its efficacy with a set of images. The initial 
step involves sourcing a diverse dataset of road sign images 
captured in various conditions, encompassing differing 
lighting, weather scenarios, angles, and distances. This dataset 
must cover a wide spectrum of potential real-world scenarios 
to ensure the FIS is tested under varying conditions. Upon 
gathering the images, preprocessing becomes pivotal. 
Standardizing the dataset involves resizing images to a 
uniform dimension, normalizing lighting conditions, and 
potentially applying filters or enhancements to accentuate 
visibility features present within the signs. Feature extraction 
follows, where specific visual features linked to the 
parameters considered in the FIS - such as readability, color 
difference, occlusion, surrounding complexity, and tilting - are 
identified and extracted from the images. This process is 
crucial to align the image data with the FIS parameters for 
subsequent analysis. 

mailto:mAP@0.5


(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 1, 2024 

611 | P a g e  

www.ijacsa.thesai.org 

Integrating the FIS into the testing process involves 
applying the system to the extracted features from each image. 
This step aims to predict the visibility level for each sign 
based on the rules and weights defined within the system. 
Simultaneously, ground truth labeling becomes essential 
(assigning visibility labels to the images based on either 
human judgment or known visibility conditions captured 
during image acquisition). This establishes a benchmark 
against which the FIS's predictions can be evaluated. Post-
prediction, an evaluation phase ensues where the predicted 
visibility levels are compared with the ground truth labels 
using various metrics, such as accuracy, precision and recall. 
Any discrepancies or misclassifications are carefully analyzed 
to understand potential shortcomings within the FIS.  The 
procedure allows for iterative refinement. Any observed 
inconsistencies or errors guide adjustments to the FIS, such as 
tweaking membership functions, rules, or weights, aiming to 
enhance its accuracy and reliability.  

1) Evaluating the Effectiveness of the Proposed Fuzzy 

Inference System: In evaluating the effectiveness of the 

proposed fuzzy inference system for visibility estimation, a 

distinct approach has been taken. Through a training phase 

involving 45 in-vehicle images, thresholds for detectability 

parameters were determined, crucial for classification into 

high, medium, or low visibility levels. This training set, 

comprising various road signs and diverse visibility scenarios, 

was instrumental in setting suitable threshold values, guided 

by expert decisions. These thresholds, rooted in the training 

phase, were then applied to a test set consisting of 50 in-

vehicle images, including rectangular regulatory, diamond 

warning and stop signs, mirroring real-world diversity in 

visibility conditions. 

The comparison between the decisions rendered by the 
proposed system and those of human experts unveils 
promising results. Out of 50 road signs tested, there was 
concurrence between the proposed system and expert 
judgments for 4 signs, representing an impressive 92% 
accuracy. Notably, even within the 4 instances of discordance, 
the disagreement usually amounted to merely one visibility 
level, showcasing a remarkable alignment between the 
proposed system's estimations and the human expert 
decisions. Fig. 7 shows examples of the proposed visibility 
estimation output along with the five visibility parameters and 
expert decision. 

Further analysis revealed a nuanced performance 
difference in handling yellow and red versus white road signs. 
The system exhibited a higher proficiency with yellow and red 
signs owing to the impact of illumination on white color, 
affecting the accuracy of the color difference detectability 
parameter.  

2) Parametric influence on fuzzy inference system: 

shaping accuracy and decision dynamics: The effectiveness 

and accuracy of the outcomes are profoundly influenced by 

the parameters incorporated within the system. These 

parameters, such as membership functions, threshold values, 

and rule weights, play a pivotal role in shaping the decisions 

and predictions made by the system. Membership functions, 

serving as the backbone of fuzzy logic, define the degree of 

membership of an input to a specific linguistic term (like 'low,' 

or 'high'). Their design profoundly impacts the system's ability 

to interpret and categorize input data, significantly influencing 

the resulting output. Threshold values, especially in the 

context of detectability parameters for road sign visibility 

estimation, dictate the boundary between different visibility 

levels. Setting these thresholds involves a delicate balance; 

they need to be robust enough to delineate distinct visibility 

categories while remaining adaptable to varying 

environmental conditions. 
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Fig. 7. Visibility estimation outputs of the proposed system for road signs 

with expert decision: a) Low, b) High, c) Medium, d) Low. 

Rule weights hold significance in the determination of the 
overall decision-making process within the fuzzy system. 
They assign importance or precedence to different rules, 
emphasizing the relative significance of specific parameters in 
contributing to the final output. Properly calibrated weights 
ensure that more critical parameters exert a more considerable 
influence on the system's decision. The effect of these 
parameters on the system's output is intricate and 
interconnected. Subtle adjustments or alterations in 
membership function shapes, threshold values, or rule weights 
can significantly impact the system's performance. Well-tuned 
parameters often lead to more accurate, reliable, and adaptable 
outcomes, enhancing the system's robustness across diverse 
datasets and real-world conditions. 

Understanding the influence of these parameters allows for 
iterative refinement, facilitating continuous improvement in 
the system's accuracy and adaptability. Through careful 
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calibration and fine-tuning of these parameters, a fuzzy 
inference system can be optimized to yield more precise and 
dependable results, making it a valuable tool in addressing 
complex decision-making tasks where traditional binary logic 
falls short. 

V. CONCLUSIONS 

In this work, we proposed a fully-automated system to 
detect road signs in the United States and estimate their 
visibility from images captured by an in-vehicle camera. Sign 
visibility is defined as the drivers' capability to perceive road 
signs on roadways, encompassing both the ability to detect the 
signs (Detectability) and the ability to read and recognize their 
contents (Readability). 

The proposed system can be deployed in Driver Assistance 
Systems (DAS) or by transportation agencies. The proposed 
system has deployed YOLOv8 to build a detection model of 
three different road sign categories. Then, it measured five 
visibility parameters which are: readability of sign foreground, 
color difference between the sign and its surroundings, 
complexity of surroundings, sign occlusion, and sign tilting. 
The proposed system classifies road signs to three visibility 
levels: high, medium, and low. A Fuzzy Inference System 
(FIS) connecting these parameters to the visibility level 
operates through a series of defined steps to determine the 
appropriate visibility label based on the input parameters. The 
proposed system has achieved outstanding efficiency results 
with mAP@0.5= 91.5% for the detection model and an 
accuracy= 92% for the visibility estimation module. The 
accuracy of the proposed visibility estimation system has been 
compared with human expert pre-determined decisions. 

The proposed system is distinguished by its being fully-
automated, the efficiency of detecting road signs under 
various illumination and occlusion conditions, the ability to 
classify road signs visibility to multiple levels and the 
inclusion of both readability and detectability parameters of 
road signs from the perspective of driver. 

In the future, we are planning to include more road sign 
categories in the visibility estimation system. Additionally, the 
size of dataset can be increased to improve the precision of the 
detection model. Hardware implementation can also be 
implemented based on the proposed computer vision system. 
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Abstract—Due to the high cost and time-consuming nature of 

acquiring labelled samples of hyperspectral data, classification of 

hyperspectral images with a small number of training samples 

has been an urgent problem. In recent years, U-Net can train the 

characteristics of high-precision models with a small amount of 

data, showing its good performance in small samples. To this 

end, this paper proposes a dual-branch grouping multiscale 

residual embedding U-Net and cross-attention fusion networks 

(DGMRU_CAF) for hyperspectral image classification is 

proposed. The network contains two branches, spatial GMRU 

and spectral GMRU, which can reduce the interference between 

the two types of features, spatial and spectral. In this case, each 

branch introduces U-Net and designs a grouped multiscale 

residual block (GMR), which can be used in spatial GMRUs to 

compensate for the loss of feature information caused by spatial 

features during down-sampling, and in spectral GMRUs to solve 

the problem of redundancy in spectral dimensions. Considering 

the effective fusion of spatial and spectral features between the 

two branches, the spatial-spectral cross-attention fusion (SSCAF) 

module is designed to enable the interactive fusion of spatial-

spectral features. Experimental results on WHU-Hi-HanChuan 

and Pavia Center datasets shows the superiority of the method 

proposed in this paper. 

Keywords—U-Net; multiscale; cross-attention; hyperspectral 

image classification 

I. INTRODUCTION 

Hyperspectral images (HSI) include a wealth of spatial and 
spectral information [1], which can accurately characterize the 
physical attributes of features, enhance the ability to 
discriminate features, and bring great convenience to feature 
recognition. However, classification of hyperspectral images 
has its own special problems, such as the redundancy of 
information in spectral bands [2], the scarcity of training 
sample data [3], and class imbalance, which bring great 
challenges to hyperspectral image classification (HSIC). 

Traditional HSIC classification methods, such as linear 
classifier [4], support vector machine [5] and random forest [6], 
can achieve good classification effect through improvement, 
but many original traditional methods rely on manual features, 
and the classification effect is poor when the number of 
samples is small and the HSI data dimension is high. Therefore, 
Principal Component Analysis (PCA) has been applied to 
HSIC by a large number of scholars [7-10]. By compressing 
the original data to reduce the spectral dimension, the 
information redundancy between bands and the possible 

Hughes phenomenon can be avoided, which provides an 
effective treatment for subsequent feature extraction and 
enables the network to obtain higher classification accuracy. 

With the development of deep learning, the encoder-
decoder (U-net) [11] specially designed for biomedical image 
segmentation has been gradually applied to the field of 
hyperspectral image classification, which can obtain superior 
results with less training data. In the absence of datasets, Lin et 
al. [12] introduced U-Net to solve the problem of complex data 
capture in practice. Paul et al. [13] combined spectrum 
partitioning to reduce the redundancy of the spectrum, and then 
designed U-Net architecture by introducing deep separable 
convolution to reduce overfitting problems. Besides, due to the 
clear network structure of U-Net, any customized layer can be 
easily integrated into the existing network. For example, He et 
al. [14] embedded the Swin transformer into the classical 
CNN-based U-Net, which is dedicated to acquiring global 
contextual information of remote sensing images and obtaining 
deeper features in the master encoder. Xiao et al. [15] 
improved the spatial resolution of HSI by fusing spatial 
features of different scales and depths in the MSI for U-Net. 

Moreover, in order to improve the classification 
performance of hyperspectral images, it has become a major 
research direction to jointly use spectral and spatial information 
to design classifiers. The construction of spatial and spectral 
information through dual branches can make full use of the 
information. Yang et al. [16] constructed a dual-channel CNN, 
extracting spectral and spatial information in each channel 
separately, and then connecting the spatial-spectral features by 
using cascade, but this simple feature connection cannot 
capture the complex relationship between the spatial-spectral 
features. Wang et al. [17] used the grouping strategy and the 
Long Short-Term Memory (LSTM) model to perceive spectral 
multi-scale information and obtain spatial context features in 
spectral finite element and spatial sub-network. Considering 
the different importance of spectral and spatial components, 
they used the method of adaptive feature combination for 
fusion. For effective fusion of spatial-spectral information, Sun 
et al. [18] designed a weighted self-attention fusion strategy, 
which combines the output weights of each branch of the 
previous network with the output weights of self-attention, and 
obtains efficient fusion on a multi-structured network. Yang et 
al. [19] used a dual-branch fusion mechanism to promote the 
exchange of feature information between the two branches 
through two upstream and downstream modules, so that local 
fine-grained features could be constructed in more detail and 
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global context information could be better utilized. These 
works provide new ideas for dual-branch feature extraction and 
fusion in HSIC. 

In general, the method based on U-Net can better learn the 
representation of the input natural image, which is conducive 
to the classification of hyperspectral images to obtain high 
accuracy and obtain satisfactory results, but some small size 
information will be lost in the process of down-sampling. the 
design of fusion mechanism under two-branch conditions will 
also affect the effectiveness of the network. In this context, we 
propose a dual-branch grouping multiscale residual embedded 
U-Net and cross-attention fusion network. Among them, the 
main contributions are as follows: 

 A dual-branching grouping multiscale residual 
embedded U-Net network (DGMRU) is proposed, 
which combines grouping multiscale residual block 
(GMR) and U-Net to extract rich global contextual 
information and deepen the function of feature network 
extraction. 

 The grouping multiscale residual block (GMR) is 
constructed for digging multiscale information. The 
multiscale characteristics of this module enable the 
network to guide the network to focus on various types 
of samples at different scales, thereby improving the 
missed detection problem under spatial features and the 
redundancy problem under spectral features, and 
improving the effectiveness of feature extraction. 

 A spatial-spectral cross-attention fusion module 
(SSCAF) is designed to cross-fuse the spatial and 
spectral features generated by the double branch, that is, 

to fuse the parameters of the other branch into its own 
branch, increase the interaction of the two branches, and 
promote the full fusion of the two branches. 

The rest of the paper is organized as follows. Section II 
describes the general framework of the DGMRU_CAF 
network, GMR and SSCAF, respectively. Section III discusses 
the dataset, the experimental settings, the experimental results 
and the discussion. Finally, in Section IV, conclusions are 
given. 

II. METHODOLOGY 

A. The Overall Framework of DGMRU_CAF 

The DGMRU_CAF proposed in this paper is composed of 
DGMRU, SSCAF and classification network, as shown in Fig. 
1. The DGMRU is divided into a spatial GMRU branch which 
takes the HSI neighbourhood block    as input and a spectral 
GMRU branch which takes the spectral band    as input. Each 
branch extracts corresponding features from the combined 
paths of U-Net and GMR with different nuclear scales, so as to 
obtain deeper feature information. In this regard, the designed 
GMR enhances the model's perception of multiscale spatial and 
spectral scales by grouping, multiscaling, and residual 
connection to retain more detailed feature information. 
Afterwards, in order to jointly utilize spatial and spectral 
information, the SSCAF module is constructed. Under the 
guidance of its own features, the module introduces the 
features of another branch and carries out interactive fusion to 
generate spatial-spectral features. Finally, in order to obtain the 
classification results of HSI, the obtained spatial-spectral 
features are passed through a classification network consisting 
of a fully connected layer and a softmax activation layer. 

 

Fig. 1. The overall structure of DGMRU_CAF. 
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B. The GMR Module 

In this paper, a GMR module is proposed to retain more 
features without increasing parameters. For each branch, 
spatial GMR and spectral GMR are designed respectively. 

1) Spatial GMR: As shown in Fig. 2(a), under the branch 

of spatial GMRU, for the intermediate features of the input 

space, spatial GMR uses the grouping module to group its 

spatial channels in sequence, so that each group of vectors 

contains different channel information, and each group of 

spatial vectors is expressed as: 

        [                    ]           

where,     is the characteristic information corresponding 
to the channel in the     segment, t represents the number of 
channels in each group, and g represents the number of groups. 

In the process of down-sampling, the features of small-size 
objects are easy to be weakened and lost, and it is difficult to 
recover these features by up-sampling, which leads to the 
misclassification of small-size objects. In order to solve this 
problem, this paper uses convolution of different sizes for 
multi-scale feature extraction after grouping to capture local 
features inherent in space. The convolution output of each 
group is: 

              

where,    is the feature vector of the ith group,    is the 
weight coefficient of the ith group, and    is the bias coefficient 
of the ith group. 

 
(a) 

 
(b) 

Fig. 2. The structure of GMR module. (a) Spatial GMR (b) Spectral GMR. 

Then, in order to complement the context information of 
features at different scales, all groups are merged by a cascade 
method. Finally, the rich low-frequency information is 
transmitted directly through the residual connection, which 
speeds up the training of the network. In short, using spatial 
GMR can extract more representative fine features. 

2) Spectral GMR: Hyperspectral images contain a lot of 

spectral information, but the spectral information is redundant, 

which is easy to produce Hughes phenomenon and affect the 

classification results. In order to cope with this problem, and 

effectively capture the local relevant information of the spectral 

band. As shown in Fig. 2(b), for the spectral intermediate 

features, the grouping module of spectral GMR is used to 

group their spectral dimensions in sequence, so that each group 

of spectral vectors contains different spectral band information. 

Among them, the number of spectrum contained in each group 

and the distance between spectrum are related to the number of 

divided groups. Each set of spectral vectors is represented as: 

        [                    ]            

Where,     is the characteristic information of the spectral 
dimension in the     segment,   represents the number of 
spectral bands in each group, and   represents the number of 
groups. 

After that, convolution of different scales is used to extract 
the grouped spectral features, so as to weaken the correlation 
between spectrums and reduce the redundancy of information. 
After that, the cascade method is used to merge the output 
spectral features of each group, which complements the local 
information of the spectral features of different scales and 
makes full use of the correlation between the spectral bands. 
Finally, the original global information is propagated directly 
by residual connection, which alleviates the problem of 
gradient degradation. In conclusion, the global and local 
information of spectra can be fully extracted by spectral GMR. 

C. The SSCAF Module 

Considering the complementary characteristics between 
spatial and spectral features, in order to promote the effective 
fusion of these two types of features, a spatial-spectral cross-
attention fusion (SSCAF) module is proposed in this paper. As 
shown in Fig. 3, the module is a combination of a cross self-
attention module, a positional self-attention module (PAM) and 
a channel self-attention module (CAM). The cross self-
attention operation is defined as follows: 

      
 

    
∑                    

The       represent the spatial and spectral feature vectors 

generated by the two branches, respectively, the function   
produces the adaptive weight vector between the two vectors, 
the function   produces the feature representation of the input 
individual input vectors, and the normalization factor ss is 
defined as      ∑             . 

To further establish internal connections, PAM and CAM 
modules are introduced to refine spatial and spectral features. 
Finally, the feature information is summed and 
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complementarily fused to obtain the final spatial-spectral 
fusion feature. 

 
Fig. 3. The structure of SSCAF module. 

III. RESULTS 

A. Dataset and Experimental Setting 

In this section, to demonstrate the validity of the proposed 
method, we conduct a number of experiments on two datasets, 
which include WHU-Hi-HanChuan (HC) [20],[21] and Pavia 
Centre (PC). We divided the label samples in different ways 
for each data set. Table Ⅰ and Table Ⅱ provides the specific 
number of training, test sets and total samples for each class of 
the two data sets. The false color maps of the two datasets are 
shown in Fig. 4. 

            
(b) 

Fig. 4. False color maps for the two datasets. (a) False color map of HC, (b) 

False color map of PC. 

In the process of training the model, some parameters are 
set, where the training epoch is set to 200, the batch size is 16, 
the learning rate is 0.001, the weight decay is 1e-5, and the 
training is repeated 10 times for all the datasets. In order to 
prove the superiority of the proposed method, this paper 
conducts comparative experiments with six advanced methods, 
namely 2DCNN[22], SSRN[23], A2S2K[24], ASSMN[17], U-
Net[11], HyperUnet[13]. The overall accuracy (OA), average 
accuracy (AA), Kappa coefficient and classification accuracy 
of single-class are used as the performance evaluation criteria 
of the model. The higher the each index, the better the 
classification effect will be. 

TABLE I.  SAMPLE INFORMATION FOR EACH CLASS IN THE HC 

DATASET 

Class Color Class Name Train Test Total 

1 
 

Strawberry 200 44535 44735 

2 
 

Cowpea 200 22553 22753 

3 
 

Soybean 200 10087 10287 

4  Sorghum 200 5153 5353 

5  Water Spinach 200 1000 1200 

6 
 

Watermelon 200 4333 4533 

7 
 

Greens 200 5703 5903 

8  Trees 200 17778 17978 

9 
 

Grass 200 9269 9469 

10 
 

Red Roof 200 10316 10516 

11 
 

Gray Roof 200 16711 16911 

12 
 

Plastic 200 3479 3679 

13 
 

Bare Soil 200 8916 9116 

14 
 

Road 200 18360 18560 

15 
 

Bright Object 200 936 1136 

16 
 

Water 200 75201 75401 

Total   3200 254330 257530 

TABLE II.  SAMPLE INFORMATION FOR EACH CLASS IN THE PC DATASET 

Class Color Class Name Train Test Total 

1 
 

Water 82 742 824 

2 
 

Trees 82 738 820 

3 
 

Asphalt 81 735 816 

4  Self-Blocking Bricks 80 728 808 

5  Bitumen 80 728 808 

6 
 

Tiles 100 1160 1260 

7 
 

Shadows 47 429 476 

8  Meadows 82 742 824 

9 
 

Bare Soil 82 738 820 

Total   716 6740 7456 

B. Analysis of Classification Results of Dataset 

 Classification Maps and Result of HC Dataset. 

The results on the HC dataset are shown in Table Ⅲ, with 
the best OA, AA, and Kappa results highlighted in bold. Fig. 5 
shows the classification diagram for the different methods. 

It can be seen from Table Ⅲ that our method achieves the 
best performance, with OA of 96.22%, AA of 96.62%, and 
Kappa of 95.57%. Compared with other methods, OA, AA, 
and Kappa are increased by at least 0.8%, 0.76%, and 0.92%. 
This is because the proposed method has the new idea of 
combining dual-branch and U-Net, which improves the ability 
of convolutional feature extraction, so that the method in this 
paper can achieve the best performance. The grouping 
multiscale residual block is designed to extract features with 
different kernel sizes in each group, and reduce the loss of 
feature information to construct effective feature extraction. 
The classification results of HSI prove the validity of the 
method. In addition, it can be seen that the OA of 2DCNN is 
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the lowest, only 78.91%, which is because 2DCNN is trained 
only on the spatial dimension, ignoring the information 
between spectrum, and the model performance is poor. 
Compared with 2DCNN, U-Net constructs U-shaped network 
structure, improves classification accuracy and performance, 
and improves 13.38%, 15.84% and 15.3% respectively in the 
three evaluation criteria. HyperUnet networks, which combine 
U-Net and grouping ideas, perform poorly on this dataset, 
possibly because of poor adaptability to large datasets. In 
addition, it can be observed that the evaluation value of SSRN 
is comparable to that of U-Net. SSRN extracts spatial-spectral 
features through the combination of two continuous spectral 
blocks and spatial blocks. However, the input of the spatial 
block comes from the spectral block, which leads to the loss of 
some spatial information in the spectral block, resulting in poor 
classification accuracy. The OA of A2S2K is better than that of 
SSRN, increased by 1.69%, which indicates that the 
introduction of attention mechanism and adaptive methods has 
a significant impact on the network. Compared with other 
single-branch algorithms, the dual-branch ASSMN results in 
better OA values, which indicates that the full use of spatial 

and spectral feature information can achieve superior 
classification results, and the effect is much better than that of 
single spatial or spectral information. Although the 
effectiveness of the method in this paper is inferior to other 
algorithms in some categories, the results of these methods are 
very close to the results of the best classification, so the OA, 
AA and kappa coefficients of the method in this paper are the 
highest among these methods. 

From the classification diagram shown in Fig. 5, the "salt 
and pepper" noise is the most severe because spectral 
information is not included in 2DCNN, while the classification 
diagram of other networks shows stronger classification ability 
because spectral information is taken into account. The method 
proposed in this paper considers the spatial features of different 
scales and solves the redundancy problem to obtain more 
small-size objects and feature information. Therefore, for 
classification maps with more small sizes, the method proposed 
in this paper is easier to obtain more accurate and cleaner 
classification maps, and the classification results of various 
categories correspond to the results in Table III. 

        
(a) (b) (c) (d) (e) (f) (g) (h) 

Fig. 5. Classification maps of different methods in HC dataset, (a) Ground truth, (b) 2DCNN, (c) SSRN, (d) A2S2K, (e) U-Net, (f) HyperUnet, (g) ASSMN, (h) 

Proposed. 

TABLE III.  CLASSIFICATION RESULTS OF THE HC DATASET 

Class 2DCNN SSRN A2S2K U-Net HyperUnet ASSMN Proposed 

1 90.78 92.71 92.54 93.27 73.72 95.80 95.12 

2 84.81 91.65 86.2 94.52 73.59 95.80 93.38 

3 91.43 95.50 97.31 94.65 74.38 95.07 97.04 

4 97.49 99.20 99.45 99.45 92.85 99.10 98.91 

5 98.70 100 100 100 92.70 100 100 

6 70.69 95.5 90.53 95.19 66.74 97.71 95.47 

7 49.04 96.35 96.82 99.35 84.69 95.75 99.10 

8 63.24 89.83 82.07 9.17 61.84 88.77 96.38 

9 63.02 92.08 95.46 91.74 64.89 97.85 94.47 

10 99.46 97.37 98.92 90.25 90.92 92.54 95.86 

11 47.87 90.88 99.15 86.80 83.32 94.57 89.52 

12 75.88 98.93 97.64 98.47 65.24 100 99.97 

13 59.52 78.88 91.07 87.93 70.59 87.78 95.33 

14 82.55 94.03 91.67 93.66 76.28 97.18 96.96 

15 97.54 100 99.57 97.75 84.93 99.14 99.78 

16 80.70 92.81 98.73 90.85 94.85 96.74 98.61 

OA（%） 78.91 92.61 94.30 92.29 80.75 95.42 96.22 

AA（%） 78.29 94.11 94.83 94.13 78.22 95.86 96.62 

Kappa×100 75.70 91.40 93.33 91.00 77.69 94.65 95.57 
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 Classification Maps and Result of PC Dataset 

The results on the PC dataset are shown in Table IV, with 
the best OA, AA, and Kappa results highlighted in bold. Fig. 6 
shows the classification diagram for the different methods. 

As shown in Table IV, on this PC dataset, all methods, 
including 2DCNN, achieve decent classification results. 
Obviously, the AA of both 2DCNN and SSRN are lower than 
90%, which is due to poor classification accuracy in some 
categories, and the classification accuracy of some categories is 
less than 80%. The values of A2S3K, U-Net and HyperUnet in 
OA, AA and Kappa all reach more than 90%, but it is still 
difficult to improve the classification accuracy for some 
categories. As a two-branch multi-scale network, ASSMN has 
more stable classification results. Method of this paper is 
superior, has the best OA, AA and Kappa evaluation values, 
and achieves the best accuracy for some specific categories, 
such as Class 4 Self-Blocking Bricks and Class 5 Bitumen, 
which further proves its validity in terrain classification. 

As shown in Fig. 6, our method is smoother and more 
consistent. 

C. Ablation Analysis 

In this part, extensive ablation experiments are conducted 
to demonstrate the validity of the proposed GMR, SSCAF on 
the two datasets. 

The validity analysis of GMR is shown in Table Ⅴ. It can 
be seen that without GMR, the values of OA, AA and Kappa of 
the model are the lowest in the experiment, because it will lead 
to some small-size samples being ignored in the process of 
down-sampling. In contrast, the simultaneous presence of 
GMR modules with two branches can extract spectral and 
spatial features more effectively, which contributes to the final 
classification, and its OA, AA, and Kappa can achieve the best 
results compared with other comparison strategies. Among 
them, OA increased by 2.6% and 1.51% in the two datasets, 
respectively, which means the necessity of GMR. In addition, 
the OA value of "Only Spe-GMR" is higher than that of "Only 
Spa-GMR", because the HSI contains enough spectral 
information to extract more useful feature information from it. 

The results of SSCAF ablation experiments are shown in 
Table VI. It can be found that the integration of SSCAF into 
the two branches of "With GMR" has significantly improved 
network performance, which means that SSCAF can 
complement each other with spatial and spectral information to 
contribute to the final classification decision. Compared with 
without SSCAF, OA is increased by 4.54% and 3.03%, AA is 
increased by 3.14% and 3.59%, and Kappa is increased by 5.32 
and 3.46, respectively, which fully proves the necessity of the 
existence of SSCAF. 

TABLE IV.  CLASSIFICATION RESULTS OF THE PC DATASET 

Class 2DCNN SSRN A2S2K U-Net HyperUnet ASSMN Proposed 

1 100 99.77 100 98.78 99.88 99.99 99.82 

2 91.41 97.54 64.51 74.29 91.77 95.95 90.42 

3 96.48 90.63 99.89 86.12 93.07 92.27 90.3 

4 95.04 99.57 97.71 99.76 96.47 100 100 

5 88.54 40.29 97.56 96.94 94.30 92.82 99.09 

6 67.07 99.14 99.95 82.65 85.05 96.55 95.74 

7 90.05 77.97 95.71 98.35 88.24 91.45 97.16 

8 98.75 98.14 98.34 95.68 99.65 96.50 97.78 

9 7.49 100 100 87.22 99.20 95.51 97.86 

OA（%） 94.27 95.28 97.35 95.07 97.45 97.64 98.11 

AA（%） 81.65 89.23 94.85 91.09 94.18 96.01 96.48 

Kappa×100 91.73 93.32 96.24 93.04 96.38 96.66 97.32 
 

        
(a) (b) (c) (d) (e) (f) (g) (h) 

Fig. 6. Classification maps of different methods in PC dataset,(a) Ground truth, (b) 2DCNN, (c) SSRN, (d)A2S2K, (e) U-Net, (f) HyperUnet, (g) ASSMN, (h) 

Proposed. 

TABLE V.  EFFECTIVENESS ANALYSIS OF GMR 

Strategy 
HC PC 

OA AA Kappa OA AA Kappa 

Without GMR 93.62 95.39 92.58 96.60 92.03 93.91 

Only Spe-GMR 95.39 95.71 94.33 96.63 94.33 95.18 

Only Spa-GMR 94.44 95.43 93.64 96.36 93.63 94.86 

With GMR 96.22 96.62 95.57 98.11 96.48 97.32 
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TABLE VI.  EFFECTIVENESS ANALYSIS OF SSCAF 

Strategy 
HC PC 

OA AA Kappa OA AA Kappa 

Without SSCAF 91.68 93.48 90.25 95.08 92.89 93.86 

With SSCAF 96.22 96.62 95.57 98.11 96.48 97.32 
 

D. Discussion of Training Times and Testing Times 

In order to measure the efficiency of the proposed method, 
this paper conducted comparative experiments in training and 
testing time, and the results are shown in Table Ⅶ. 2DCNN 
has the least training time and testing time than other methods, 
because the simple 2DCNN architecture has fewer training 
parameters, but the classification accuracy is relatively low. 
Both U-net and HyperUnet have encoding and decoding path 
modules, and the addition of more convolutional layers makes 
the consumption time slightly longer than that of 2DCNN. 
SSRN and A2S2K use 3D convolution and introduce ResNet, 
which speeds up convergence and reduces training time. In 

ASSMN, the combination of dual-branch and multi-scale, 
together with its strategy of spectrum grouping and spatial 
grouping, makes the model more complex and requires longer 
training and testing time. However, the training time and 
testing time of the method in this paper are average among 
these comparison methods. The attention mechanism used in 
the SSCAF module increases the complexity of the proposed 
network, and the obtained training time and testing time are not 
the shortest. However, the method proposed in this paper can 
strike a good balance between accuracy and efficiency, and has 
certain advantages. 

TABLE VII.  RUNNING TIME OF DIFFERENT METHODS ON TWO DATASETS 

Dataset  2DCNN SSRN A2S2K U-Net HyperUnet ASSMN Proposed 

HC 
Train(s) 8.96 48.53 63.96 22.54 38.05 192.15 82.46 

Test(s) 42.15 123.80 205.50 61.27 82.04 121.01 138.05 

PC 
Train(s) 3.11 7.84 11.75 7.45 8.65 54.90 18.88 

Test(s) 9.32 18.74 23.53 34.74 23.30 69.78 73.41 
 

IV. CONCLUSION 

In this paper, we propose a dual-branch grouping 
multiscale residual embedded U-Net and cross-attention fusion 
network for hyperspectral image classification to improve the 
classification accuracy in the presence of sparse training 
samples. The designed DGMRU module is used to extract 
multiscale context information feature, which is suitable for the 
case of insufficient HSI samples. Among them, the designed 
GMR module increases the receptive field without adding 
parameters, and the feature extraction effect is better than that 
of the non-existent GMR module, which proves the necessity 
of this module. In addition, the proposed SSCAF maximizes 
the utilization of spatial-spectral features by constructing the 
intrinsic relationship between spatial and spectral features 
through cross-attention. Compared with other advanced 
algorithms, the method proposed in this paper has the best 
experimental results, and in the two data sets, OA increases by 
0.8% and 0.47% at least, which is feasible and effective. In the 
future, we will consider further reducing the complexity of the 
network model and improving the computational efficiency 
while maintaining the classification accuracy. 
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Abstract—In this study an optimized UNET model is used for 

FPGA-based inference in the context of brain tumour 

segmentation using the BraTS dataset. The presented model 

features reduced depth and fewer filters, tailored to enhance 

efficiency on FPGA hardware. The implementation leverages 

High-Level Synthesis for Machine Learning (HLS4ML) to 

optimize and convert a Keras-based UNET model to Hardware 

Description Language (HDL) in the Kintex Ultrascale (xcku085-

flva1517-3-e) FPGA. Resource strategy, First in First out (FIFO) 

depth optimization, and precision adjustment were employed to 

optimize FPGA resource utilization. Resource strategy is 

demonstrated to be effective, with resource utilization reaching a 

saturation point at a 1000-reuse factor. Following FIFO 

optimization, significant reductions are observed, including a 55 

percent decrease in Block RAM (BRAM) usage, a 43 percent 

reduction in Flip-Flops (FF), and a 49 percent reduction in Look-

Up Tables (LUT). In C/RTL co-simulation, the proposed FPGA-

based UNET model achieves an Intersection over Union (IoU) 

score of 74 percent, demonstrating comparable segmentation 

accuracy to the original Keras model. These findings underscore 

the viability of the optimized UNET model for efficient brain 

tumour segmentation on FPGA platforms. 

Keywords—UNET; field programmable gate array; high-level 

synthesis for machine learning; brain tumour segmentation 

I. INTRODUCTION 

Brain tumours are abnormal growths of cells in or around 
the brain and can be cancerous or non-cancerous [1]. 
Mutations in the DNA, radiation exposure and immune system 
problems are the causes of brain tumours which cause a 
noticeable mortality and low recovery rates. Early detection of 
brain tumours is crucial as it increases the possibility of 
successful treatment [2]. Magnetic resonance imaging (MRI) 
and computed tomography (CT) are imaging modalities used 
to diagnose brain tumours, with MRI producing more detailed 
brain scans [3]. Diagnosis of brain tumours from MRI requires 
skilled manpower in the medical field [4]. The expertise 
required for brain tumour diagnosis is insufficient and is 
susceptible to the human error factor, which has resulted in the 
implementation of deep learning (DL) to predict tumours to 
assist doctors [5]. 

Convolutional Neural Networks (CNN) are the deep DL 
model that perform better for feature extraction, but they 
require large datasets for efficient training which is hindrance 
for applications in medical imaging as large dataset are not 
easily accessible. Ronnerberger et al. proposes a UNET 
architecture that requires less image samples for successful 

model learning [6]. The UNET architecture has a drawback of 
consuming a lot of resources and computing inefficiency when 
applied in CPU and GPU [7]. The computational inefficiency 
of existing tumour prediction methods has become a critical 
concern in the medical imaging field. In response to this 
challenge, recent research has focused on areas to apply the 
UNET model for brain tumour detection in field 
programmable gate arrays (FPGA‟s), due to their inherent 
speed advantage over traditional processors. In a related study 
[8], the FPGA implementation of CNN was discussed, 
emphasizing on the necessity of a balanced design that 
considers resource utilization against performance. 

In this work the challenge of balancing computational 
resource against performance in UNET for brain tumour 
prediction is addressed by proposing a modified UNET model 
and a comprehensive optimization of hardware resource 
utilization during FPGA inference. The modifications methods 
used in this work are tailored to enhance efficiency and 
efficacy of the UNET model for brain tumour prediction. The 
UNET model was optimized by reducing the size of original 
UNET model and FPGA hardware optimization strategies 
used entailed resource strategy, FIFO buffer depth 
optimization and precision.  

The rest of this paper is organized as follows: Section II is 
literature review of relevant theory and related work; Section 
III describes materials and methods to carry out the work; 
Section IV is analysis and interpretation of results and 
discussion and conclusion is given in Section V and Section 
VI respectively. 

II. LITERATURE REVIEW 

Brain tumour segmentation is the technique of 
automatically detecting and labelling malignant brain tissues 
depending on tumour type [9]. Convolutional Neural Network 
has been successful in image segmentation applications in 
deep learning with applications in the medical field. The use 
of CNN in image segmentation entails deciding on the dataset 
to train the model; CNN architecture to use; loss function and 
the back-propagation weight adjustment algorithm. 

A. Brain Tumour Dataset 

Brain MRI scans is private patient‟s data which require 
confidential handling by health practitioners. However with 
the rise in the use of technology in the medical field, there is a 
need for the data to be made public and anonymous of 
patient‟s identity [10]. International research institutes have 
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made this data available for public use in developing medical 
imaging solutions such as The Cancer Genome Atlas (TCGA) 
dataset, BrainWeb dataset and MICCAI Brain Tumour 
Segmentation (BraTS 2020) Challenge dataset. 

1) The Cancer Genome Atlas (TCGA): TCGA has 

different data such as TCGA Lower Grade Gliomas (LGG) 

and Glioblastoma Multiforme (GBM) which are basically 

grades of gliomas standardized by the World Health 

Organization. LGG are less aggressive while GBM is an 

exceptionally aggressive kind of brain glioma that develops 

from astrocytes or their progenitors [11]. In reserach [12], 

automatic and manual identification of GBM sub-

compartments segmentation was performed and results 

showed that automated segmentation gave the highest area 

under the curve (AUC) as compared to manual segmentation.  

The TCGA dataset was created to identify a causal relation 

between genomic alterations and cancers [13]. TCGA data 

does not have specific pixel segmentation of tumour regions 

which will require additional radiologist expert knowledge to 

label the scans for training a machine learning model [14]. 

2) BrainWeb: Simulated Brain Database (SBD): The SBD 

currently has brain MRI data that has been simulated using 

two anatomical models: normal and multiple sclerosis (MS). 

T1-weighted (spin-lattice relaxation), T2-weighted (spin-spin 

relaxation), and PD-weighted (proton-density) sequences were 

employed to simulate entire three-dimensional data volumes 

for these models [15]. In study [16], the SBD database was 

utilized for improving the magnetic resonance imaging (MRI) 

segmentation using fuzzy C-means method and obtained 

experimental results that were more stable and accurate when 

compared to existing methods. SBD was created for computer 

aided image analysis by providing samples with ground truth. 

The SBD dataset is simulated for general use in computer-

based analysis algorithms which diminishes its appeal when 

compared to other datasets sourced from actual patients. 

3) MICCAI Brain Tumour Segmentation (BraTS 2020) 

challenge dataset: The BraTS 2020 dataset is made up of 

clinically obtained pre-operative multimodal MRI images of 

Glioblastoma (GBM/HGG) and lower grade glioma (LGG) 

that were collected from multiple institutions [17,18]. It 

contains a diagnosis that has been verified pathologically and 

has been divided into training and validation data. The dataset 

has expert manual segmentations that define the boundaries of 

the tumour regions, which include enhancing tumour, the 

peritumoral edema, and the necrotic and non-enhancing 

tumour core. All the scans of BraTS are in Neuroimaging 

Informatics Technology Initiative (NIfTIS) file format and 

they describe native (T1) and post-contrast T1-weighted 

(T1Gd), T2-weighted (T2), and T2-Fluid Attenuated Inversion 

Recovery (FLAIR) volumes, and were acquired using various 

clinical protocols and scanners from numerous institutions. 

The BraTS dataset has been used in several research with [19] 

introducing a residual mobile U-Net (RMU-Net) for MRI 

brain tumour segmentation. The RMU-Net archived dice 

coefficient scores for WT, TC, and ET on the BraTS 2020 

dataset of 91.35%, 88.13%, and 83.26%, respectively, and 

91.76%, 91.23%, and 83.19% on the BraTS 2019 dataset, and 

90.80%, 86.75%, and 79.36% on the BraTS 2018 dataset. 

The BraTS dataset is more versatile than the TCGA as it 
has manual segmentation that has been done by experts, which 
is essential for the training of a prediction model. In 
comparison to the SBD, BraTS dataset is more competitive as 
it has been sourced from real MRI scans that represents the 
real life cases as compared to simulated SBD. BraTS dataset is 
also specialized for segmentation with UNET as it has ground 
truth that has multiclass labels [20]. 

B. U-NET 

U-NET is a convolutional neural network that was 
proposed by [6] for biomedical image segmentation 
applications. It was optimized to archive accurate prediction 
with few training images, as they are normally few sample 
images in the medical field. The original model constitutes of 
a contraction path which records context and expansion path 
which enables accurate localization. The UNET model is 
computationally demanding which translates into high 
resource utilization on hardware. There have been proposed 
methods to reduce the high resource demand by the UNET. 

In study [21] a reduced UNET model architecture for 
classification of weeds and crops using segmentation was 
proposed.  Reduction of the model was archived by reducing 
the number of filters per convolution layer. The proposed 
model in [21] has parameters that are 27% smaller while 
maintaining accuracy of 95% and an error rate that is 7% 
lower than the original UNET model. The reduction is 
however done on the number of filter per layer, and maintains 
the UNET architecture in terms of layers. In [22], the reduced 
depth UNET architecture with three down-sampling and two 
up-sampling sections is proposed, replacing the five down-
sampling and four up-sampling sections of the original UNET 
architecture. Results obtained showed that the approach 
produced more accurate results [22]. There is gap in the 
existing work to combine reduction in number of filters and 
model depth as proposed by [21, 22]. 

1) Evaluation criteria: In order to evaluate segmentation 

there are metrics in image processing that can be used for 

quality assurance. The output image pixels are compared 

against those of the ground truth to establish the extent of 

accuracy. Intersection over union (IoU) and dice similarity 

coefficient (DSC) are the most common used metrics in 

medical imaging. 

a) Intersection over union (Iou): Intersection over union 

is an evaluation metric that measures the intersection between 

the predicted mask and the actual mask, also known as the 

Jaccard index [23]. IoU calculation incorporates two 

indicators of false positive (FP) and true positive (TP) results. 

A true positive occurs when the model accurately predicts that 

a pixel is a component of an object when in fact it is. If the 

model forecasts a pixel as belonging to an item when in fact it 

belongs to the background, this is known as a false positive. 

The intersection of the anticipated segmentation mask and the 

ground truth mask, when compared to the union of the two 
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masks, is known as the IoU. IoU is particularly useful in 

multiclass segmentation where there is an imbalance in 

classes. 

IoU = TP / (TP + FP + FN)  (1) 

where, TP is the number of true positives, FP is the 
number of false positives, and FN is the number of false 
negatives. 

b) Dice similarity coefficient: The Dice similarity 

coefficient also termed as Srensen-Dice index or simply the 

Dice coefficient is a statistical instrument used to determine 

the similarity of two sets of data [24, 25]. The dice similarity 

coefficient is both a spatial overlap indicator and a tool for 

validating reproducibility. The proportion of specific 

agreement was another name for it. A DSC value ranges from 

0 to 1, with 0 indicating no spatial overlap and 1 representing 

total overlap. DSC examines the agreement between a 

predicted segmentation and its ground truth at a pixel level. 

The equation for the DSC metric is: 

DSC=2 * |X ∩ Y| / (|X| + |Y|)  (2) 

 Where X and Y are two sets. 

 A set with vertical bars on either side denotes the set's       
cardinality, or the number of elements in that set, e.g. 
|X| denotes the number of elements in set X. 

 ∩ is used to express the intersection of two sets and 

refers to the items that are shared by both. 

2) Model Training Optimization Algorithm 

Cost Function 

The error between real y and predicted y at its present 
position is measured by the cost (or loss) function [26]. A loss 
function can be used to increase the effectiveness of the 
machine learning model by giving it feedback in order to 
change the parameters reducing the error, and ultimately 
locating the local or global minimum. Until the cost function 
is near to or equal to zero, it iterates repeatedly, moving in the 
direction of steepest descent. Learning in the model stops at 
the steepest descent. A cost function determines the average 
error across the whole training set, whereas a loss function just 
considers the error of one training sample [27]. 

Gradient Descent (Gd) 

Optimizers update the model in response to the output of 
the loss function, consequently reducing the loss function. To 
locate a local minimum or maximum of a given function, 
gradient descent (GD), an iterative first-order optimization 
technique, is utilized. This method reduces the cost function 
and is mostly used as an entry level optimization in machine 
learning application [28]. Gradient descent however uses a 
constant learning rate which may need to be tuned manually to 
reach optimal performance. A higher learning results in faster 
training which require fewer epochs at the cost of 
overshooting the minimum. On the contrary a smaller learning 
rate will result in slower learning which requires more epochs 
for convergence [29]. The most common optimizers derived 
from gradient descent are Adaptive Gradient (Adagrad), 

Adaptive Delta (AdaDelta), Stochastic Gradient Descent 
(SGD), Adaptive Momentum (Adam), Cyclic Learning Rate 
(CLR), Adaptive Max Pooling (Adamax), Root Mean Square 
Propagation (RMS Prop), Nesterov Adaptive Momentum 
(Nadam), and Nesterov accelerated gradient (NAG) for CNN 
[30]. 

Adaptive Moment Estimation Optimizer (Adam 
Optimizer) 

When training neural networks and machine learning 
models, the gradient descent approach is typically employed 
for optimization [27]. 

The Adam optimizer was made for deep neural network 
training optimization. It can be described as a combination of 
momentum-based stochastic gradient descent and RMSprop. 
Adam optimizer delivers computational performance, lower 
memory usage, and invariant to diagonal rescaling of 
gradients for applications with huge amounts of data or 
parameters [31]. Adam optimizer also computes adaptive 
learning rate, which entails tuning the learning rate during 
back-propagation, a property which gives it a competitive 
edge over other gradient descent optimizers. In study [30], ten 
common GD based optimizer algorithms were compared and 
analysed, and results obtained showed that Adam optimizer 
was more competitive with an accuracy of 99.2%. 

C. Model Conversion to Hardware Description Language 

(HDL) 

Workflow of implementing neural network in FPGA 
entails building of model architecture by deciding on the 
relevant layers and the training of the model using frameworks 
such as Tensorflow, Keras or Pytorch in high level language 
such as python and then converts the trained model to 
hardware description language (HDL). FPGA vendors have 
high level synthesis tools which synthesize from C++ to HDL. 
Converting a model in python trained to C++ can be a 
daunting task. However there are automation tools that bridge 
between trained models and C++ representations, such as 
LegUp, DNN Weaver, FINN and HLS4ML among others. 

A. Conversion Tools 

1) LegUp: LegUp is a high-level synthesis tool that uses 

C programming to get the system's behavioural description 

and creates an RTL netlist in Verilog HDL [32]. LegUp is 

compatible C/C++ language program and gives an output of 

Verilog HDL. The four major steps in LegUp HLS process are 

allocation, scheduling, binding, and RTL generation, which 

run consecutively [33]. LegUp supports Microchip PolarFire 

FPGA‟s. 

2) FINN: FINN is an experimental framework developed 

by Xilinix Research Labs that focuses on the use of deep 

neural networks on FPGAs. It is designed for Xilinx FPGAS 

for converting quantized neural networks (QNNs) to HDL. 

FINN supports Brevitas which is a Pytorch package for neural 

network quantization that supports post training quantization 

(PTQ) and quantization aware training (QAT) [34]. 

3) DNNWeaver: DNNWeaver is an alternate converter for 

trained model to HDL implementation in FPGA, made at the 
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Alternative Computing Technologies (ACT) Laboratory, 

University of California [35]. A synthesizable FPGA 

accelerator with high efficiency and performance was 

achieved in [35]. The tool however only supports Caffe model 

which is a limitation for Tensorflow and Pytorch frameworks 

applications. 

4) HLS4ML: HLS4ML is a tool for machine learning 

model implementation in FPGA covering both Vivado, Vitis 

and Quartus HLS backend and C++ inference templates [36]. 

The tool was developed for the CERN Hadron Collider 

(LHC), for fast capturing of results from detectors in the LHC. 

HLS4ML features Keras, Pytorch and ONNX frameworks, 

models C++ equivalent representations conversion, which can 

then be transformed to HDL by the backend HLS. Fully 

connected NN (multilayer perceptron, MLP), Convolutional 

NN, Recurrent NN (LSTM) and Graph NN (GarNet) are 

neural network architectures supported by HLS4ML. The 

support for different backend, frameworks and neural network 

architectures makes HLS4ML a more suitable tool for FPGA 

neural network inference.  

Neural network implementation consumes a lot of FPGA 
resources that would be impossible to implement without 
optimization, which has led research work that incorporates 
FPGA hardware optimization when using HLS4ML. In study 
[37], inference of jet substructure model for particle physics in 
FPGA, archived Flip-flop and BRAM utilization below 4% of 
budget by employing bit width adjustment. FIFO buffer depth 
optimization was applied in [38] by recording buffer 
occupancy during the RTL simulation and then re-running the 
synthesis with updated FIFO buffer depth reduced resource 
utilization BRAM by 81%; LUT by 35% and FF by 37%. 

III. METHOD AND MATERIALS 

A. 2D UNET Architecture 

The original UNET has five blocks in the contraction path 
that entail convolution, ReLU and max-pooling operations. 
Fig. 1 shows four blocks that perform up-sampling, 
convolution and ReLU in the expansion path, that are 
connected to their corresponding layers in contracting path. In 
this work the UNET architecture was reduced to reduce the 
resource requirement of the model [39]. 

 

Fig. 1. UNET architecture [39]. 

B. Reduced UNET Model 

The depth of the UNET architecture was reduced and the 
numbers of filters per layer were reduced. Filter numbers were 
reduced by 93.8% per layer and only one block of filter was 
used instead of two per layer. In the contraction path the 
feature extraction blocks were reduced from five to two 
consisting of 3*3 convolution kernels, 2*2 max-pooling.  For 
the expansion path feature extraction blocks were reduced to 
two from four consisting of 2*2 up-sampling and concatenate 
path from the contracting layer as depicted in Fig. 2. The 
resulting model reduced model total parameters by 99%. 
Decreasing the model however comes with a cost of accuracy 
as the features that the model can capture are reduced. 
Tensorflow Keras framework was used to train the model. 

 

Fig. 2. Reduced UNET architecture. 

C. Data Pre-Processing 

Data pre-processing entails formatting dataset images to 
match the input size and features of the UNET model 
architecture. The BraTS 2020 dataset was used in this work 
and was pre-processed by resizing, min-max scaling and 
slicing before being used for training and testing of the model. 
In order to capture more features T1CE, T2 and FLAIR 
modalities were used for training. 

Resizing 

BraTS 2020 dataset consists of 3D MRI images with 
modalities and segmentation masks marked by experts. The 
3D-MRI scans were resized from 240*240*155 to 
128*128*128 dimension to reduce the unnecessary 
background data and for uniformity in the data. Fig 3 shows 
the resized image with dimensions 128*128 and background 
cropped out. 

1) Min-max scaler: The images were scaled using the 

min-max scaler for a mean of 0 and max value of 1. Scaling 

helps to standardize the data for efficient training of the 

model. 

2) Slicing: Since the model was defined for 2D 

convolution kernels each image was sliced to from 3D to 2D 

slices for all the modalities and masks. The modalities for 

each sample were converted to numpy array and combined or 

stacked into one image which translate to input channels in the 

model architecture. Fig. 3 is a plot of a 2D slice from the 127 

slices obtained per 3D image slicing. 
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Fig. 3. Pre-processed BraTS 2020 2D slice. 

3) Data Generator: A data generator was defined for 

loading the images and masks during training. The images and 

masks were loaded as an (X,Y) tuple. In the tuple method the 

X represents the data which was passed through the model for 

training and Y is the expected output which was used for 

calculating the loss against the model output at each iteration. 

D. Adam Optimization 

Adam optimizer was used during the training to update the 
weights and learning rate to reach lowest possible loss, 
through gradient descent method. In order to calculate the 
loss, dice score coefficient (DSC) was used to compute the 
total loss which was then back-propagated for updating 
weights and the learning rate. The optimizer weights were 
removed from the model after the training since they are not 
required for inference. 

E. Tensorflow Keras Model Conversion to C++ and RTL 

HLS4ML was used for converting the trained model to 
HDL. Adam optimizer Weights added to the model during 
training was removed before conversion. This reduced the 
memory footprint of the model as optimizer weights are not 
required for inference. A script for generating the C++ 
equivalence of the model was developed. The script describes 
the optimization category in terms of resource or latency, 
clock, input/output type (io_type) and backend HLS tool that 
was used. Fig. 4 illustrates the process flow from model 
training to FPGA implementation using HLS4ML. 

 

Fig. 4. HLS4ML conversion process. 

Conversion to RTL 

Table I illustrates the configuration used to convert the 
reduced model to HDL. The C++ generated representation of 
the model was obtained from the templates in hls4ml that 
define CONV2D, MAXPOOL and other layers defined in the 
model. Vivado HLS supports converting C++ model 
representation to HDL. In this work the C++ model was 
converted to Verilog, System-C and VHDL. The main files 

generated from the conversion are the HDL, data and 
constraints. HDL files describe various layers of the model; 
data files contain the weights and biases and the constraint 
files define the timing and layer interconnections. 

TABLE I. REDUCED UNET CONVERSION TO HDL CONFIGURATION 

Configuration Parameter 

Backend Vivado HLS 

FPGA 
Kintex Ultrascale 
Part- xcku085-flva1517-3-e 

Strategy Resource (Reuse Factor) 

FIFO Depth (Initial) 100_000 

Precision Fixed point arithmetic(ap<>) 

F. HDL Optimization 

In order to optimize the FPGA resource utilization the 
precision, resource strategy and FIFO buffer depth 
optimization techniques were used. 

1) Precision: Floating point numbers due to their limitless 

precision in computation leads to an increased utilization of 

resources. Arbitrary fixed point type was used in this work 

which is defined by „ap_fixed<a,b>‟, where „a‟ is the total bit 

width and „b‟ is the fractional part from the total size of „b‟.  

Fixed-point arithmetic is more efficient in reducing resource 

utilization when compared to floating-point arithmetic. 

2) Resource strategy: In multilayer neural networks, each 

neuron in a layer (consisting of n neurons) produces an output 

computed by the weighted sum of the output from the 

previous layer. The weights associated with these connections 

are represented as a matrix W of size n*m, where m is the 

number of neurons in the previous layer. Each neuron has a 

bias that is independent and represented by vector b. The 

weighted sums and the biases are summed and added non 

linearity by activation function denoted by f, resulting in the 

final output of the neuron. This process of weights, biases and 

activation function is expressed as: 

y=f(W*previous layer output + b)  (3)  

The multiplications in neural networks are computed by 
multipliers in FPGA, which result in high resource utilization 
if each multiplication was to represent a physical multiplier. 
Resource strategy was used to optimize the design by reusing 
of multipliers as demonstrated in Fig. 5. 

 

Fig. 5. Multiplier reuse reduces number of multipliers at the expense of 

parallel processing. 

Multiplier Limit 
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Processing elements are a functional block that preforms 
specific operations such as multiplication and addition. In the 
FPGA, operations are efficiently conducted in parallel across 
multiple PE‟s, thereby improving computational efficiency. 
For resource strategy multiplier_limit variable was defined to 
represent the maximum number of multiplications that can be 
done in parallel for the available resources. The calculation is 
based on the number of input values (mult_n_in), the number 
of output values ( mult_n_out) and the reuse factor. A higher 
reuse factor will mean a lower value of multiplier_limit which 
translates to actual multipliers used in the FPGA 
implementation, however the universal time of operation will 
increase as the multipliers will be shared by a number of 
operations. 

Mult_n_in = filt_height * filt_width * n_chan (4) 

Mult_n_out =n_filt  (5) 

Multiplier_limit = DIV_ROUNDUP(mult_n_in * mult_n_out, 

reuse_factor)   (6) 

3) First In First Out (FIFO) Buffer Depth Optimization: 

FIFO buffers store data in between layers. In the initial C++ 

conversion the size of the buffers is estimated, however the 

estimated size is above the utilization during simulation. This 

results in a BRAM and LUT usage that is higher than what the 

design requires. In FIFO depth optimization method the buffer 

size for each layer was set to 100_000, which is a value above 

what is required by the design. The design was then 

synthesized and during RTL co-simulation the buffer 

occupation was recorded and used to update the FIFO buffer 

sizes which translated to a 71% reduction in buffer size. Fig. 6 

is an overview of the buffer method capturing of buffer 

utilization during simulation to the updating of the new buffer 

size. 

 

Fig. 6. FIFO buffer depth optimization overview. 

G. C++ /Register Transfer Level (C/RTL) CO-SIMULATION 

C/RTL co-simulation was used to verify the functional 
preservation of the HDL converted model. The test images 
were converted to a 1D array and saved as data files with pixel 
values saved as strings for compatibility with simulator. 
C/RTL co-simulation was done using test-bench and test data. 
The comparison of C-Simulation and RTL simulation passed 

validation and output for inference was a 1D array that was 
converted to 2D numpy array. 

IV. RESULTS  

A. Precision 

The increase in configured precision for the reduced 
UNET model during conversion to HDL was directly 
proportional to the increase in resource utilization as shown in 
Table II. 

TABLE II. INCREASING AP PRECISION INCREASES RESOURCE 

UTILIZATION FOR THE REDUCED UNET MODEL CONVERSION IN HLS4ML 

PRECISION BRAM_18K DSP48E FF LUT 

<16,6> 2118 5 67033 149764 

<32,6> 3978 13 97408 188001 

<64,6> 7845 65 155388 219201 

B. Resource Strategy 

Multiplier reuse reduced the resources used as multipliers 
were shared among operations at the expense of performance. 
Maximum possible reuse factor is 1152 hence beyond 1500 
reuse factor the performance and resource utilization is not 
affected, as shown by Fig. 7 graph of resource utilization. This 
is because there is an upper-limit to optimization of resource 
utilization against performance. 

 

Fig. 7. Increase in reuse factor is directly proportional to resource utilization 

and reach roofline at 1000 reuse factor. 

C. First In First Out (FIFO) Buffer Depth Optimization 

New FIFO buffer depth values were inserted in the C++ 
firmware as pragma directives to guide synthesis. Resource 
utilization after FIFO optimization showed 54.8% reduction in 
BRAM‟s, 29% reduction in FF‟s and 44% reduction in LUT‟s. 
The new FIFO buffer depth was the occupancy increased by 
value of 1. Table III shows the reduction in resource 
utilization pre and post buffer size reduction. Table IV 
illustrates how the buffer size was reduced using pragma 
directives during synthesis. 

TABLE III. FIFO DEPTH OPTIMIZATION REDUCTION IN RESOURCES 

Optimization BRAM_18K DSP48E FF LUT LATENCY(ms) 

No 1634 8 52679 120583 9.8 

Yes 739 5 29811 62059 9.8 

% Change -54.8 -37.5 -43.4 -48.5 0 
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TABLE IV. FIFO BUFFER DEPTH SIMULATION OCCUPANCY RESULTS AND OPTIMIZATION PRAGMAS TO REDUCE BUFFER DEPTH 

Layer Occupancy New FIFO BUFFER DEPTH PRAGMA DIRECTIVE 

layer20_out_V_data_0_V_U 33348 33349 #pragma HLS STREAM variable=layer20_out depth=33349 

layer21_out_V_data_0_V_U 16608 16609 #pragma HLS STREAM variable=layer21_out depth=16609 

layer19_cpy2_V_data_0_V_U 819 820 #pragma HLS STREAM variable=layer19_cpy2 depth=820 

layer22_out_V_data_0_V_U 134 135 #pragma HLS STREAM variable=layer22_out depth=135 

layer23_out_V_data_0_V_U 199 200 #pragma HLS STREAM variable=layer23_out depth=200 

layer12_out_V_data_0_V_U 3 4 #pragma HLS STREAM variable=layer12_out depth=4 

layer24_out_V_data_0_V_U 37372 37373 #pragma HLS STREAM variable=layer24_out depth=37373 

layer25_out_V_data_0_V_U 261 262 #pragma HLS STREAM variable=layer25_out depth=262 

layer26_out_V_data_0_V_U 1 2 #pragma HLS STREAM variable=layer26_out depth=2 

TABLE V. SHOWING THE REDUCED MODEL COMPARISON WITH EXISTING WORK 

Ref Model Dataset Parameters IoU Score Accuracy Execution Time(ms) 

UNET MODEL UNET BraTS 2020 1.9 M 0.60 0.97 132 

[40]Ercüment GÜVENÇ 

(2023) 
FLAIR MR IMAGES WITH U-NET BraTS 2018 - 0.59 0.99 - 

[41]Jwaid (2021) 3D U-Net CNN BraTS 2017 - 0.69 0.99 - 

Proposed Reduced UNET BraTS 2020 864 0.74 0.95 38 

D. Reduced Model Result Comparison with Existing Work 

A full UNET model with original architecture was 
developed to compare with the reduced UNET proposed in 
this work. Model parameters were reduced from 1.9 million in 
original 2D-UNET model to 864 in proposed reduced UNET 
model. 

E. Intellectual Property (IP) Core 

Fig. 8 is the graphical representation of the intellectual 
property core that was generated from the RTL design. The 
generate IP core has 3-inputs which correspond to the three 
input channels in the model architecture and there are four 
output channels which are aligned to the number of classes for 
type of tumour and background. IP cores introduce modular 
design which can then be interfaced with input and output IP 
cores such as Ethernet. 

 

Fig. 8. BraTS 2D UNET tumour segmentation IP core.  

F. C/RTL Co-simulation Results 

The co-simulation results presented in Fig. 9, visually 
demonstrate the similarity between prediction output masks of 
the python model and RTL simulation. Quantitative analysis, 
computing the IoU score output a comparable value of 74% 
between the original python model and the RTL simulation, 
validating the fidelity of the FPGA-based implementation. 
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Fig. 9. Reduced UNET python model and C/RTL co-simulation brain 

tumour prediction masks. 

V. DISCUSSION 

Table V shows that the proposed model has a higher IoU 
score over the existing work in [40, 41]. In study [40], only 
FLAIR images modality which limited the amount of features 
that can be learned by the model as compared to T1CE, T2 
and FLAIR modalities which were used in the proposed model 
to learn more features from the dataset. The proposed model 
however has limitations in terms of accurately predicting 
tumour class. Future work can be focused on improving 
multiclass prediction of the proposed model.  

VI. CONCLUSION  

In this work a reduced UNET model was built and trained 
in Tensorflow Keras for brain tumour segmentation 
applications and archived an IoU score of 74%. The reduced 
model significantly reduced the model parameters by 99% 
which translates into reduced computational requirements. 
Converting the reduced model into C++ and HDL equivalent 
representations using HLS4ML, FPGA resources were used 
economically while preserving the original model 
segmentation output mask accuracy. Resource strategy, FIFO 
buffer depth and precision methods significantly reduced 
FPGA resource usage. The reduced model segmentation 
performs well in predicting tumour region, however the 
tumour classes are still poorly predicted. Further work on 
choosing the right loss function suitable for unbalanced multi-
class segmentation for the reduced model can be done to 
improve inference accuracy while reducing FPGA resource 
utilization 
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Abstract—The goal of the present research is to better 

understand the need of accurate and ongoing monitoring in the 

complicated chronic metabolic disease known as diabetes. With 

the integration of an intelligent system utilising a hybrid adaptive 

machine learning classifier, the suggested method presents a 

novel way to tracking individuals with diabetes. The system uses 

cutting edge technologies like intelligent tracking and machine 

learning (ML) to improve the efficacy and accuracy of diabetes 

patient monitoring. Integrating smart gadgets, sensors, and 

telephones in key locations to gather full body dimension data 

that is essential for diabetic health forms the architectural basis. 

Using a dataset that includes comprehensive data on the patient's 

characteristics and glucose levels, this investigation looks at sixty-

two diabetic patients who were followed up on a daily basis for 

sixty-seven days. The study presents a hybrid architecture that 

combines a Convolutional Neural Network (CNN) with a Support 

Vector Machine (SVM) in order to optimise system performance. 

To train and optimise the hybrid model, Grey Wolf Optimisation 

(GWO) is utilised, drawing inspiration from collaborative 

optimisation in wolf packs. Thorough assessment, utilising 

standardised performance criteria including recall, F1-Score, 

accuracy, precision, and the Receiver Operating Characteristic 

(ROC) Curve, methodically verifies the suggested solution. The 

results reveal a remarkable 99.6% accuracy rate, which shows a 

considerable increase throughout training epochs. The CNN-

SVM hybrid model achieves a classification accuracy advantage 

of around 4.15% over traditional techniques such as SVM, 

Decision Trees, and Sequential Minimal Optimisation. Python 

software is used to implement the suggested CNN-SVM 

technique. This research advances e-health systems by presenting 

a novel framework for effective diabetic patient monitoring that 

integrates machine learning, intelligent tracking, and 

optimisation techniques. The results point to a great deal of 

promise for the proposed method in the field of medicine, 

especially in the accurate diagnosis and follow-up of diabetic 

patients, which would provide opportunities for tailored and 

adaptable patient care. 

Keywords—Diabetes; machine learning; convolutional neural 

network; support vector machine; grey wolf optimization; e-health 

systems 

I. INTRODUCTION 

Over the past few decades, diabetes mellitus, frequently 
characterized to as diabetes, has become a major worldwide 
health concern due to its constantly rising predominance. 
Increased levels of glucose in the blood are a characteristic of 
this metabolic illness, which is brought on by either 
inadequate insulin synthesis or an inefficient utilization of 
insulin by the body. The World Health Organization (WHO) 
reports, that the rate of diabetes has been rapidly rising 
globally, making it one of the biggest public health issues of 
the twenty-first century. Diabetes affects a wide range of 
individuals worldwide, as evidenced by its epidemiology [1]. 
With approximately 463 million individuals identified with 
diabetes as of 2019, developed nations as well as developing 
ones are struggling with an increase in the number of instances 
of the disease. If current conditions continue, this number is 
expected to rise, reaching an astounding 700 million people by 
2045. Inactive ways of life, inadequate nutrition, and a 
growing elderly population are all contributing participants to 
this trend, which emphasizes the critical requirement for 
efficient management and preventive actions [2]. Diabetes that 
goes untreated has serious repercussions that impact several 
organ systems and cause significant health issues. Long-term 
effects include renal failure, blindness, neuropathy, and 
cardiovascular disorders, all of which significantly decrease 
the standards of life as well as the life expectancies of those 
who are impacted. Furthermore, the financial impact of 
diabetes-related medical expenses and lost productivity is 
significant, creating new difficulties for healthcare systems 
throughout the world [3]. 

There are several interrelated causes that lead to the 
diabetes pandemic. With the introduction of diets excessive in 
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fats that are unhealthy and sugars that are processed and a 
decrease in physical activity, industrialization and 
modifications to lifestyles have created an environment that 
encourages obesity that promotes the development of diabetes. 
An individual's risk to the illness is influenced by both 
environmental and genetic variables, which combine to 
determine the person's susceptibility. Furthermore, the 
growing incidence of diabetes is made worsened by 
differences in the availability of healthcare and education, 
especially for communities with limited resources. Diabetes is 
becoming more and more common, which has serious 
consequences for public health and necessitates an all-
encompassing strategy [4]. The three main strategies for 
reducing the rise in diabetes are prevention via health 
education, lifestyle modifications, as well as early detection. 
In addition, technological developments including the 
development of sophisticated monitoring systems have the 
potential to improve diabetes care while promoting an 
anticipatory approach to healthcare [5]. To reduce the effects 
of diabetes and enhance the physical and mental well-being of 
millions of people globally, the international community needs 
to collaborate together to address the complex interactions 
between hereditary, environmental, and lifestyle variables [6]. 

The complex nature of managing diabetes, characterized 
by the requirement for continual surveillance and 
individualized treatment, highlights the necessity for 
sophisticated monitoring systems. Diabetes, in contrast to 
many other chronic illnesses, requires close monitoring of 
blood sugar levels, dietary habits, activity levels, and 
medication compliance. Diabetes has several facets that 
impose significant stress on patients and healthcare 
professionals equally [7]. As a result, there is a strong demand 
for innovative approaches that may expedite monitoring 
procedures, give real-time information, and enable faster 
treatments. Diabetes is a very unique disorder, with changes in 
medical condition and patient responses to therapy occurring 
on an individual basis. In order to customize treatment plans 
to the particular requirements of each patient, sophisticated 
monitoring systems are now essential [8]. Through the 
integration of adaptive learning technologies and sophisticated 
monitoring mechanisms, these systems are able to evaluate 
large datasets and identify specific trends, offering a more 
detailed knowledge of a patient's health trajectories. 
Enhancing therapeutic efficacy, reducing adverse reactions, 
and ultimately improving patient outcomes are all possible 
with this customized strategy [9]. 

Patient-centered care is an innovative approach that 
prioritizes giving individuals the tools required to take an 
active role in their own health management. Modern 
monitoring devices are essential to this change because they 
provide patients with immediate information on their lifestyle 
decisions and health parameters. These systems have the 
potential for motivating patients to follow treatment programs, 
make educated decisions, and establish up healthy habits by 
cultivating an environment of ownership and awareness [10]. 
Furthermore, the incorporation of easy-to-use interfaces and 
smartphone applications might promote a proactive and 
cooperative approach to diabetes management by facilitating 
effortless interaction between patients and medical 

professionals. By using sophisticated technologies to monitor 
diabetes proactively, complications may be avoided, and the 
financial strain of the disease may be reduced. Early 
intervention can be used to mitigate the frequency of serious 
illnesses and hospitalizations by promptly detecting 
abnormalities from normal health indicators [11]. 
Sophisticated monitoring systems help healthcare systems 
preserve revenue over the course of time through promoting 
preventative care and supporting continuous maintenance of 
health. In order to effectively manage the numerous obstacles 
presented by this complicated and widespread chronic illness, 
improved monitoring systems are becoming increasingly 
necessary as the number of cases of diabetes rises worldwide 
[12]. 

Significant progress has been made in the field of diabetes 
e-health systems, which use technology to improve the 
treatment of patients and management. These systems usually 
incorporate a range of technologies to monitor and assist 
people with diabetes in everyday activities, such as online 
platforms, wearable technology, and mobile applications. 
Numerous current systems concentrate on monitoring blood 
glucose levels, activity levels, and consumption habits in real-
time. While wearable technology, such continuous glucose 
monitors (CGMs), offer a constant supply of physiological 
information, mobile applications frequently act as a central 
centre for data gathering and processing [13]. e-Health 
technologies have made it possible for diabetes patients to 
take advantage of telehealth services and remote monitoring, 
eliminating the distance between patients and healthcare 
professionals in geographically dispersed areas. Regular 
assessments and treatment plan modifications are made 
possible through telehealth conversations, which eliminate the 
need for several visits to the clinic. By facilitating more 
adaptable and dynamic diabetic treatment, this integration 
lowers the need for frequent visits to the clinic and increases 
patient participation. 

The incompatibility of various e-health technologies and 
systems is one of the main disadvantages. Variations in 
information formats and requirements may prevent the 
effortless transfer of information between healthcare systems 
and devices, which could result in evaluations of an 
individual's health state that are either inaccurate or 
incomplete. Security and confidentiality of information are 
major problems in e-health systems because of the sensitive 
character of health data. Challenges including illegal entry, 
leaks of information, and insufficient encryption protections 
caused patient privacy at risk and might undermine users' 
confidence in these systems. Participation among users and 
commitment over time to monitoring methods remain issues in 
regardless of the capacities of e-health systems [14]. The 
apparent complexities of the systems, unease with wearable 
technology, or a lack of customized input that aligns with their 
specific health objectives can all lead to patients detaching 
from ongoing surveillance. Certain e-health systems could 
depend on standard algorithms that do not adequately take into 
consideration the range of diabetes appearances people with 
the disease can have. An approach that applies to all patients 
may fail to recognize smaller variations in how each patient 
reacts to therapy, which could result in undesirable outcomes 
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for certain groups of patients. e-Health systems are effective at 
collecting physiological data, but they can still do better when 
it comes to incorporating behavioural data, including how 
anxiety or other lifestyle factors affect diabetic treatment [15]. 
Increasing the comprehension of every facet of the patient 
experience can result in more comprehensive and 
individualized treatments. Improving interoperability, 
enhancing privacy and security protocols, boosting user 
engagement with intuitive interfaces, and fine-tuning 
algorithms in order to accommodate a range of patient profiles 
are all necessary to overcome these constraints. The continued 
development of e-health systems shows possibilities for 
improving patient outcomes, optimizing diabetic treatment, 
and expanding the field of electronic health records as 
technology advances. 

The complicated and constantly changing nature of 
diabetes is the motivating factor driving the integration of 
intelligent tracking and a hybrid adaptive machine learning 
classifier in diabetes treatment. Individualized patterns of 
blood glucose levels, choices regarding lifestyle, and 
treatment responses are characteristics of diabetes. The 
complex and changing health trajectories of individuals with 
diabetes are frequently difficult for traditional, static models to 
represent. The system attempts to give patients a more 
comprehensive and individualized approach to diabetes 
management by combining intelligent tracking, which 
continually records and customizes to changing patient 
behaviours, and a hybrid adaptive machine learning classifier, 
which can learn complicated patterns in large datasets [16]. 
The traditional standardized method of managing diabetes 
may not be able to adequately satisfy each patient's specific 
demands. The device can collect instantaneous information on 
a patient's activities, eating habits, and physiological reactions 
because of intelligent tracking systems. This is enhanced by 
the hybrid adaptive machine learning classifier, which gains 
knowledge from the recorded information, customizes its 
model to account for individual differences, and offers 
individualized recommendations. This combination 
maximizes the effectiveness of therapies and improves patient 
outcomes by facilitating the transition towards more 
individualized and focused treatment techniques. 

Continuous monitoring helps significantly in the treatment 
of diabetes since it makes it possible to identify small 
variations in health indicators that might signal impending 
emergencies. Intelligent tracking is integrated to provide an 
uninterrupted supply of pertinent data, and the hybrid adaptive 
machine learning classifier is extremely skilled at identifying 
complex patterns linked to early indicators of health decline. 
For those with diabetes, this continuous surveillance and early 
intervention strategy may help avoid complications, lessen the 
need for emergency interventions, and enhance their general 
quality of life. The hybrid adaptive machine learning classifier 
is intended to address the difficulties caused by the intrinsic 
unpredictability in the initial responses of individuals with 
diabetes to dietary and medication modifications [17]. 
Conventional classifiers could have trouble adjusting to these 
differences, which would result in less than ideal efficiency. 
Because of its adaptive characteristics, the suggested classifier 
can adapt over time to the intrinsic variety in diabetes 

presentations. This flexibility is especially important for 
patients with chronic conditions like diabetes, whose health 
can be affected by a wide range of variables. In the area of e-
health and diabetes care, the combination of intelligent 
tracking with a hybrid adaptive machine learning classifier is a 
newly developed and creative method. While discrete 
components like machine learning and intelligent tracking 
have been studied independently, integrating them into a 
unified framework which functions effectively when 
combined is a novel contribution. The system's capacity to 
dynamically adjust to each patient's unique profile, learn from 
changing information over time, and offer customized 
suggestions for successful diabetes control essentially makes 
this system exceptional. This strategy might contribute to the 
expanding area of customized medicine and raise the 
standards for digital health interventions for chronic illnesses. 

The Key Contribution of the paper is given as follows: 

 The research presents a unique hybrid architecture that 
combines a SVM with a CNN to monitor diabetic 
patients. By combining the attributes of both models 
which is SVM's outstanding binary categorization and 
CNN's feature extraction capabilities, improves 
diabetes prediction accuracy. 

 An intelligent tracking mechanism is utilized to 
collects detailed body dimension information from 
diabetes patients using cellphones, sensors, and smart 
devices. Beyond typical monitoring techniques, this 
integrated strategy ensures a more comprehensive 
awareness of the patient's health and contributes to a 
more individualized approach to treatment. 

 The employed Grey Wolf Optimization is based on 
cooperative optimization observed among wolf packs, 
to fine-tune the hybrid model. This optimization 
method improves the efficacy and effectiveness of the 
model, offering an innovative approach for fine-tuning 
parameters in machine learning systems that are 
inspired by nature. 

 The suggested approach shows a significant increase in 
accuracy. CNN-SVM hybrid model exhibits improved 
classification accuracy when compared to established 
approaches such as SVM, Decision Trees, and 
Sequential Minimal Optimization. This indicates the 
model's potential for dependable diabetic patient 
monitoring. 

 Machine Learning, optimization, and intelligent 
tracking approaches, contributed to the improvement of 
e-health systems. This strategy has a lot of potential to 
improve the accuracy and efficiency of diabetes patient 
monitoring. Modern technology combined with the 
enhanced performance of the suggested hybrid model 
is a significant addition to the field of healthcare 
informatics. 

The rest of the section is organised as shown below. 
Section II illustrates literature works on e-health Systems. 
Section III gives the Problem Statement. Section IV covers the 
proposed technique for Monitoring and Tracking the Patients 
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with Diabetes. Section V illustrates the performance measures 
and summarises the findings and compares the method's 
performance to previous techniques. Section VI summarises 
the conclusion and paves the way for future works. 

II. RELATED WORKS 

Individuals with diabetes who receive continuous medical 
attention often have a greater standard lifestyle than those who 
do not. Due to technology improvements, healthcare costs can 
be reduced by utilizing the Internet of Things. Both the 
advancement of intelligent devices and a growth in the total 
amount of software linked to the networks are necessary for 
addressing the demands of e-health applications. Therefore, 
the cellular network must be able to accommodate 
sophisticated medical applications which require outstanding 
energy consumption in order to accomplish these objectives. 
The study develops combined voting classifier that utilizes 
neural networks to effectively forecast patients' diabetes 
through online monitoring. Internet of Things gadgets is used 
in the study to track patient cases. IoT devices provide their 
information for smartphones during evaluating, and those 
devices transmit the information to the cloud, where 
categorization is done. The Python tool is used to run the 
simulation on the gathered observations. The results from the 
simulation demonstrate that, in comparison to current the most 
advanced combination models, the suggested strategy 
provides a higher prediction rate, precision, recall, and f-
measure. However, for information to be provided from 
connected devices to the cloud, the suggested solution 
depends on the Internet operating without interruptions. 
Restrictions in internet access might possibly undermine the 
dependability of the projections by affecting the continuous 
monitoring capability [18]. 

Because type 2 diabetes has a significant condition of 
disease and significantly lowers the patient's standard of 
existence, using computerized instruments and data 
technologies to control illness has become common place due 
to the close connection between healthcare and the worldwide 
web. The study attempted to determine how well several e-
health treatments, varying in length, may help individuals who 
have type 2 diabetes achieve controlling their glycemic levels. 
Researchers investigated for randomization managed studies 
describing various e-health interventions for glycemic 
management in individuals with type 2 diabetes. Individuals 
with type 2 diabetes mellitus satisfied the following 
participation requirements: (1) interventional duration ≥1 
month; (2) findings HbA1c (%); and (4) randomization 
management using e-health based techniques. Cochrane 
techniques were employed to evaluate potential biases. 
Researchers performed the Bayesian network a meta- 
examination using R 4.1.2. The most efficient intervention 
periods were found to be ≤6 months, according to subgroup 
evaluations. Individuals with diabetes who have type 2 
diabetes can benefit from improved glycemic management 
through all forms of e-health-based interventions. With an 
ideal intervention length of ≤6 months, SMS is a high-
frequency signal, low-barrier technique that delivers the 
highest benefit in decreasing HbA1c. The research concepts 
administration procedures and characteristics of participants 
may add variability due to the numerous types and timings of 

e-health treatments included in the inclusion. The variety of 
approaches may make it more difficult to reach firm 
judgments on the efficacy of particular therapies [19]. 

Many of the advances that technology has enabled about 
for humankind have made even the most difficult things 
simpler. The development of science and technology has led 
to the widespread deployment of intelligent machines. 
Numerous sectors, including health care for the public, 
medicine, and healthcare, have seen advancements. The 
monitoring of wellness and various other tasks may now be 
done effectively, economically, and intelligently thanks to 
recent advancements in healthcare. This is made feasible in 
large part by wearables. Despite their compact design, these 
gadgets are equipped with potent medical sensors that enable 
the monitoring of users' health problems. As technology and 
medical science have advanced, wearables have been 
equipped with an increasing number of sensors for tracking a 
wide range of activities, such as blood oxygen levels, body 
temperatures, cardiovascular disease, and activity monitoring 
systems, among many others. These gadgets allow users to 
store the outcomes for future usage and can be linked to 
smartphones. The necessity of wearables in healthcare and 
their potential to transform medical systems in the future were 
covered in this study. A case study is given illustrating how 
wearables may benefit both physicians and patients. Potential 
applications and research problems are also included in this 
publication. However, because patient groups vary and 
wearable devices are different, the report may have difficulty 
generalizing its results. The general application of the offered 
findings is limited by the realization that wearable device 
performance and utilization could differ across various 
populations, medical conditions, and geographical areas [20]. 

Globally, an advancing population is one of the biggest 
healthcare challenges. Due to their increased risk of chronic 
illnesses, which raise healthcare costs, older individuals 
demand greater resources from the healthcare system. One of 
the major developments within healthcare technological 
advances is the creation and ongoing operation of e-health 
solutions, which provide patients with mobile services to 
support and improve their treatment according to monitoring 
certain physiological information. Healthcare technology has 
advanced greatly in the previous few decades in terms of size, 
velocity, accessibility, and connectivity. The fact that 
individuals are restricted to smart rooms and a bed equipped 
with monitoring devices is a significant disadvantage of 
contemporary e-health monitoring systems. Because chronic 
patients have accessibility, security, and adaptability 
difficulties, such surveillance is not common. Furthermore, 
attached to a patient's body health monitoring gadgets provide 
no evaluations or recommendations. This work presents a 
multi-agent-based approach to tracking health conditions that 
aims to enhance the procedure by gathering patient 
information, reasoning collectively, and suggesting actions to 
patients as well as physicians in a mobile setting. The paper 
presents a multi-agent-based system that is assessed using a 
case study. The findings demonstrate that the suggested 
approach offers elderly, chronic, and distant patients an 
effective way to monitor their health. Furthermore, by 
employing 5G technology, the suggested method works better 
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than the current health system and enables prompt medical 
services for patients who live far away. However, when the 
suggested agent-based system is expanded to support 
enormous user bases or extensive medical networks, its 
efficacy can encounter difficulties. As the size grows, 
problems with resource use, communication costs, and system 
efficiency could become increasingly noticeable [21]. 

Diabetes is a chronic illness caused by the pancreas' 
inability to produce enough insulin or to shield the body from 
non-consumable substances. Diabetes patient health 
monitoring is a methodical approach that provides us with 
comprehensive health information on individuals with 
diabetes. Health observation platforms for diabetic patients are 
essential for monitoring their state, especially when using 
Internet of Things connected devices. In simple terms, diabetic 
patient monitoring platforms may screen individuals with 
diabetes and save certain health data, such as body 
temperature, blood pressure, and blood glucose levels. 
Because predictive analysis may assist diabetic individuals, 
their relatives, medical professionals, and clinical researchers 
in making decisions about the patient's medication considering 
the circumstances of their state, it is necessary for diabetes 
patients. The study explores future research using Artificial 
Intelligence algorithms and presents a novel framework for 
monitoring the health of diabetes patients. However, 
technological problems and fluctuations may affect the 
accuracy of the information gathered by IoT devices, such 
wearables and sensors. The dependability of health 
information may be impacted by variables such as sensor 
reliability, measurement, and possible interference with the 
signal, which might have an effect on the monitoring system's 
general reliability [22]. 

In anticipation of the coronavirus disease-19 epidemic, 
audio-based telemedicine services for consultations and 
prescription medications were initially implemented in Korea. 
This study looked at how telehealth services affected health-
care usage and drug prescription trends in hypertensive and 
diabetic individuals. The claims information from the Health 
Insurance Evaluation and Assessment Services for 2019 to 
2021 were utilized. The difference-in-difference technique 
was utilized to compare the impact of telehealth treatments on 
the subjects as well as control groups before and following the 
period of intervention. Individuals in the untreated category 
employed in-person outpatient treatment, whereas those in the 
actual category received combined telemedicine and in-person 
treatments. The study comprised hypertensive individuals and 
diabetic patients. Telehealth services were linked to a rise in 
appointments with physicians among hypertensive. Patients 
with hypertension had a reduction in hospitals and visits to 
emergency rooms. In addition, policy execution has led to a 
rise in the medication possession ratio and the percentage of 
suitable prescriptions among patients with diabetes and high 
blood pressure. The data indicate a link between telemedicine 
service implementation and enhanced habits in health care 
usage and drug prescription, indicating telemedicine's 
potential utility in chronic illness management. However, the 
results of the investigation may be unique to the Korean health 
care system and not immediately relevant to other nations with 
differing healthcare facilities, laws, and cultural settings. 

Factors such as regulations, consumer preferences, and 
healthcare professional practices might differ greatly between 
nations [23]. 

The literature review includes a range of subjects related to 
health monitoring systems, with a special emphasis on the 
treatment of diabetes patients and the use of technology to 
deliver healthcare more effectively. The first study uses 
Internet of Things devices to follow patient cases and offers an 
integrated voting classifier using neural networks for online 
diabetes monitoring. Although it shows better prediction rates, 
accuracy, recall, and F-measure than previous models, it also 
emphasizes possible limits by pointing out that data transfer to 
the cloud depends on continuous internet availability. The 
efficacy of E-Health treatments for glycaemic control in type 
2 diabetes is investigated in the second research, which 
highlights the advantages of brief intervention durations 
particularly less than six months and the usefulness of SMS in 
lowering HbA1c levels. In discussing wearables' revolutionary 
potential in the healthcare industry, the third piece of literature 
focuses on how intelligently they can monitor a range of 
health indicators. The study does, however, recognize that 
demographic heterogeneity and device variety make it 
difficult to generalize outcomes. The fourth research addresses 
the healthcare requirements of the aging population by 
suggesting a multi-agent-based health monitoring system that 
provides enhanced services and mobility for chronic patients. 
Finally, the fifth research highlights the use of artificial 
intelligence algorithms for predictive modelling in the 
introduction of an Internet of Things-based health monitoring 
system for patients with diabetes. There are still issues with 
scalability and data dependability, despite encouraging 
developments. Together, these studies demonstrate the 
potential advantages of integrating technology into healthcare, 
but they also emphasize the necessity of resolving related 
issues in order to achieve widespread acceptance and 
effectiveness. 

III. PROBLEM STATEMENT 

The present techniques used to monitor diabetic patients in 
electronic health systems frequently encounter issues such 
imprecise data analysis, restricted flexibility to accommodate 
different patient profiles, and inadequate real-time tracking 
capacity. By creating an advanced e-health System with an 
Integrated Intelligent Tracking Mechanism utilizing a Hybrid 
adaptive machine learning Classifier—more precisely, the 
suggested CNN-SVM model—this research seeks to address 
these problems. Accurate and individualized monitoring has 
been impeded by the present limitations in conventional 
approaches, which include their reliance on static thresholds 
and unsophisticated machine learning algorithms [6]. By 
combining the advantages of SVM for classification and CNN 
for feature extraction, the suggested CNN-SVM model 
outperforms other approaches in terms of robustness and 
efficiency when handling dynamic, complex patient 
information. 

IV. PROPOSED HYBRID ADAPTIVE MACHINE LEARNING 

CLASSIFIER 

The methodology used in the research is an exhaustive 
approach to creating a sophisticated e-health system for 
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tracking diabetic patients, combining sophisticated 
surveillance techniques with an integrated adaptable machine 
learning classifier. The dataset includes information from 
sixty-seven consecutive days of exams for sixty-two diabetic 
patients, of which forty-four were male and eighteen were 
female. Using Min-Max normalization as a preprocessing 
step, the 13,173 concentrations of glucose information points 
and five attributes are scaled uniformly. PCA is used in 
feature extraction to reduce dimensionality and find important 
factors that influence patient features and fluctuations in 
glucose levels. The categorization and tracking mechanism, 
which uses a hybrid convolutional neural network integrated 
with a support vector machine, is the central component of the 
suggested system. Seven layers of CNN automatically identify 
important characteristics, while SVM guarantees robust 
categorization. The paper presents an innovative Hybrid CNN-
SVM framework and demonstrates how SVM's competence in 
binary categorization and CNN's extraction of characteristics 
capabilities complement each other. Modelling parameter 
tuning is done using the Grey Wolf Optimization framework, 
which takes its information from the cooperative optimization 
procedure utilized by wolf packs. This optimization, inspired 
by nature, improves the model's efficiency. Fig. 1 depicts the 
general architecture of the suggested model. 

 
Fig. 1. Overall structure of the proposed model. 

A. Data Collection 

The sixty-two diabetic patients (forty-four men and 
eighteen women) whose medical histories required an average 
of sixty-seven days of testing were added to the database for 
this study. There are five characteristics and 13,173 glucose 
concentration information points in the glucose concentration 
sets [24]. 

B. Preprocessing using Min-Max Normalization 

Standardized scaling of characteristics was ensured by 
applying Min-Max normalization throughout the preparation 
of the dataset. 13,173 glucose concentration information 
points and five attributes are included in the collection of data. 
The level of glucose and other features were subjected to Min-
Max normalization in order to scale the data within an 
acceptable range, usually [0, 1]. In order to enable more 
accurate and efficient modelling of diabetes-related variations 
and patterns within the information set, normalization is a 
crucial step in removing scale-related inefficiencies and 
verifying that each characteristic contributes proportionately 
to the study. 

The research may scale the input information into an 
appropriate range by using Min-Max normalization, enabling 
a more rapid and precise evaluation. The relationships 
between the data sources are preserved without affecting the 
original information by making effort that all of the variables 
that are entered are transformed into a similar interval utilizing 
the normalization approach. The capacity of Min-Max 
normalization to maintain that connect between information 
points is one of its main advantages. This demonstrates that 
following normalization, the information's relative distribution 
and structure are still maintained. Preserving the fundamental 
patterns and correlations in the information is essential to 
accurately manage the elements influencing the projected 
values. Utilize Eq. (1) to illustrate the Min-Max normalizing 
method. 

         (             )  (
      

         
) (1) 

The starting measurement point is represented by "k” in 
this equation, the requisite values for the standardized data are 
denoted by        and      , and the maximum and 
minimum values are indicated by      and    , 
respectively. The speed and effectiveness of Min-Max 
normalization are its key benefits when handling an extensive 
amount of information points. 

C. Feature Extraction using Principal Component Analysis 

An essential first step in evaluating high-dimensional 
datasets, like the diabetic patient monitoring dataset, is feature 
extraction. A common method for reducing dimensionality in 
information includes Principal Component Analysis, which 
tries to extract the most crucial information from the data 
being analyzed while removing less significant aspects. PCA 
can assist in determining the major factors that most influence 
changes in individual characteristics and glucose levels within 
the framework of diabetes surveillance. 

The main elements, or eigenvectors of the initial 
information's covariance matrix, are the key idea that supports 
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principal component analysis. Let Z represent the initial 
information matrix, which has m characteristics and    
observations. Eq. (2) calculates the covariance matrices D. 

  
 

 
(   ̅) (   ̅)    (2) 

where, the mean-centered matrices is denoted by ̅. 

Eq. (3) corresponds to D's eigenvalues λ and eigenvectors 
w. 

    λw    (3) 

The primary elements are represented by these 
eigenvectors, and the quantity of variation they contain is 
shown by the associated eigenvalues. The primary elements 
are obtained in order of importance by categorizing the 
eigenvectors in decreasing order of eigenvalues. 

Choose the highest h eigenvectors that correlate to the h 
greatest eigenvalues in order to minimize dimensionality. The 
most significant data in the information is captured by these h 
main elements. Calculating the initial information Z onto the 
chosen primary elements yields an updated characteristic 
matrix X, which is shown in Eq. (4). 

         (4) 

And the matrix containing the initial h eigenvectors is 
denoted by   . 

PCA makes dimensionality reduction simpler by 
maintaining the most crucial characteristics that have a 
substantial impact on the information's variance. As in the 
case of diabetes patients being monitored with various features 
and glucose concentration measurements, this reduction is 
especially useful in situations when the initial data set contains 
a large number of attributes. Because each principal 
component of the reduced-dimensional space produced by 
PCA maintains a mix of initial characteristics, interpretability 
is improved. Finding appropriate data for diabetes 
management is made easier by the more intuitively 
comprehension of patterns and linkages made possible by the 
information's decreased spatial visualization. PCA can identify 
the main factors that account for the majority of the variation 
in patient information when it comes to diabetes. For example, 
it might identify a variety of behavioural and physical 
characteristics that are essential to comprehending and 
tracking the course of the illness. More effective modelling 
and predictive evaluation may also benefit from the changed 
information in the reduced space. Comprehensive validation 
and efficacy assessment are essential to determine the 
effectiveness of PCA in the diabetic patient monitoring 
systems. This involves evaluating how well models 
constructed using the initial information performs in 
comparison to those developed using the PCA-transformed 
information, while taking consideration factors including 
computational effectiveness, interpretability of the models, 
and categorization accuracy. The evaluation's findings will 
provide information regarding the value and contribution of 
PCA to improving the efficiency of the system across all 
components. 

D. Classification and Tracking Mechanism using Hybrid 

CNN Networks with SVM 

Hybrid CNN-SVM integration is used in the suggested 
Categorization and Tracking procedure, providing a 
comprehensive method of categorization and tracking. By 
utilizing two maximum-pooling layers, a pair of convolutional 
layers, and three layers that are interconnected for obtaining 
complex patterns from the input information, the combined 
approach builds on CNNs' advantages for automatic 
characteristic identification. The array of features is then 
loaded into an SVM to achieve reliable categorization. The 
predicted accuracy and flexibility of the model are improved 
by the collaboration. A thorough and precise categorization 
and tracking system is ensured by the CNN's automated 
identification of important characteristics and SVM's skill 
with high-dimensional spaces and intricate decision limits. 
The combination of these two effective algorithms operates in 
conjunction to effectively manage the dataset's complexities, 
creating a hybrid model that specializes at tasks including 
patient monitoring and illness prediction. Through exhaustive 
instruction, validation, and fine-tuning procedures, the 
efficacy of this hybrid technique is assessed, displaying its 
capacity as an innovative approach for difficult categorization 
problems. 

1) The CNN model: The first classifier that this study 

suggests is a seven-layer CNN. The architecture consists of a 

pair of maximum-pooling layers, a pair of convolution layers, 

and three fully linked layers. Using a CNN instead of more 

traditional machine learning techniques has the main 

advantage that it can track and categorize important features 

without requiring human intervention. Its higher capacities 

need less human involvement due to its independence from 

pre-processing. Indeed, the different stages of convolution, 

that include a fixed number of filters, are used for 

autonomously obtaining the maps of attributes.    is the 

vectors' dimensions r,   and k represent the vector's 

indicators, and   ( (  ))   is the result of the kernel's 

convolution of the input data   ( ( )) As per Eq. (5), the 

stages of convolution integrate their vector inputs employing 

different filters. The maximum pooling layer reduces the 

complexity of networks by collecting the maximum values 

within a particular filter region. The complete classification is 

generated by the completely connected layer, which gathers 

data from the entire characteristic map. It frequently appears 

in the centre of the output layer. 

 (  )  ∑  ( )  (    )    
      (5) 

The initial layer receives as input a subsection with 500 
points. This convolutional layer uses five 1×13 filters with a 
duration of 1 to convolve the various filters with the five-
hundred-point values in accordance with Eq. (5). The result is 
five characteristic maps. The second layer is a maximal 
pooling layer with an initial pool size of 2 and a position offset 
of four. This layer reduces the size of the distinctive maps by 
combining a 1×2 filtering onto each of the previously created 
feature maps. As a result, the network must analyse less 
information and acquire fewer variables. Consequently, a 
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simulation is better able to manage variations in the location 
of input features. Applying a second layer of convolution with 
10 filters that are each 1×9 in size and an advance of only one 
occurs next. This set of filters is used to extract higher-level 
features from dimensionally condensed maps of features. The 
fourth layer, which promotes pooling, carries out the 
characteristics and responsibilities of the initial layer. There 
are then three completely connected surfaces totalling 40, 20, 
and 2 properties. After being flattened, the output from the 
previous layer was utilized as the initial layer's input. With the 
exception for the highest layer, which employs the softmax 
activation function, other layers utilize the Leaky ReLU 
stimulating function. 

Glorot uniform initialization is used for establishing the 
structure's weights, and backpropagation is employed for 
updating them over a maximum of sixty-four batches. The 
simulation is constructed throughout thirty epochs. Consider 
 ̂  as the estimated probability that the section u has diabetes, 
as found at the system's output. Eq. (6) shows how the binary 
cross-entropy function is used to quantify the simulation's loss 
in detecting the binary problem. 

 ( )  
  

 
∑       (    

  ̂ )  (    )    (    ̂ ) (6) 

When M is the total number of these sections, q is the 
epoch's indicators, and    is the set of fragment indexes used 
for developing the system, then M is the greatest number 
of  . The score that is calculated employing the cross-entropy 
represents the average deviation among the actual and 
projected values. The objective is to lower the score, where 0 
represents the ideal cross-entropy. 

The framework's range of variables can be modified 
through the use of grid-based searches and trial-and-error 
techniques. The tuning strategy grid search is used to find the 
optimal hyperparameter variables. It is a process that traverses 
over a manually selected subset of the targeted algorithm's 
hyperparameter space in detail. In this study, grid search is 
used to adjust the total amount of batches and epochs, and trial 
and error is used to determine the filter dimensions and 
durations. 

 

Fig. 2. Structure of the suggested hybrid adaptive deep classifiers. 

2) The CNN-SVM model: This section illustrates the 

recommended network's evolution. Instead of preserving the 

CNN network's last segment, which is responsible for 

classification, the study replaces it with an SVM classifier. 

Fig. 2 depicts the construction of the proposed hybrid CNN-

SVM method. Algorithms that combine the outcomes of two 

or more distinct techniques are referred to as ensemble 

learning. Diabetes classification, monitoring, and early 

detection have all benefited from the use of collaborative 

learning in the field of healthcare. In short, a reduced CNN 

network is kept to extract attributes, and then the classification 

is done employing SVM. Consequently, a hybrid CNN-SVM 

technique is proposed for the diabetes tracking and 

classification datasets. The best features of CNN and SVM 

classifiers are combined in the proposed method. The trained 

CNN uses self-learning algorithms to identify the distinctive 

maps that are transmitted to the SVM for binary detection. 

CNN acts similarly to individuals and is particularly adept at 

remembering invariant local properties. It could extract the 

most unique information from the initial information. Support 

vector machines are classification techniques that learn to 

differentiate between input data's binary labels. Instances are 

used by a learning algorithm to educate it how to label objects. 

An SVM is simply a statistical approach that maximizes a 

particular statistical function with respect to a set of 

information. It finds a distinct hyperplane that divides 

information by extending a dataset's margins. The margin is 

the lowest length, split by a hyperplane, between two pieces of 
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data. The linear SVM technique has been extended to consider 

non-linear problems by projecting the data onto a higher-

dimensional space. This method has proven to be quite 

successful because of how easily high-dimensional data can be 

handled and since linear strategies are simple to comprehend. 

The findings demonstrate that SVM responds well for binary 

tracking and categorization but inadequately for information 

with noise. Because of its basic architecture, SVM presents 

difficulties when learning deep properties. The hybrid CNN-

SVM model proposed in this paper replaces the SoftMax layer 

of CNN with a non-linear SVM functioning as a binary 

classification algorithm. 

E. Grey Wolf Optimization Framework for Fine-tuning the 

Parameters 

The novel method for adjusting parameters in this study is 
the Grey Wolf Optimization framework. GWO imitates the 
cooperative optimization process that occurs inside a wolf 
pack and is inspired by the social structure and hunting habits 
of grey wolves. By distributing the responsibilities of alpha, 
beta, and delta wolves in the framework of variable 
optimization, GWO dynamically modifies the stages of 
exploration and exploitation. While beta wolves investigate 
the areas within the findings made by alpha wolves, delta 
wolves concentrate on local research, while alpha wolves take 
the initiative in global exploration. The convergence towards 
the ideal values for parameters for the given position is 
facilitated by the collaborative and hierarchy optimization 
technique. The fundamental model's parameters are adjusted 
using the GWO structure, providing that the algorithm is 
sensitive to the unique features of the dataset as well as 
optimized for efficiency. By adding GWO, the fine-tuning 
procedure gains a sophisticated and nature-inspired 
component that increases the efficacy and efficiency of 
optimization of parameters for the intended application. 

A suggested meta heuristic method is called GWO [25]. 
The method was influenced by the grey wolf killing strategy 
and pack structure. Grey wolves have a very hierarchical 
structure and socialize in packs. The leaders of the wolves, the 
alphas (α), now make all the decisions. Beta (β) wolves, which 
belong to the next level, help alpha wolves with their tasks. 
The final person, Omega (ω), is victimized in this system. A 
wolf is also known to as a delta (δ) wolf if it does not fall into 
any of the aforementioned classes. Grey wolves attempt to 
encompass a food source, assault, and kill, then explore for 
additional prey in accordance with this well-established 
structure. Wolves use hunting as a means of enclosing their 
prey, locating and killing animals, and engaging in conflict 
with their prey. Grey wolves on a hunting excursion circle 
their prey according to Eq. (7) and Eq. (8). 

 ⃗  |   (  
⃗⃗⃗⃗ ( )   ⃗⃗ ( )|              (7) 

 ⃗⃗ (   )     
⃗⃗⃗⃗ ( )   ⃗   ⃗    (8) 

 ⃗  and  ⃗  constitute efficient vectors with the subsequent 
definitions, which are presented in Eq. (9) and Eq. (10). 

Where  ⃗⃗  represents the location of the wolf in a circular 

configuration,   
⃗⃗⃗⃗  is the vector position of the prey, and mis is 

the current time. 

The wolf's position in a circular arrangement is 

represented by  ⃗⃗  in Eq. (9) and Eq. (10), while the prey's 

vectors position is represented by   
⃗⃗⃗⃗  in equations, and the 

present time is indicated by m, and the efficient vectors with 

matching definitions are  ⃗  and  ⃗ . 

 ⃗        
⃗⃗⃗⃗        (9) 

        
⃗⃗ ⃗⃗           (10) 

The elements    and  
⃗⃗⃗⃗ , where the component d is 

continuously decreasing from 2 to 0, contain random vectors 
evenly dispersed between 0 and 1. It has been suggested that 
the α, β, and δ wolves understand it easier since the exact spot 
of the food is never known in advance. Eq. (11), Eq. (12), and 
Eq. (13) are utilized to find the victim's location based on the 
locations of the wolves. 

 ⃗   |     ⃗⃗    ⃗⃗ |  ⃗   |     ⃗⃗    ⃗⃗ |  ⃗   |     ⃗⃗    ⃗⃗ | 

 (11) 

 ⃗⃗     ⃗⃗     ⃗     ⃗⃗    ⃗⃗     ⃗⃗     ⃗     ⃗    ⃗⃗     ⃗⃗     ⃗   

  ⃗     (12) 

 ⃗⃗ (   )  
 ⃗⃗    ⃗⃗     ⃗⃗  

 
      (13) 

The next stage is to follow the victim (exploitation), if the 

study has an approximate position. The vector  ⃗  may be used 
to do this as the circumstance of wolves becomes nearer to the 
prey's location as p in Eq. (11) decreases from 2 to 0. 
Moreover, by removing the requirement for local averages, 
variables f and Q also contribute to maintaining the method's 
exploring capabilities. The accessibility of food and the 
difficulty of foraging may be altered by the variable f, but it 
can also affect a Q value larger than one, or |Q| > 1, which 
pushes the wolves to depart from their diet and search it out. 
Once the method is applied to a group of wolves for a set 
number of iterations, Eq. (13) will finally display the prey's 
position or the optimal region on Globe. 

Algorithm 1: SVM-CNN with GWO 
// Input Data 

// Assume patient data is a matrix where each row represents a 

patient's information 

// Columns include glucose concentration data and other relevant 

attributes 

patient_data = load_patient_data() 
// Preprocessing 

Normalized_data = min_max_normalization(patient_data) 

// Feature Extraction using PCA 

extracted_features = 

principal_component_analysis(normalized_data) 

// Split data into training and testing sets 

train_data, test_data = split_data(extracted_features) 

// Build and Train CNN Model 

cnn_model = build_and_train_cnn(train_data) 

// Obtain CNN Output 

cnn_output = get_cnn_output(cnn_model, extracted_features) 

// Initialize SVM Parameters 
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svm_parameters = initialize_svm_parameters() 
// Build and Train Hybrid CNN-SVM Model 

hybrid_model = build_and_train_hybrid_model(cnn_output, 

svm_parameters, train_data) 

 

// Grey Wolf Optimization for Parameter Fine-tuning 

optimized_parameters = 

grey_wolf_optimization(hybrid_model.parameters, iterations=100) 

// Build Final Model with Optimized Parameters 

final_model = build_and_train_hybrid_model(cnn_output, 

optimized_parameters, train_data) 
// Evaluate Final Model 

accuracy, precision, recall, f1_score = evaluate_model(final_model, 

test_data) 

V. RESULTS AND DISCUSSION 

The study uses an exhaustive approach to create an 
advanced e-health system that combines advanced 
surveillance techniques with an adaptable machine learning 
classifier to monitor diabetes patients. The dataset includes 
information from sixty-two diabetic patients who were 
examined over the course of sixty-seven days. The 13,173 
glucose concentration measurement values and five 
characteristics are evenly scaled as a preprocessing step using 
Min-Max normalization. The next step is to extract 
characteristics using Principal Component Analysis, which 
reduces dimensionality and identifies important factors 
impacting patient characteristics and fluctuations in glucose 
levels. The main component of the suggested system is the 
tracking and classification mechanism, which makes use of a 
hybrid convolutional neural network coupled with a support 
vector machine. Significant characteristics are automatically 
identified by the seven-layer CNN, and robust classification is 
ensured by SVM. In order to highlight the complementing 
advantages of CNN's feature extraction skills and SVM's 
binary classification, the study presents novel hybrid CNN-
SVM architecture. The Grey Wolf Optimization framework is 
modelled after the cooperative optimization process seen in 
wolf packs, is used to tune the model's parameters and 
improve its efficiency. 

A. Performance Evaluation 

Evaluation indicators are essential for assessing the 
effectiveness of classification. A calculation of accuracy is the 
approach that is most commonly utilized for this goal. How 
well a classifier identifies sample datasets may be used to 
measure how accurate it is for any given collection of 
information. Because depending entirely on the accuracy 
measure will prevent you from making the best assessments 
conceivable. The researchers also used other parameters to 
assess the classifier's effectiveness. Measures of accuracy, 
recall, precision, and F1-score were employed to assess the 
effectiveness of the proposed method. The definitions of each 
metric are described as follows 

      (True Positive) refers to the amount of information 

that has been correctly categorized. 

 The term      (False Positive) represents the volume 
of reliable information that was incorrectly 
categorized. 

 False negatives (    ) are instances where incorrect 

information has been given an actual classification. 

 The categorization of incorrect information values is 
referred to as      (True Negative). 

1) Accuracy: The accuracy of the classifier shows how 

often it makes the correct prediction. Accuracy is defined as 

the ratio of correct estimations to all other reasonable theories. 

It is demonstrated by Eq. (14). 

          
         

                   
 (14) 

2) Precision: Evaluating a classifier's precision, or degree 

of accuracy, yields the number of possibilities that are 

properly identified. Increased reliability leads to fewer false 

positives, but lower precision results in many more. Precision 

is defined as the proportion of properly classified cases 

relative to all occurrences. It is defined by Eq. (15). 

    
    

                   (15) 

3) Recall: Recall determines a categorization's sensitivity, 

or how much pertinent information it generates. As 

recollection improves,     total amount decreases. The 

percentage of occurrences that have been accurately classified 

to all of the expected instances is called recall. This is 

demonstrable by Eq. (16). 

   
    

          
     (16) 

4) F1-Score: Addition of precision and recall yields an 

association of measurements known as the F-measure, which 

represents the weighted average of accuracy and recall. It is 

characterised by Eq. (17). 

         
                   

                
           (17) 

5) ROC Curve: In deep learning and machine learning, 

area under the ROC curve, or AUC, is a popular assessment 

statistic for binary categorization issues. The area under the 

curve (AOC) is a visual depiction of the receiver operating 

characteristic (ROC) curve that shows how effective the 

binary identification technique is. In a binary categorized 

issue, the classifier determines whether the incoming data is 

part of a positive or negative partition. The ROC curve 

displays the      vs. the      for different categorization 

parameters. AOC values range from 0 to 1, with higher 

numbers denoting more efficiency. An optimum classifier has 

an AOC of one, whereas a totally randomly assigned classifier 

has an AOC of 0.5. Since the approach takes into account 

every conceivable level of detection and offers only one 

statistic for comparing the effectiveness of various classifiers. 
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Fig. 3. Training and testing accuracy. 

The training and testing accuracy scores at different 
epochs of the model training procedure are shown in Fig. 3. 
Training and testing accuracy exhibit a steady rising trend 
with an increase in training epochs, suggesting that the model 
is performing better. The model obtains a testing accuracy of 
75% and a training accuracy of 76.8% at the beginning of 
training. 

 
Fig. 4. Training and testing loss. 

The training accuracy increases with the number of 
epochs, reaching at 99% after 90 and 99.6% after 100 epochs. 
A similar pattern may be found in the associated testing 
accuracy, which shows how well the model generalizes to new 
information. The model's ability to learn from and adapt to the 
dataset is seen by the significant rise in accuracy from 10 to 
100 epochs. The final epochs achieve a high degree of 
accuracy, indicating a resilient and well-trained model. The 
model is more reliable in correctly predicting patterns 
associated to diabetes because training and testing accuracy 
converge at higher epochs, indicating efficient learning 
without overfitting. The training and testing loss values at 
various epochs during the algorithm's training procedure are 
shown in Fig. 4. Lower numbers indicate higher model 
performance. Loss values show the difference between the 
expected and actual values. Training and testing loss are both 
rather high in the early phases of training (at 10 epochs), 

indicating the model's inadequate ability for precise result 
prediction. On the other hand, training and testing loss 
consistently decrease with the number of epochs, indicating 
enhanced model convergence and accuracy in predictions. The 
training loss dramatically drops to 0.06 by the 100th epoch, 
demonstrating that the system effectively eliminates mistakes 
throughout the learning process from the training set. 
Additionally, the testing loss drops to 0.14, indicating that the 
model can generalize even on untested information. The 
model's capacity for identifying diabetes-related 
characteristics is supported by the consistent reduction in loss 
values over epochs, which shows effective learning, and the 
similarity of testing and training losses, which suggests the 
model, maintains high accuracy without overfitting. 

TABLE I. PROPER AND IMPROPER CATEGORIZED INFORMATION 

Methods SVM [26] DT [26] SMO [27] CNN-SVM 

Improper 

Categorized 

Data 

8.482% 11.030% 13.715% 0.312% 

Proper 
Categorized 

Data 

89.115% 84.541% 79.455% 99.851% 

With a focus on data pertaining to diabetes, Table I and 
Fig. 5 examine how well various categorization techniques 
performed in terms of accurate and incorrect information 
categorization. Support Vector Machine (SVM), Decision 
Trees (DT), Sequential Minimal Optimization (SMO), and the 
suggested hybrid approach, CNN-SVM, are among the 
techniques assessed. The rates at which each approach 
misclassifies information are indicated by the percentages in 
the Improper Categorized Information. The percentages of 
incorrectly categorized information for SVM, DT, and SMO 
are greater (8.482%, 11.030%, and 13.715%, respectively). 
The CNN-SVM hybrid strategy, on the other hand, performs 
noticeably better than these techniques, attaining a very low 
rate of 0.312% in incorrect classification. 

 

Fig. 5. Proper and improper categorized information. 
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The Proper Categorized Information, on the other hand, 
demonstrates how accurately each approach categorizes 
information pertaining to diabetes. This is where CNN-SVM 
excels, exceeding SVM, DT, and SMO, with percentages of 
89.115%, 84.541%, and 79.455%, respectively, in appropriate 
categorization with an astounding 99.851% accuracy. The 
outcomes demonstrate the suggested CNN-SVM hybrid 
model's improved performance in classifying diabetes-related 
information with accuracy, indicating its potential as a useful 
method for patient monitoring and illness prediction. 

 

Fig. 6. Fitness improvement over iterations. 

The Grey Wolf Optimization algorithm's enhancement in 
efficiency as iteratively refines the model's parameters is 
demonstrated in Fig. 6 by the Fitness Improvement over 
Iterations. The fitness value which indicates the optimization 
of the objective function increases during the first iterations 
while the algorithm searches the parameter space. A 
discernible increase in fitness is shown as the iterations 
continue on, suggesting that the GWO method is effective in 
fine-tuning the parameters to get improved placement with the 
optimization objective. Fitness values show a constant 
decreasing trend, which indicates that the algorithm is 
efficient in converging towards the best parameter 
combinations. The above chart provides a visual 
demonstration of the GWO algorithm's capacity to 
dynamically modify parameters to improve the model's 
efficiency continually. It also demonstrates the algorithm's 
effectiveness in fine-tuning for optimal outcomes across a 
number of rounds. 

 
Fig. 7. ROC curve. 

Fig. 7 shows a plot of True Positive Rate (Sensitivity) vs. 
False Positive Rate (1 - Specificity) over several threshold 
values for a binary categorization model, which represents the 
Receiver Operating Characteristic (ROC) Curve. The True 
Positive Rate progressively improves as the discriminating 
threshold reduces from 0.6 to 0.6 in the given figure of 
threshold values and associated False Positive Rates, 
indicating the model's capacity to accurately detect positive 
events. Additionally, there is an increase in the False Positive 
Rate, which signifies the occurrences of the model 
misclassifying negative cases as positive. The relationship 
between sensitivity and specificity is graphically represented 
by the ROC Curve, which offers an understanding of the 
model's overall discriminating strength over a variety of 
threshold values. 

TABLE II. COMPARISON OF ROC OF PROPOSED METHOD WITH OTHER 

EXISTING APPROACHES 

Models Levels 

SVM 0.8148 

DT 0.8052 

SMO 0.8264 

Proposed CNN-SVM 0.8687 

Table II presents a comparison of the Receiver Operating 
Characteristic (ROC) performance metrics for different 
models, specifically Support Vector Machine (SVM), 
Decision Tree (DT), Sequential Minimal Optimization (SMO), 
and the proposed method, a Convolutional Neural Network-
Support Vector Machine hybrid (CNN-SVM). The ROC 
values serve as indicators of the models' ability to discriminate 
between classes, with higher values suggesting better 
performance. In this context, the proposed CNN-SVM 
demonstrates the highest ROC value of 0.8687, indicating 
superior discriminative capabilities compared to SVM 
(0.8148), DT (0.8052), and SMO (0.8264). The results suggest 
that the hybrid approach, combining Convolutional Neural 
Network and Support Vector Machine, outperforms traditional 
machine learning models in the specific task or dataset under 
consideration, emphasizing its potential for enhanced 
predictive accuracy and classification performance. 

The suggested CNN-SVM model's performance metrics 
for diabetes prediction are compiled in Fig. 8, which displays 
outstanding outcomes for all major assessment parameters. 
With an impressive 99.6% accuracy rate, the model 
demonstrates its ability to accurately categorize occurrences. 
With a remarkable 99.4% precision rate a measure of the 
model's accuracy in positive predictions it is clear that there is 
little chance of false positives. The model's strong sensitivity 
is further demonstrated by the recall metric, which measures 
the model's capacity to identify all positive events and is now 
99.4%. At a remarkable 99.5%, the F1-Score a balanced 
metric of accuracy and recall highlights the CNN-SVM 
model's overall efficacy in diabetes prediction. All of these 
findings indicate the suggested model's stability and 
dependability, highlighting its possibilities as an innovative 
technology for precise and effective diabetic patient 
monitoring. 
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Fig. 8. Model performance. 

TABLE III. COMPARISON OF PERFORMANCE METRICS OF PROPOSED 

METHOD WITH OTHER EXISTING APPROACHES 

Models Accuracy (%) 
Precision 

(%) 
Recall 
(%) 

F1-Score 
(%) 

SVM 96.45 95.11 95.15 95.17 

DT 95.34 95.23 95.23 95.10 

SMO 97.12 96.09 96.10 96.10 

Proposed CNN-
SVM 

99.6 99.4 99.4 99.5 

The suggested CNN-SVM model and other methods, such 
as Support Vector Machine (SVM), Decision Tree (DT), and 
Sequential Minimal Optimization (SMO), are extensively 
contrasted using performance metrics in Table II and Fig. 9. 
With an outstanding 99.6% accuracy rate, the suggested CNN-
SVM model performs better than alternative approaches. The 
suggested model has outstanding performance as seen by its 
99.4%, 99.4%, and 99.5% precision, recall, and F1-Score 
metrics. By contrast, SVM attains competitive precision, 
recall, and F1-Score values in addition to a high accuracy of 
96.45%. 

Accuracy ratings of 95.34% and 97.12% for DT and SMO, 
respectively, also show satisfactory results. However, the 
suggested CNN-SVM model performs better overall on all 
assessed parameters, highlighting its effectiveness in tasks 
involving the prediction and categorization of diabetes. These 
findings demonstrate the hybrid CNN-SVM approach's 
potential for innovative healthcare applications, especially 
when it comes to diabetic patient monitoring. 

B. Discussion 

By combining a variety of sophisticated surveillance 
approaches with an adaptive machine learning classifier, the 
study described here provides a comprehensive method for 
creating an advanced e-health system for diabetic patient 
monitoring. The research makes use of a dataset that includes 
sixty-two diabetic patients who were followed up on for sixty-
seven days in a row. The dataset undergone significant 
preprocessing, which included feature extraction using 
Principal Component Analysis (PCA) and Min-Max 

normalization. The fundamental component of the suggested 
system combines a support vector machine (SVM) with a 
hybrid convolutional neural network (CNN) for tracking and 
categorization. Grey Wolf Optimization framework is used to 
tune model parameters. Accuracy, precision, recall, F1-Score, 
and the Receiver Operating Characteristic (ROC) Curve are all 
used in the model's performance evaluation to give a thorough 
assessment of its prediction competencies. The results show 
that the model is adaptable in classifying data relevant to 
diabetes and show a notable improvement in accuracy 
throughout training epochs, reaching an astonishing 99.6%. 
The proposed CNN-SVM model has potential for accurate and 
efficient diabetic patient monitoring by outperforming other 
conventional methods like SVM [26], DT [26], and SMO [27]. 
The Fitness Improvement over Iterations graph, which 
illustrates the study's findings, provides an understanding of 
how the Grey Wolf Optimization method affects the model's 
effectiveness. This graph shows how the method refines 
parameters iteratively, improving fitness values and 
optimizing the objective function. The model's ability to learn 
and generalize well is further demonstrated by the continuous 
decline in loss values during training epochs. The suggested 
CNN-SVM model is superior to other current techniques in 
terms of accuracy, precision, recall, and F1-Score, as 
demonstrated by the comparison shown in Table II and Fig. 9. 
All of these results point to the possibility of creative 
healthcare applications using the hybrid CNN-SVM 
architecture and Grey Wolf Optimization algorithm, especially 
for accurate diabetes patient prediction and monitoring. The 
work demonstrates the possibility of combining machine 
learning and optimization approaches for better healthcare 
outcomes in addition to adding to the knowledge of diabetes 
patient monitoring. 

 
Fig. 9. Comparison of performance metrics of proposed method with other 

existing approaches. 

VI. CONCLUSION AND FUTURE WORKS 

In conclusion, this study has showcased an innovative 
method for monitoring diabetic patients, which has resulted in 
the creation of a sophisticated computerized health system that 
combines a sophisticated tracking system with a hybrid 
adaptive machine learning classifier. The system, which is 
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trained and optimized utilizing the Grey Wolf Optimization 
technique, takes advantage of the synergies between support 
vector machines (SVM) and convolutional neural networks 
(CNN) in hybrid architecture. The comprehensive assessment 
of conventional performance measures has proven the 
enhanced accuracy, precision, recall, and F1-Score of the 
suggested CNN-SVM model, indicating its efficacy in 
classifying data pertaining to diabetes. Analyses that compare 
the hybrid model to more conventional techniques like SVM, 
Decision Trees, and Sequential Minimal Optimization 
highlight the significant improvement in accuracy that the 
hybrid model offers. In addition, the study has provided 
informative visuals which provide an extensive 
comprehension of the learning dynamics and optimization of 
the model. These visualizations include fitness increase over 
iterations, ROC curves, training and testing accuracy graphs, 
loss curves, and more. The suggested system's resilience and 
ability to provide accurate and efficient diabetes patient 
monitoring emphasize its importance in improving e-health 
applications and creating opportunities for customized and 
adaptable healthcare solutions. The research makes a 
significant contribution by presenting a novel framework that 
combines machine learning, intelligent tracking, and 
optimization techniques. This framework paves up the 
opportunity for novel approaches to diabetes care in the e-
health era. The generalizability and practicality of the model 
will be improved in subsequent work by extending the dataset 
to incorporate more varied demographic information and 
taking real-world deployment issues into account. Further 
research into the incorporation of real-time feedback from 
patient's mechanisms and the possibility of using edge 
computing to lower monitoring process latency might enhance 
the responsiveness and user involvement of the suggested e-
health system. 
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Abstract—This study aims to develop a feature selection 

model on Near-Infrared Spectroscopy (NIRS) data. The object 

used is beef with six quality parameters: color, drip loss, pH, 

storage time, Total Plate Colony (TPC), and water moisture. The 

prediction model is a Random Forest Regressor (RFR) with 

default parameters. The feature selection model is carried out by 

mapping spectroscopic data into line form. The collection of lines 

is made into one line by finding the mean value. Next, apply the 

line simplification method based on angle elimination, starting 

from the smallest angle to the largest. Each iteration will 

eliminate one corner, reducing one column of data in the 

corresponding dataset. Then, the predicted value in the form of 

R2 will be collected, and the highest value will be considered the 

best feature selection formation. RFR prediction results with R2 

values are as follows: color R2= 0.597, drip loss R2=0.891, pH 

R2=0.797, storage time R2=0.889, TPC R2=0.721, and water 

moisture R2=0.540. Meanwhile, after applying the feature 

selection model, the R2 values for all parameters increased to 

color R2=0.877, drip loss R2=0.943, pH R2=0.904, storage time 

R2=0.917, TPC R2=0.951, and water moisture R2=0.893. Based 

on the results of increasing the R2 value of the six parameters, an 

average value of increasing prediction accuracy of 17.49% can be 

taken. So, the feature selection method based on line 

simplification with an angle elimination system can provide very 

good results. 

Keywords—Beef quality prediction; feature selection; machine 

learning; Random Forest Regressor 

I. INTRODUCTION 

People have consumed a lot of meat in the last few decades, 
and consumption has increased in recent years [1]. Beef is an 
alternative commodity that is widely consumed to meet the 
need for protein in many countries [2]. However, meat food 
products are products that rot quickly, especially under certain 
conditions, which can accelerate microbial growth [3]. Many 
cases of consumers getting sick are caused by microbes found 
in beef that are large in number or above standard [4]. 

The condition of the meat can change quickly, so a method 
is needed that can determine the current state of beef quality. 
One fast method for determining meat quality is to use near-
infrared (NIR) technology [5]. NIR spectrometers can predict 
meat quality parameters, including chemical parameters, 
technological parameters, quality traits, fatty acids, and many 
mineral contents [6][7][8]. 

To speed up and simplify the process of determining meat 
quality, a portable or handheld NIR device can be built that can 
be taken anywhere [9][10]. The development of a portable NIR 
device can be applied in industries that require the process of 
determining the characteristics of meat products [11][12]. 

Machine learning can be used as a model to predict meat 
quality parameters [13]. Machine learning is also able to 
predict meat quality parameters, including color, tenderness, 
juiciness, and flavor [14]. The random forest (RF) algorithm 
works well and produces high accuracy in classifying cattle 
breeds [15]. Random Forest Regressor (RFR) performs well in 
predicting pH values in beef in real-time in a beef freshness 
monitoring system [16]. 

In this study, we propose a feature selection model on 
spectroscopic data to increase the accuracy of meat quality 
predictions. The beef quality parameters in question are color, 
drip loss, pH, storage time, total plate colony (TCP), and water 
moisture. The algorithm that will be used is RFR, with 
algorithm parameters by default. Based on the experimental 
results, the proposed method is able to increase accuracy in 
predicting the freshness quality of beef compared to results 
without using feature selection. 

II. LITERATURE SURVEY 

A. Feature Selection 

Feature selection involves exploring algorithms designed to 
decrease the data's dimensionality, thereby enhancing the 
performance of machine learning. In datasets with N features 

and M dimensions, the primary goal is to minimize M to M′, 

where M′is less than or equal to M [17]. Typically, feature 

selection often results in improved learning outcomes, such as 
increased accuracy in learning, reduced computational 
expenses, and enhanced interpretability of the model. 

Recently, experts in fields like computer vision and text 
mining have introduced numerous feature selection methods. 
Through both theoretical frameworks and practical 
experiments, they've demonstrated the effectiveness of their 
approaches [18]. Feature selection using established line 
simplification methods such as the Ramer–Douglas–Peucker 
algorithm and Visvalingam on NIRS data encountered 
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problems in determining epsilon values, making it difficult to 
produce optimal datasets. 

This study will compare the results of prediction accuracy 
from the proposed feature selection model with the established 
method from Scikit-Learn, namely SelectFromModel [19]. 
Comparison of results in the form of accuracy of value 
prediction on six meat quality parameters using R-squared 
values (R2) as part of model evaluation both for evaluation of 
the SelectFromModel feature selection model and for the 
proposed feature selection model. 

B. Random Forest Regressor 

Random forests consist of a collection of tree predictors 
where each tree relies on a randomly sampled vector, 
independent and identically distributed across all trees within 
the forest. As the number of trees in the forest increases, the 
generalization error for forests gradually converges to a limit. 
This error is influenced by both the effectiveness of the 
individual trees in the forest and the level of correlation among 
them [20]. 

The advantages of feature selection and its relevance to 
enhancing the effectiveness and interpretability of machine 
learning algorithms are well-established. In this context, we 
focus on incorporating feature selection into a Random Forest 
setup. We propose a method that integrates hypothesis testing 
with an estimation of the anticipated impact of an irrelevant 
feature while constructing a Random Forest [21]. 

The utilization of R
2
 in this research for model assessment 

is due to its superior informativeness and reliability compared 
to SMAPE, along with its absence of interpretational 
constraints seen in metrics like MSE, RMSE, MAE, and 
MAPE[22]. The R2 value range is easy to understand because 
the value ranges between 0 and 1 and is indicated by a decimal 
number. The number 0 indicates poor model performance, and 
one or close to it indicates good model performance. The 
formula for calculating the R2 value can be seen in Eq. (1) 
[22]. 

     
                       (   )

                     (   )
 

          
 (    ̂ )

 

 (    ̅)
        (1) 

C. Near-Infrared Spectroscopy 

Near-infrared spectroscopy (NIRS) holds a distinct position 
within the realm of bioscience and its associated fields, 
differing in characteristics and potential applications from 
infrared (IR) or Raman spectroscopy. This type of vibrational 
spectroscopy uncovers molecular details within a sample by 
detecting absorption bands arising from overtones and 
combined excitations [23]. 

The capacity of near-infrared reflectance spectroscopy 
(NIRS) to differentiate between Normal and DFD (dark, firm, 
and dry) beef and forecast quality characteristics within 129 
Longissimus thoracic (LT) samples derived from three Spanish 
pure breeds: Asturiana de los Valles (AV; n = 50), Rubia 
Gallega (RG; n = 37), and Retinta (RE; n = 42). The outcomes 
obtained using partial least squares-discriminant analysis (PLS-

DA) demonstrated successful differentiation between Normal 
and DFD meat samples from AV and RG (with sensitivity 
exceeding 93% for both and specificity of 100% and 72%, 
respectively), whereas results for RE and the overall sample 
sets were less accurate. Soft independent modeling of class 
analogies (SIMCA) revealed 100% sensitivity for DFD meat 
across all sample sets (total, AV, RG, and RE) and over 90% 
specificity for AV, RG, and RE, but notably lower for the total 
sample set (19.8%). Utilizing NIRS quantitative models via 
partial least squares regression (PLSR) allowed dependable 
prediction of color parameters (CIE L*, a*, b*, hue, chroma). 
The findings from both qualitative and quantitative analyses 
hold promise for early decision-making in the meat production 
process to prevent financial losses and food wastage [24]. 

Growing apprehensions regarding contaminated meat have 
spurred the industry to explore novel, non-invasive techniques 
for swift and precise assessment of meat quality. The primary 
chromophores in meat (such as myoglobin, oxy-myoglobin, 
fat, water, and collagen) exhibit similar absorption patterns 
within the visible to near-infrared (NIR) spectral range. 
Consequently, variations in the structure and composition of 
meat can result in proportional disparities in light absorption 
[25]. 

III. MATERIAL 

A. Sample Preparation 

This study used fresh beef objects obtained from traditional 
markets in Bogor City, West Java, Indonesia, and then brought 
to the laboratory using an ice box, as shown in Fig. 1. The part 
of the carcass used is tenderloin. The main sample used weighs 
1 kg, as shown in Fig. 2. 

The next step is to cut it into eight pieces of large samples 
weighing 17+2 grams and eight pieces of small samples of 3+1 
grams, as shown in Fig. 3. All samples were placed on the 
laboratory table in Petri dishes and supported by wire gauze, as 
shown in Fig. 4. Large one of samples were used for testing the 
parameters of color, pH, WHC, water content, and NIR, while 
small one of samples were used for TPC measurements. The 
total samples used were eight samples per day and repeated for 
ten days to obtain 80 samples. 

 

Fig. 1. Sample in the icebox. 

 

Fig. 2. 1 Kg tenderloin. 
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Fig. 3. Small pieces of sample. 

 

Fig. 4. The samples are placed on a petri dish with a wire mesh base. 

B. Data Acquisition 

This study uses six beef freshness parameters, where each 
parameter uses a different tool. The six freshness parameters 
include color, drip loss, pH, storage time, TPC, and water 
moisture. The tool used to retrieve color data is Chromameter, 
as shown in Fig. 5. 

The drip loss parameter value is obtained by measuring the 
weight of the sample between the initial and final times. The 
measurement interval is one hour with a total time span of 
seven hours so that eight drip loss data are produced starting 
from the 0th hour to the 7th hour. The tool for measuring 
sample weight is a laboratory scale, as shown in Fig. 6. 

 

Fig. 5. Measurement results using a chromameter. 

 

Fig. 6. Weight measurement process. 

TPC parameter values were obtained from other 
laboratories and measured professionally by a third party. The 
samples sent are the same pieces used for measuring other 
parameters. Examples of samples are shown in Fig. 7. 

 

Fig. 7. Sample for TPC measurement. 

 

Fig. 8. pH measurement process. 

The pH value parameter of the sample was measured using 
an electronic pH meter, as shown in Fig. 8. The storage time 
parameter value is obtained by simply storing the sample on 
the table from the 0th hour to the 7th hour with a break every 
hour. Then, the water moisture value is carried out using the 
drying or thermogravimetric method in an oven at a 
temperature of 105 degrees Celsius for 16 hours. Laboratory 
testing data collection activities were carried out for ten days, 
resulting in a dataset for 80 data rows, as shown in Table I. 

TABLE I.  DATA EXAMPLE FROM LABORATORY 

(A) 

Code WHC 

Day Hour Code W0 Wt ΔW %drip loss 

4 0 d4h0 16.67 16.67 0.00 0% 

4 1 d4h1 18.13 17.48 0.65 4% 

4 2 d4h2 18.02 16.93 1.09 6% 

4 3 d4h3 16.01 14.46 1.55 10% 

4 4 d4h4 18.06 16.06 2.00 11% 

4 5 d4h5 17.52 15.19 2.33 13% 

4 6 d4h6 18.41 15.34 3.07 17% 

4 7 d4h7 17.52 14.37 3.15 18% 

(B) 

Color 
pH 

Water Moisture (WM) 

L a b Wdish Wsample Wt %WM 

33,05 16,23 
-

1,42 
5,51 25,47 3,45 26,32 75,36% 

33,92 17,51 1,28 5,46 29,60 3,93 30,50 77,10% 

36,46 16,79 0,08 5,55 28,46 3,84 29,41 75,26% 

33,29 16,04 3,25 5,50 28,81 4,00 29,82 74,75% 

32,47 15,68 4,94 5,55 30,16 3,92 31,19 73,72% 

29,50 11,18 3,00 5,50 29,13 3,94 30,19 73,10% 

31,62 12,67 3,23 5,48 25,12 3,67 26,16 71,66% 

28,29 10,88 5,43 5,59 27,97 3,68 28,97 72,83% 
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W0. initial weight; Wt. new weight; ΔW. weight changes; 
L; lightness; a. red/green value; b. yellow/blue value; Wdish, 
the weight of the empty dish; Wsample, the weight of the 
current sample; Wt, weight changes. 

C. NIRS Data and Dataset 

NIRS data is obtained by scanning samples using a NIRS 
sensor. The sensor used is the NeoSpectra Development Kit 
[26] as shown in Fig. 9 and Fig. 10. For the wireless data 
acquisition process, use a notebook unit equipped with 
requesting software that is available from the sensor 
manufacturer as shown in Fig. 11. 

 
Fig. 9. NeoSpectra development kit. 

 

Fig. 10. NeoSpectra development kit with case and sample. 

 
Fig. 11. Acquisition using NeoSpectraKit in progress covered by a box. 

Measurement results in a spreadsheet file. The example of 
the averaged data can be seen in Table II. The original data of 
NIR Spectroscopy plotted as a graphic can be seen in Fig. 12. 
The total NIRS data collected is 720 data rows and 136 
columns according to wavelength value from the sensor and 
visualized. as shown in Fig. 12. The wavelength used is 
between 1346.61 - 2556.24 nanometers (nm). 

TABLE II.  EXAMPLE OF NIRS DATA 

Hour 
Wavelength (nm) 

2556.24 2539.35 … 1351.35 1346.61 

0 2.27 2.37 … 1.41 1.35 

1 1.96 2.08 … 1.72 1.95 

2 1.78 1.86 … 1.62 1.53 

3 2.12 2.22 … 1.89 1.88 

4 2.11 2.28 … 1.85 1.77 

5 1.71 1.86 … 2.01 2.11 

6 2.13 2.30 … 2.86 2.55 

7 2.81 2.91 … 3.79 4.01 

 
Fig. 12. Plot of original data spectrum. 
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IV. PROPOSED FEATURE SELECTION MODEL 

The proposed feature selection model aims to reduce the 
amount of data based on columns in the dataset, which by 
default has 136 columns. This feature selection concept is 
based on the line simplification model by reducing straight or 
slightly curved lines. The main stages of the feature selection 
process can be seen in Fig. 13. 

Orginal 

NIRS Data

Mean of 

NIRS Data

Iterative Line 

Simplification using the 

least angle elimination

Random Forest Regressor
Best result of 

selected Feature

1 2

34

 

Fig. 13. Flow process of proposed selection feature. 

The feature selection process goes through four stages as 
follows : 

A. Mean and Single Data Line 

In this process, 1 line is produced, which will represent all 
spectrum data. as shown in Fig. 14. Then, it is divided into one 
separate piece represented by one different color, as shown in 
Fig. 15. Then pair them with adjacent lines. as shown in Fig. 
15. Then calculate the angle values of two adjacent lines as 
illustrated by Fig. 16. 

B. Iterative Line Simplification 

The process of calculating all angles along a line produces 
134 angle values. Then, the angle value data is sorted starting 
from the smallest value. Each iteration will eliminate one 
corner with the smallest value. The eliminated corners will 
correspond to the columns that will be eliminated as well. At 
this stage. a set of data columns is stored with the storage index 
in a sequence of iterations. The elimination stages are depicted 
in the diagram Fig. 17. 

 

Fig. 14. Mean of all spectrums. 

 
Fig. 15. Separated spectrum into single data line. 

 
Fig. 16. Illustration of calculating the angle between two adjacent lines. 

array of 

angle 

values

ascending 

sorting 

Iter <= 134

transform 

new 

dataset

remove the 

least angle

RFR

save R2 

and set of 

column 

the highest R2 and 

corresponding set 

of column

True

False

 
Fig. 17. Iterative angle and column elimination. 

C. Random Forest Regressor 

Each iteration produces a new dataset with a reduction of 1 
column of data. The new dataset will then enter the machine 
learning process to produce an R

2
 value at each iteration. At 

this stage, the RFR parameters used are the default settings, as 
shown in Table III. Data splitting for the learning and testing 
process is 70% to 30%. 
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TABLE III.  DEFAULT PARAMETERS OF RFR [19] 

Parameter Data type Default value 

n_estimators  100 

criterion  squared_error 

max_depth  None 

min_samples_split  2 

min_samples_leaf  1 

min_weight_fraction_leaf float 0.0 

max_features int or float 1.0 

max_leaf_nodes int None 

min_impurity_decrease float 0.0 

bootstrap bool True 

oob_score bool or callable False 

n_jobs int None 

random_state int None 

verbose int 0 

warm_start bool False 

ccp_alpha non-negative float 0.0 

max_samples int or float None 

monotonic_cst 
array-like of int of shape 

(n_features 
None 

The results of R
2
 at each iteration will be stored in an array. 

Then, it will find the highest R
2
 value and location in the array 

to be used as the best column index set. 

D. The best result of the selected feature 

The final stage is to determine the largest value from the 
collection of R

2
 that has been accommodated in the array. To 

determine the highest R
2
 value in this study, use the numpy 

library with the numpy.max() command [27]. To find out the 
iteration position of the highest R

2
 value, also use the numpy 

library with the command numpy.argmax() [28]. This 
command will display the data index of the highest R

2
 value. 

To determine the best set of columns is to store the value of 
R

2
 in each iteration. Then, find the highest value of the array to 

determine the index value. The index value is used to retrieve 
the set of columns. 

V. RESULTS 

A. Results from the Original Dataset and the Proposed Model 

Of the six meat quality parameters, namely color, drip loss, 
pH, storage time, TCP, and water moisture, feature selection 
and machine learning models are applied alternately. Then, we 
will compare the prediction results using the original dataset 
with the dataset that has gone through the feature selection 
stage. The results of the comparison of R

2
 values can be seen in 

IV. 

Based on the R
2
 value in Table IV, it can be seen that the 

line simplification-based feature selection model with the 
corner elimination method has succeeded in increasing the 
performance of the RFR algorithm in predicting all beef quality 
parameters. The increase in the R

2
 value for all parameters can 

be said to be satisfactory, with the smallest increase being in 
the predicted storage time parameter, which is only 0.028. 

TABLE IV.  R2
 SCORE USING THE ORIGINAL DATASET AND USING 

FEATURE SELECTION 

Beef Quality 

Parameters 

R2 score 

Original 

dataset 

With the proposed 

feature selection 
increment 

color 0.597448 0.876992 0.279544 

drip loss 0.891545 0.942723 0.051178 

pH 0.796903 0.904225 0.107322 

storage time 0.889070 0.916581 0.027511 

TPC 0.720895 0.951388 0.230493 

water moisture 0.539780 0.893200 0.353420 

The results were very good, and the highest increase in the 
R

2
 value was in the prediction of the water moisture parameter, 

namely 0.353. From all the increases in R
2
 values, the average 

value can be taken to be 0.1749 or 17.49%. 

B. Results from the Original Dataset and SelectFromModel 

As a comparison of performance results in this study, the 
feature selection model from Scikit-Learn, namely 
SelectFromModel. was also tested. The experimental results of 
implementing the SelectFromModel library can be seen in 
Table V. 

TABLE V.  R2
 SCORE OF USING ORIGINAL DATASET AND 

SELECTFROMMODEL 

Beef Quality 

Parameters 

R2 score 

Original dataset SelectFromModel increment 

color 0.597448 0.835490 0.238042 

drip loss 0.891545 0.917345 0.025800 

pH 0.796903 0.846478 0.049575 

storage time 0.889070 0.933890 0.044820 

TPC 0.720895 0.928947 0.208052 

water moisture 0.539780 0.823419 0.283639 

Based on the R
2
 value in Table V. it can be seen that 

feature selection by the SelectFromModel library can also 
improve the performance of the RFR algorithm. The smallest 
improvement was in the prediction of the drip loss parameter, 
namely 0.026, while the biggest improvement was in the 
prediction of the water moisture parameter, namely 0.2836. 
With the increase in the R

2
 value in the prediction of all 

parameters, it can be said that feature selection using the 
SelectFromModel library works very well. Of all the increases 
in R

2
. the average value can be taken to be 0.1417 or 14.17%. 

VI. DISCUSSION 

A. R
2
 Score Comparison between the Proposed Model and 

SelectFromModel 

In this stage. the results of the R
2
 values from the proposed 

feature selection model and the SelectFromModel feature 
selection model are compared. The comparison results also 
contain the number of features selected based on their highest 
R

2
 value, which can be seen in  Table VI. 
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TABLE VI.  COMPARISON OF R2 SCORES BETWEEN THE PROPOSED MODEL 

AND SELECTFROMMODEL 

Beef Quality 

Parameters 

Proposed Model SelectFromModel 

R2 n feature R2 n feature 

color 0.876992 84 0.835490 40 

drip loss 0.942723 117 0.917345 20 

pH 0.904225 57 0.846478 26 

storage time 0.916581 71 0.933890 18 

TPC 0.951388 56 0.928947 20 

water moisture 0.893200 77 0.823419 31 

Based on Table VI. it can be seen that the R
2
 values of the 

proposed feature selection mode are higher than the 
SelectFromModel results, except for the R

2
 value in the storage 

time parameter prediction. So overall, the average increase in 
the R

2
 value of the proposed model is 17.49% higher than the 

average R
2
 value of SelectFromModel. which produces 

14.17%. 

B. Overview of Selected Features 

The result of the feature selection model is a set of features 
in the form of data columns; in this study, the column names 
are wavelength values in nanometer (nm) units. The number of 
features produced by the proposed model and 
SelectFromModel is definitely less than the number of columns 
in the original dataset, so this feature selection also leads to a 
reduction in data dimensionality. For the differences in the 
number and features selected, a visualization was created for 
all parameters, which can be seen in Fig. 18 to Fig. 23. 

Each color represents one feature selection model. The red 
color represents the mean of all NIRS data. The green color 
represents the mean of the data columns selected by the 
proposed model, while the blue represents the results from the 
SelectFromModel library. 

 
Fig. 18. Spectrums overlay for the color parameter. 

 
Fig. 19. Spectrum overlay for drip loss parameter. 

 
Fig. 20. Spectrums overlay for pH parameter. 
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Fig. 21. Spectrums overlay for storage time parameter. 

 
Fig. 22. Spectrums overlay for TPC parameter. 

 
Fig. 23. Spectrums overlay for water moisture parameter. 

VII. CONCLUSION AND FUTURE WORK 

This study has produced a feature selection model based on 
line simplification by eliminating angles in the average 
spectrum from beef NIRS data. The result of increasing RFR 
performance after using the proposed feature selection model is 
17.49%. This result is higher than the average increase in R2 
value produced by the SelectFromModel library of 14.17%. 
Apart from being able to increase prediction accuracy, this 
model can also reduce data dimensions, where fewer data will 
require a shorter time in the machine learning process. 

For further work and development, the proposed feature 
selection model can be applied to deep learning algorithms. It 
can also be combined with RFR by applying hyperparameter 
tuning. The combination with hyperparameter tuning may 
require a longer time to find the solution set for the highest 
accuracy. However, RFR with hyperparameter tuning produces 
better accuracy compared to RFR with default parameters. 
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Abstract—Seasonal factors will lead to changes in tourists' 

demand for scenic spots in different seasons, which will affect the 

traffic network and road conditions, and then affect the 

convenience and efficiency of tourists arriving at scenic spots. 

Based on the adjustment and analysis of seasonal factors, this 

study puts forward an algorithm for measuring the spatial 

accessibility of Sanya tourist attractions. Principal component 

analysis is used to denoise the data of Sanya tourist attractions in 

different seasons, and independent component analysis is used to 

extract the data characteristics of Sanya tourist attractions in 

different seasons after denoising. On this basis, the spatial 

accessibility index of Sanya tourist attractions is calculated by 

combining the spatial information of Sanya tourist attractions 

and GIS technology, and the spatial accessibility of Sanya tourist 

attractions is analyzed, and the spatial accessibility measurement 

model of Sanya tourist attractions is constructed to realize the 

spatial accessibility measurement of Sanya tourist attractions. 

The experimental results show that the spatial accessibility 

measurement method of Sanya tourist attractions is effective, 

which can effectively improve the accuracy of accessibility 

measurement and shorten the accessibility measurement time. It 

aims to help decision makers plan and optimize tourist routes 

and improve the efficiency and convenience of tourists arriving 

at their destinations. 

Keywords—Seasonal factors; adjustment analysis; Sanya 

Tourist Attractions; spatial accessibility measure; GIS technology 

I. INTRODUCTION 

As a famous seaside tourist city in China, Sanya has a 
unique natural environment and rich tourism resources. With 
the rapid development of tourism, the spatial accessibility of 
tourist attractions has become an important factor affecting the 
development of tourism. However, seasonal factors have a 
significant impact on the spatial accessibility of tourist 
attractions [1-3]. Therefore, it is of great practical significance 
to study the spatial accessibility measurement algorithm of 
Sanya tourist attractions based on seasonal factor adjustment 
analysis. Sanya has many famous tourist attractions, such as 
nansan, Yalong Bay Tropical Paradise Forest Park and Tianya 
Haijiao. With the development of tourism, the spatial 
accessibility of tourist attractions has become an important 
indicator to measure the development level of tourism in a 
region [4]. Tourist attractions with high spatial accessibility 
can attract more tourists, create more economic benefits and 
promote the sustainable development of tourism in Sanya. 

Zhou Haitao [5] and others revealed the spatial distribution 
characteristics of red tourist attractions in Inner Mongolia by 
means of kernel density and geographical concentration index. 
Based on the road planning function of Gaode map, the road 
traffic conditions were obtained in real time, and the spatial 
accessibility measurement model of red tourist attractions was 
constructed. The influencing factors of accessibility differences 
were clarified by using geographical detectors. This method 
can comprehensively consider the spatial distribution 
characteristics of scenic spots, traffic network and road traffic 
conditions, and comprehensively evaluate the accessibility of 
scenic spots from multiple angles. However, depending on the 
path planning function and road traffic data provided by Gaode 
map may have a certain impact on the measurement results. 
Wang Hao [6] and others, based on the statistical yearbook of 
Xinjiang road network and the official data of Xinjiang Culture 
and Tourism Department, analyzed the spatial distribution 
characteristics of scenic spots of 4A level and above in 
Xinjiang by using the network analysis method, kernel density 
analysis method and geographical concentration index of GIS, 
and analyzed the spatial accessibility from two aspects: scenic 
accessibility and regional accessibility. This method can 
accurately calculate the shortest path and time between scenic 
spots, thus providing more accurate results of scenic 
accessibility analysis. However, the reliability of the data needs 
to be verified. Wei Liu [7] and others use the spatial grid 
method to divide the research scope, count the number of 
residents in the research scope, and use the API interface of the 
network map platform to obtain the expected travel time data 
of residents. On this basis, according to the accessibility model, 
the fairness of public transport accessibility in Xi 'an is 
analyzed by using fairness coefficient and Lorenz curve. This 
method can quickly obtain the calculation results, but the data 
source is limited. Ma Shuhong [8] and others calculate the 
travel cost of public transport according to the data planned by 
real-time routes. Arcgis is used to analyze the accessibility of 
urban agglomerations, and theil index and fairness coefficient 
are used to get the difference characteristics of public transport 
accessibility. The calculation results of accessibility and 
fairness of this method are accurate and the coverage is limited. 

Based on this, this paper puts forward an algorithm for 
measuring the spatial accessibility of Sanya tourist attractions 
based on the adjustment and analysis of seasonal factors, 
aiming at exploring how to better eliminate the influence of 
seasonal factors, improve tourists' travel experience and 
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promote the sustainable development of Sanya tourism through 
in-depth research on the spatial accessibility of Sanya tourist 
attractions. By extracting the data characteristics of Sanya 
tourist attractions in different seasons, this paper analyzes the 
spatial accessibility of Sanya tourist attractions, constructs a 
spatial accessibility measurement model of Sanya tourist 
attractions, and effectively adjusts and analyzes the spatial 
accessibility of Sanya tourist attractions due to seasonal 
factors. This method can effectively measure the spatial 
accessibility of Sanya tourist attractions, improve the 
measurement accuracy and shorten the measurement time. By 
studying the influencing factors of the spatial accessibility of 
Sanya tourist attractions, it provides scientific basis and 
decision support for the prosperity and development of Sanya 
tourism. The research contribution of this paper: 

1) Denoising the data of Sanya tourist attractions in 

different seasons, extracting the data characteristics of Sanya 

tourist attractions in different seasons, considering the changes 

in seasonal demand, traffic network, and other factors, 

assisting decision makers in planning and optimizing tourist 

routes, improving the efficiency and convenience of tourists 

arriving at their destinations. 

2) Based on the spatial information of Sanya tourist 

attractions and GIS technology, the spatial accessibility index 

of Sanya tourist attractions is calculated, so as to evaluate the 

spatial accessibility of Sanya tourist attractions, provide 

scientific basis and decision support for the development and 

planning of Sanya tourism, and make positive contributions to 

improving tourism efficiency and promoting economic 

development. 

II. FEATURE EXTRACTION OF SANYA TOURIST 

ATTRACTIONS DATA IN DIFFERENT SEASONS 

Due to the fact that different seasons attract different types 
of tourists and have an impact on the number of tourists, 
transportation network, etc. By extracting data features of 
Sanya tourist attractions in different seasons, it is possible to 
analyze the changes in demand for Sanya tourist attractions and 
the operation of transportation and facilities during different 
seasons. Count the number of tourists to tourist attractions in 
Sanya during different seasons, understand the characteristics 
and travel preferences of the tourist group, help formulate more 
accurate Sanya tourism planning and marketing strategies, 
conduct seasonal factor adjustment analysis, optimize traffic 
management and resource allocation, and improve the spatial 
accessibility of Sanya tourist attractions. Therefore, in order to 
effectively measure the spatial accessibility of Sanya tourist 
attractions, first, principal component analysis is used to 
denoise the data of Sanya tourist attractions in different seasons. 
Then, independent component analysis is used to extract the 
features of the denoised data of Sanya tourist attractions in 
different seasons. 

A. Sanya Tourist Attractions Data Noise Reduction in 

Different Seasons 

Based on the principle of constrained optimization, obtain 
abnormal data of tourist attractions in Sanya in different 
seasons and flexibly represent them. 

The data of tourist attractions in Sanya for different seasons 

has n  dimensions, and each dimension includes a layer rjd
, 

which also has rl  dimension layers. Set the value at position i  

of the r  dimension 
j

 layer in the data of Sanya tourist 

attractions in different seasons to 1 2, ,, rji i iy
. The process of 

obtaining the expected value 1 2, ,,
ˆ

rji i iy
 of Sanya tourist 

attraction data in different seasons is as follows: 

  
1 2, , 1 2, ,, , |

ˆ | |1 ,1
rj rj rj rj

G

i i i i i i i d rj ry y G d r n j l     

 (1) 

In Formula (1), 
|rj rji d

 is the expected coefficient of Sanya 

tourist attraction data in different seasons, and G  is the 
constraint condition in Sanya tourist attraction data in different 

seasons. The abnormal data 1 2, , , rji i is
 of tourist attractions in 

Sanya obtained from different seasons is as follows: 

1 2, , 1 2, ,

1 2

1 2

, ,

, , ,

, , ,

ˆ
rj rj

rj

rj

i i i i i i

i i i

i i i

y y
s






  (2) 

In Formula (2), 1 2, , ,
rji i i

 is the abnormal data index of 
Sanya tourist attractions in different seasons. 

Based on the above calculation results, the abnormal data 
of Sanya tourist attractions in different seasons will be 
removed, and then the principal component analysis method 
[9-11] will be used to denoise the data in Sanya tourist 
attractions in different seasons. Principal component analysis 
(PCA) is a commonly used data denoising method, which 
transforms the original data into a new coordinate system by 
linear transformation, so that the largest variance appears on 
the first coordinate axis, the second largest variance appears on 
the second coordinate axis, and so on. The final principal 
components are linear combinations of original data changes, 
and these principal components are sorted according to their 
variance. 

Construct a three-dimensional coordinate system using the 
component decomposition method in Sanya tourist attractions 
of different seasons, and the data vectors in Sanya tourist 
attractions of different seasons in the coordinates are: 

           1 2, ,
T

p p pZ x Z x Z x Z x S x N x      (3) 
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In Formula (3), 
   ,p pS x N x

 represents the 
p

-
dimensional signal and noise vector of Sanya tourist attraction 
data in different seasons. 

By using the minimum noise separation transformation 
method, the data from Sanya tourist attractions in different 
seasons are linearly transformed, and the process is as follows: 

    , 1, 2, ,T

i iY x a Z x i p 
  (4) 

In Formula (4), 
T

ia
 is the transformation coefficient of data 

from Sanya tourist attractions in different seasons, and 
 iY x

 
is the transformed data from Sanya tourist attractions in 
different seasons. Through the above transformation, it can be 

seen that each band in 
 iY x

 exists independently of each 
other, and the obtained result is the maximum signal-to-noise 

ratio iYSNR
 of data from Sanya tourist attractions in different 

seasons. The acquisition process is as follows: 

    
    

var

vari

T

i i p

Y T

i i p

Y x a S x V
SNR

Y x a N x B


 (5) 

In Formula (5), ,V B  is the covariance matrix of signal and 
noise in the data of Sanya tourist attractions in different 
seasons. Based on the above results, complete the data 
denoising processing for Sanya tourist attractions in different 
seasons. 

B. Feature Extraction of Sanya Tourist Attractions Data in 

Different Seasons 

Independent component analysis (ICA) is a data analysis 
method applied in signal processing, neural network and other 
fields. Its core idea is to assume that the observed 
multidimensional signal is a linear mixture of multiple 
independent components, each of which has its own statistical 
distribution. The purpose of ICA is to decompose the mixed 
signal into independent components through certain linear 
transformation, so as to realize signal separation and feature 
extraction. When ICA is used to extract the data features of 
Sanya tourist attractions in different seasons, it is generally 
necessary to preprocess the data first, such as using PCA to 
denoise the data to eliminate the noise and interference 
information in the data. Then, ICA algorithm is used to linearly 
transform the preprocessed data to extract the independent 
components hidden in the data. Using independent component 
analysis method, extract the features of Sanya tourist 
attractions data in different seasons after denoising. 

Set 
 Z x

 as the original data vector of Sanya tourist 
attractions in different seasons, and the data vector of Sanya 
tourist attractions in different seasons after minimum noise 

separation transformation is 
 Y x

. Retain the first k  term in 

 Y x
 and reset the other 

p k
 terms to zero, in order to 

obtain the dataset of Sanya tourist attractions in different 

seasons for the first k  term of 
 Y x

 and perform minimum 
noise separation inverse transformation on it. The process is as 
follows: 

         

       

 

1 2

1

, , , ,0, ,0

1 ,2 , ,

i

Tk

k

T

p

i Y t t

t

Y x Y x Y x Y x

Q x Q x Q x pQ x

Q x SNR a Y


    
    






     (6) 

In Formula (6), 
   k

Y x
 is the dataset of Sanya tourist 

attractions in different seasons obtained from the first k  term 

of 
 Y x

, 
 Q x

 is the dataset of Sanya tourist attractions in 
different seasons obtained from the minimum noise separation 

inverse transformation, ta
 is the conversion amount during the 

transformation, and 
p

 is a constant. Based on the above 
calculation results, construct an orthogonal matrix for the 
dataset of Sanya tourist attractions in different seasons, and the 
process is as follows: 

       

11 12 1

21 22 2

1 2

1 ,2 , ,

p

T p

i

p p pp

a a a

a a a
W Q x A Q x Q x pQ x

a a a

 
 
       
 
    (7) 

In Formula (7), A  is a singular matrix with zero 
eigenvalues. Calculate the matrix based on the third-order 
center distance to obtain the independent component skewness 
of Sanya tourist attraction data for different seasons. The 
process is as follows: 

     det det 0 det 0W A 
  (8) 

In Formula (8), 
 det A

 is the independent component 
kurtosis of the obtained data of Sanya tourist attractions in 
different seasons. Sort the data of Sanya tourist attractions in 
different seasons based on the obtained independent 
component skewness, in order to obtain the characteristics of 
Sanya tourist attraction data in different seasons. 

III. MEASUREMENT OF SPATIAL ACCESSIBILITY OF TOURIST 

ATTRACTIONS IN SANYA 

The measurement of spatial accessibility of Sanya tourist 
attractions is based on the data characteristics of Sanya tourist 
attractions in different seasons, combined with the spatial 
information of Sanya tourist attractions and GIS technology, to 
calculate the spatial accessibility index of Sanya tourist 
attractions, and evaluate the spatial accessibility of Sanya 
tourist attractions. These results can provide scientific basis for 
tourism planners in Sanya, helping them understand the 
changes in spatial accessibility of tourist attractions in Sanya, 
and carry out reasonable resource development and Sanya 
tourism route design. 
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A. Analysis of Spatial Accessibility of Tourist Attractions in 

Sanya 

Assuming mSY
 represents the temporal accessibility of the 

spatial node m  of Sanya tourist attractions, it describes the 

shortest time average value of the spatial node m  of Sanya 
tourist attractions reaching other nodes. The mean temporal 

accessibility of all nodes is the temporal accessibility SY  of 
the entire Sanya tourist attraction space, and its calculation 
formula is as follows: 

 
1, 1

1

det / ( 1), [1, ]

/

s s s

m mv mv

m v

s s s

m mv

m

SY W SY Y m

SY SY Y






 




  



 





  (9) 

In Formula (9),   represents the number of nodes in the 

Sanya region, and 
s

mSY
 represents the time accessibility of 

node m  under travel mode s , 
s

mvSY
 represents the time 

barrier between node m  and node v  in the Sanya tourist 

attraction space using travel mode s , and 
sSY  represents the 

time accessibility corresponding to travel mode s  in the study 
area. 

Construct a set of travel modes S , which includes three 
types of travel modes: car travel, motorcycle travel, and bicycle 

travel. Assuming 
s

mvY
 is the travel time generated by travel 

mode s  on the designated road section, it can be calculated 
using Formula (10): 

s mv
mv s

mv

r
Y

b


   (10) 

In Formula (10), mvr
 is the distance between node m  and 

node v  in the space of Sanya tourist attractions, and 
s

mvb
 is the 

speed of the existing section mvr
 under travel mode s . 

Assuming that mSV
 represents the economic cost distance 

corresponding to node m  in the Sanya tourist attraction space, 

it describes the minimum average cost of node m  to other 
nodes in the Sanya tourist attraction space. The average time 
accessibility corresponding to all nodes is the time accessibility 
SV  corresponding to the Sanya tourist attraction space, and its 
calculation formula is as follows: 

 
1, 1

1

det / ( 1)

/

s s s

m mv mv

m v

s s s

m mv

m

SV W V Y

SV SV Y





 




 



 





   (11) 

In Formula (11), 
s

mSV
 represents the cost accessibility of 

node m  under travel mode s , 
s

mvV
 represents the cost of node 

m  using travel mode s  to reach node v  in the Sanya tourist 

attraction space, and 
sSV  represents the cost accessibility of 

using travel mode s  in the study area. 

The generalized travel cost usually includes the following 
types: 

1) Parameter comprehensive cost 
z

mvV
: 

s
z s s mv

mv mv mv

c

Y
V Y VOT Y

Y




 

    
   (12) 

In Formula (12), VOT  is the unit time cost,   and 


 are 

adjustment coefficients, and cY
 is the time threshold. 

2) Parameter time cost 
S

mvV
: 

s
S s s mv

mv mv mv

c

Y
V VOTY VOTY

Y




 

   
   (13) 

3) Comprehensive cost 
ZH

mvV
: 

SinZH s s

mv mv mvV VOTY 
      (14) 

In Formula (14), 
Sin s

mv  is the travel cost incurred from 

node m  using travel method s  to node v . 

4) Travel cost 
CX

mvV
: 

CX smv
mv mv mvs

mv

VOTr
V r

b
 

     (15) 

In Formula (15), 

s

mv
 is the fuel consumption generated by 

using travel mode s  on section mvr
. 

Using the weighted shortest travel time method, calculate 
the time of the Sanya tourist attraction space at each node to 
reflect the spatial accessibility of Sanya tourist attractions. The 
calculation formula is: 

1 1

/x y xy y

y y

y x x

A

p e

 

  



 





 

 

           (16) 

In Formula (16), xA
 represents the weighted time for the 

shortest travel in Sanya's tourist attraction space, and xy
 

represents the minimum time that should be consumed for the 

shortest distance in Sanya's tourist attraction space, 
 y  
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represents the capacity of Sanya's tourist attraction space and 

the degree of connection with other cities, xp
 represents the 

number of people in Sanya's tourist attraction space, xe
 

represents the gross economic product of Sanya's tourist 

attraction space, 
y

 represents the location parameter, and   
represents the spatial range of Sanya's tourist attraction. The 

smaller the xA
 value, the higher the spatial accessibility of 

tourist attractions in Sanya is. 

The comprehensive weighted average travel time is used to 
measure the accessibility of tourist attractions in Sanya, and the 
calculation formula is: 

i ix xx xIA A r                  (17) 

In Formula (17), xIA
 represents the spatially weighted 

shortest average travel time of tourist attractions in Sanya, ixxA
 

represents the shortest average travel time, and ixr  represents 
the travel weight. 

Based on the above calculation formula and the urban 
spatial gravity model, the shortest spatial time of tourist 
attractions in Sanya is calculated using the following formula: 

/ b

mn x m n mnI IA d 
    (18) 

In Formula (18), mnI
 represents the spatial interaction 

force between tourist attractions in Sanya, 
b

mnd
 represents the 

shortest time corresponding to the shortest spatial distance of 

tourist attractions in Sanya, m  and n  represent the spatial 

scale of tourist attractions in Sanya, and b  represents the 
spatial distance friction index of tourist attractions in Sanya. 

Using the potential model, calculate the spatial interaction 

potential xJ
 of tourist attractions in Sanya, and the calculation 

formula is: 

1

/
n

b

x mn m n mn

m

J I d 


 
         (19) 

Traffic impedance is related to factors such as residents' 
travel modes and transportation environment, and is a physical 
factor that measures the difficulty of travel. Combining traffic 
impedance with the spatial road characteristics of Sanya tourist 
attractions, taking into account both time and cost impedance 
factors, this paper introduces them into the spatial accessibility 
analysis of Sanya tourist attractions, and improves the spatial 
accessibility analysis of Sanya tourist attractions. The function 
expression is: 

1 2( )i i
i x

j

T F
J

w

 





       (20) 

In Formula (20), i  represents the traffic resistance value, 

1  and 2  represent the coefficients to be labeled, iT
 

represents the time resistance value, iF
 represents the cost 

resistance value, and jw
 represents the regional importance. 

B. Construction of Spatial Accessibility Measurement Model 

for Sanya Tourist Attractions 

Based on the analysis of spatial accessibility of tourist 
attractions in Sanya, a measurement model for spatial 
accessibility of tourist attractions in Sanya is constructed. 
According to the time schedule and various data obtained, 
there are four main types of models for measuring the spatial 
accessibility of tourist attractions in Sanya, namely physical 
accessibility evaluation models, comprehensive index models 
based on residents' spatial preferences for tourist attractions in 
Sanya, analysis models based on differences in residents' 
spatial motivations for choosing tourist attractions in Sanya, 
and analysis models based on temporal and spatial behavior, 
use these four models to measure the spatial accessibility of 
tourist attractions in Sanya. 

1) Physical accessibility evaluation model: This type of 

model is often combined with shortest distance, coverage, 

gravity method, etc. to describe the spatial distribution of 

transportation vehicles in Sanya's tourist attractions. The most 

commonly used indicators for evaluating the supply and 

demand of transportation vehicles are the distance from 

residents' residential areas to the location of tourist attractions 

in Sanya, as well as the spatial scale, capacity, and 

construction quality of tourist attractions in Sanya. 

Based on the two evaluation indicators of shortest distance 
and scale capacity, the calculation formula is: 

minm mv
v

i v

m

m

D d

S
C

P












  (21) 

In Formula (21), mD
 represents the shortest distance from 

the starting point to the destination, and mC
 represents the 

spatial capacity of tourist attractions in Sanya, mvd
 represents 

the geometric centroid distance, min  represents the minimum 

function value, vS  represents the total area of spatial facilities 

construction in Sanya tourist attractions, and mP
 represents the 

total population of the city. 

Due to the fact that physical evaluation models are more 
commonly applied to the same transportation vehicle and have 
certain limitations, the two evaluation indicators of shortest 
distance and scale capacity have been modified. The shortest 
distance from residents' residences to the location of Sanya 

tourist attractions is mmD
, and the effective coverage range of 
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Sanya tourist attractions is vvC
. The physical accessibility 

evaluation model is: 

 


 
mv

mm vv i

d K

R D C E

          (22) 

In Formula (22), K  represents the effective coverage area, 

E  represents the accessibility difference index for residents to 

access the spatial facilities of Sanya tourist attractions, and 


 
represents the population density of transportation users. 

According to geographic information system (GIS) 
classification [12-13], differences in residents' age, income, 
and other factors are statistically analyzed. Combined with the 
distribution of population living space, the degree to which 
different residential areas are covered by the spatial facilities of 
Sanya tourist attractions is compared, and an evaluation of the 
physical accessibility of Sanya tourist attractions is completed. 

2) Comprehensive index model Based on residents' spatial 

preference for Sanya tourist attractions: For residents, each 

type of Sanya tourist attraction spatial facility has its unique 

characteristics, which can meet the specific needs of specific 

subjects. At the same time, residents have various preferences 

for Sanya tourist attraction spatial facilities. Due to the fact 

that the audience level of tourist attractions in Sanya depends 

on multiple reasons, a comprehensive index model (IEI) is 

established using two indicators: attractiveness and separation 

to analyze residents' demand and preference for Sanya tourist 

attractions. The comprehensive index model takes residents' 

preference for Sanya tourist attractions as a weight coefficient 

and uses Likert scale scale to represent the spatial preference 

of Sanya tourist attractions. The expression of the 

comprehensive index model for Sanya tourist attractions is: 

( ) ( )ij k k j k ijF P W s   
     (23) 

In Formula (23), kP
 represents the preference coefficient of 

different residents for the spatial facilities of different Sanya 

tourist attractions, ( )j kW
 represents the indicator that attracts 

residents to choose, s  represents the measurement value of the 

spatial separation degree of Sanya tourist attractions, and   
represents the spatial separation coefficient of Sanya tourist 
attractions. 

Based on GIS output classification, a visual map with 

( )ij kF
 values is obtained to analyze the spatial distribution of 

tourist attractions in Sanya. 

3) Analysis model Based on spatial motivation differences 

of residents choosing Sanya tourist attractions: This type of 

analysis model is based on the gravity model and presents the 

analysis results through GIS and spatial distribution models. 

Considering the behavioral ability of residents to choose 

spatial facilities in Sanya tourist attractions and the differences 

in simulated space, the selection motivation is divided into 

k


 and k


. The calculation formula for the analysis model of 

spatial motivation differences in Sanya tourist attractions is: 

( )

( ) ( )

ij r

j r j r

k k kj

G
M D

T 




 
           (24) 

In Formula (24), kjT
 represents the spatial value of Sanya 

tourist attractions, r  represents the serial number of Sanya 

tourist attractions spatial facilities, ( )j rM
 represents the scale 

of Sanya tourist attractions spatial facilities, and ( )j rD
 

represents the service range of Sanya tourist attractions spatial 
facilities. 

4) Analysis model based on temporal and spatial behavior: 

This model mainly analyzes the actual travel schedules of 

residents and the spatial travel schedules of Sanya tourist 

attractions, and combines them with spatiotemporal variables 

to calculate the comprehensive service deprivation coefficient 

of Sanya tourist attractions. The model considers the matching 

degree between residents' personal schedules and the spatial 

schedules of Sanya tourist attractions. Analyze the 

accessibility of this model from three perspectives: 

a) The calculation formula for measuring the 

spatiotemporal accessibility of tourist attractions in Sanya is: 

1 2 1 2

1 2 1 2

( , , ) max( , , , )

( , , ) min( , ) ( , , )

AB

T T AB

U z t t z t t f

U z t t z f U z t t
 







      (25) 

In Formula (25), 1
t

 and 2
t

 represent the comprehensive 
time period, z  represents the location of spatial facilities for 

tourist attractions in Sanya, and 
f

 represents the number of 
spatial facilities for tourist attractions in Sanya during opening 

hours, 1 2
( , , )

AB
U z t t

 represents the accessibility ability of 

residents to reach 
f

 in both time and airspace during the 

comprehensive time period, while 1 2
( , , )

T T
U z t t

   represents 

the accessibility ability of residents to reach 
f

 in the shortest 
travel time during the comprehensive time period. 

b) The calculation formula for measuring the 

spatiotemporal needs of spatial facilities in tourist attractions 

in Sanya is: 

2

1

1 2( , , ) ( ) /

t

t t

t

H z t t N z dz a 
            (26) 

In Formula (26), 
( )tN z

 represents the individual 
residents' demand for the space of tourist attractions in Sanya, 

and a  represents the demand cycle. 

Combining the space accessibility of Sanya tourist 
attractions with the space requirements of Sanya tourist 
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attractions, the analysis model based on time and space 
behavior is: 

1 2 1 2 1 2( , , ) ( , , ) ( , , )T T tz t t U z t t H z t t
 

       (27) 

In Formula (27),   represents the weights of time and 
spatial indicators. 

By calculating the spatiotemporal accessibility of Sanya 
tourist attractions and the spatiotemporal needs of facilities in 
the model, combined with temporal and spatial indicators, the 
results are output through GIS. 

In order to facilitate calculation and analysis by unifying 
various indicators, the range standardization method is used to 
obtain the calculation formula as follows: 

( ' min ') / (max ' min ')j      
      (28) 

In Formula (28), 
 j  represents the standardized values of 

time-domain and spatial indicators, '  represents the original 

values of time-domain and spatial indicators, max '  

represent the maximum function, and min '  represents the 
minimum function. 

Due to the strong objectivity and high numerical accuracy 
of the entropy method, it can effectively reduce the weight of 
indicators and be affected by subjective factors. Therefore, 
using the entropy method [14-15] to determine the weight of 
each indicator can better reflect the impact of evaluation 
indicators on the evaluation results. The calculation formula is: 

1
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    (29) 

In Formula (29), jR
 represents the proportion of 

indicators, je
 represents entropy, jg

 represents the 

coefficient of difference, and jW
 represents the weight 

coefficient. 

The comprehensive accessibility measurement results of 
the four models are: 

( ) 1 2( )

1

( , , )
ij r

n

j ij k vv mm

j

G z t tZ W F C D 


   
 (30) 

Through the above steps, the spatial accessibility 
measurement of tourist attractions in Sanya can be achieved. 

IV. EXPERIMENTAL ANALYSIS 

A. Experimental Environment and Data Sources 

As a tourist destination in the tropics, Sanya has many 
natural landscapes, such as beautiful beaches, magnificent 
mountains and tropical rainforests. These natural landscapes 
not only attract many tourists, but also become an important 
feature of Sanya tourism. In order to verify the validity of the 
spatial accessibility measurement algorithm of Sanya tourist 
attractions based on seasonal factor adjustment analysis, the 
experiment is implemented in MATLAB simulation software 
environment. Taking Coconut Dream Corridor, Yalong Bay, 
Haitang Bay, Jiajing Island, wuzhizhou Tourist Scenic Area, 
Fenjiezhou Island and Nanwan Monkey Island as spatial nodes, 
the data set of Sanya tourist attractions is divided. Through 
questionnaires, interviews and other means to collect tourists' 
evaluation of scenic spots, tourism motivation, consumption 
behavior and other information. Collect relevant data from 
government departments, tourism websites, scenic spots 
management offices and other channels, such as the number of 
tourists, tourism income, ticket sales, etc. Using big data 
technology, through analyzing data sources such as online 
search, social media and travel booking websites, we can get 
information about tourists' attention and preferences to Sanya 
tourist attractions. 

There may be some noises and missing values in the 
collected tourism data, which need to be preprocessed, 
including data cleaning, missing value processing, abnormal 
value processing and so on. For example, removing duplicate 
data, correcting erroneous data, filling in missing values, etc. 
Due to the seasonal factors in Sanya, the popularity and 
demand of scenic spots may be different in different seasons. 
Summer is the peak of tourism in Sanya, and many beaches 
and water sports attractions will become more popular. In 
winter, some hot springs and tropical botanical gardens may be 
favored by tourists. Therefore, it is necessary to consider the 
change of seasonal demand when analyzing the data of Sanya 
tourist attractions. According to the seasonal characteristics of 
Sanya tourist attractions, the data can be divided into different 
seasonal segments. Generally speaking, the tourist season in 
Sanya is mainly concentrated in winter and summer vacations 
and holidays, and the data can be divided into seasons 
according to the date. Based on the data collection, 
preprocessing and seasonal segmentation of Sanya tourist 
attractions, the accessibility of Sanya tourist attractions at each 
node is measured by using the spatial calculation method of 
Sanya tourist attractions. 

B. Analysis of the Measurement Effect of Spatial Accessibility 

of Tourist Attractions in Sanya 

Accessibility can reflect the difficulty of interconnecting 
one region with other regions. In order to verify the 
effectiveness of the spatial accessibility measurement method 
for tourist attractions in Sanya, the accessibility of this study is 
understood as the average travel time from a tourist attraction 
in a certain administrative region of Sanya City to tourist 
attractions in other administrative regions. The average travel 

time 
s  of tourist attraction   in Sanya is expressed as: 
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1, 1

s g


 
 


 

 
    (31) 

In Formula (31), 


 is the number of tourist attractions in 

Sanya, and 
g  is the travel time from point 


 in the region 

to point 


 through the shortest route in the transportation 
network. 

Select Coconut Dream Corridor, Yalong Bay, Haitang Bay, 
Jiajing Island, wuzhizhou Tourist Scenic Area, Fenjiezhou 
Island and Nanwan Monkey Island as the evaluation index. 
The smaller the value, the better the spatial accessibility 
measurement effect of Sanya tourist attractions. The average 
travel time of tourist attractions in Sanya is shown in Table I. 

TABLE I.  AVERAGE TRAVEL TIME OF TOURIST ATTRACTIONS IN SANYA 

Sanya Tourist Attractions s /min 

Coconut Dream Corridor 151.35 

Yalong Bay 120.86 

Haitang Bay 101.65 

Jiajing Island 125.42 

Wuzhizhou Tourist Scenic Area 78.24 

Fenjiezhou Island 81.24 

Nanwan Monkey Island Ecotourism Area 74.43 

According to the data in Table I, the average travel time of 
seven tourist attractions in Sanya is 74.43min-151.35min. 
Among them, the Nanwan Monkey Island Ecotourism Area, 
with the shortest average travel time of seven tourist attractions 
in Sanya, is about 74.43min, and this tourist attraction in Sanya 
has the best spatial accessibility. Followed by Wuzhizhou 
tourist Scenic Area, about 78.24min, the average travel time of 
Sanya tourist attractions is the Coconut Dream Corridor, about 
151.35min, and the spatial accessibility of Sanya tourist 
attractions is the worst. Therefore, the method in this paper can 
effectively measure the spatial accessibility of Sanya tourist 
attractions, and has a good effect on measuring the spatial 
accessibility of Sanya tourist attractions. 

C. Precision Analysis of Spatial Accessibility Measurement 

for Sanya Tourist Attractions 

In the process of calculating the spatial accessibility of 
tourist attractions in Sanya, the Lorentz curve and fairness 
coefficient are key indicators for judging fairness. Among 
them, the fairness coefficient is based on the Lorentz curve, 
and the fairness coefficient value can be calculated based on 
the area ratio in the Lorentz curve graph. Therefore, the 
fairness coefficient is used to calculate the fairness level of 
spatial accessibility of tourist attractions in Sanya. Randomly 
select 10 time periods as experimental data samples, calculate 
the fairness coefficients for 10 time periods, and compare the 
fairness calculation results of the method of reference [7], the 
method of reference [8], and this article with the actual results. 
The comparison results of fairness coefficients between 
different methods are shown in Fig. 1. 
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Fig. 1. Comparison results of fairness coefficients of different methods. 

According to Fig. 1, the fairness coefficients calculated by 
different methods in different time periods are different. 
Comparing the actual results with the methods in this paper, 
literature [7] and literature [8], we can see that the methods in 
this paper are in good agreement with the actual results, while 
the methods in literature [7] and literature [8] are far from the 
actual results. This shows that the fairness calculation of this 
method is more accurate and can effectively improve the 
accuracy of spatial accessibility measurement of Sanya tourist 
attractions. This is because this method combines the 
advantages of principal component analysis and independent 
component analysis, and can consider the characteristics and 
problems of data more comprehensively. Principal component 
analysis can reduce the dimension of multivariate to a few 
principal components and extract the main features of data. 
Independent component analysis can extract the independent 
components from the data, further denoising and simplifying 
the data. By using these two methods comprehensively, the 
characteristics and problems of data can be considered more 
comprehensively, thus improving the accuracy of spatial 
accessibility measurement of tourist attractions. 

D. Time Analysis of Spatial Accessibility Measurement for 

Tourist Attractions in Sanya 

On this basis, further validate the spatial accessibility 
measurement time of Sanya tourist attractions using the 
method proposed in this paper. Compare the method of 
reference [7] and the method of reference [8] with the method 
proposed in this paper, and obtain the spatial accessibility 
measurement time of Sanya tourist attractions using different 
methods, as shown in Fig. 2. 

According to Fig. 2, with the increase of the number of 
time periods, the time for measuring the spatial accessibility of 
Sanya tourist attractions by different methods increases. When 
the time period reaches 10, the measurement time of the 
method in reference [7] is 14.7ms, that of the method in 
reference [8] is 17.6ms, and that of this method is 4.8 ms. 
Therefore, it takes a short time to measure the spatial 
accessibility of Sanya tourist attractions by this method. This is 
because, this method constructs physical accessibility 
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evaluation model, comprehensive index model based on 
residents' spatial preference for Sanya tourist attractions, 
analysis model based on residents' spatial motivation 
differences in choosing Sanya tourist attractions, and analysis 
model based on time domain and spatial behavior. The 
physical accessibility evaluation model can transform complex 
spatial relations into simple distance and time calculations; The 
comprehensive index model based on residents' spatial 
preference for Sanya tourist attractions and the analysis model 
based on residents' spatial motivation differences in choosing 
Sanya tourist attractions can measure tourists' preferences and 
choices from different angles, thus avoiding complex spatial 
optimization algorithms. These models comprehensively 
consider the influencing factors of the spatial accessibility of 
Sanya tourist attractions from different angles, including 
physical accessibility, tourists' preferences, tourists' choices 
and spatio-temporal behaviors, so as to reduce repeated 
calculation and invalid calculation, thus saving calculation time. 
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Fig. 2. Measurement time of spatial accessibility of tourist attractions in 

Sanya using different methods. 

V. DISCUSSION 

According to the experimental results, the spatial accessibility 

of Nanwan Monkey Island Ecotourism Area is the best, while 

the spatial accessibility of Coconut Dream Corridor is the 

worst. This shows that when planning tourist routes or 

promoting tourist attractions in Sanya, priority should be 

given to those scenic spots with good spatial accessibility, 

such as Nanwan Monkey Island Ecotourism Area and 

Wuzhizhou Tourist Scenic Area. For scenic spots with poor 

spatial accessibility, such as Coconut Dream Corridor, more 

resources need to be put into improvement, such as adding 

traffic lines and improving the service level of public 

transportation. The spatial accessibility measurement 

algorithm of Sanya tourist attractions based on seasonal factor 

adjustment analysis proposed in this paper has high accuracy 

and reliability. Therefore, in practical application, this method 

should be given priority to improve the accuracy and 

efficiency of spatial accessibility measurement of Sanya 

tourist attractions. With the increase of the number of time 

periods, the time for measuring the spatial accessibility of 

Sanya tourist attractions with different methods increases. 

This shows that in real-time monitoring or high frequency 

measurement, we need to pay more attention to computational 

efficiency and resource consumption. Therefore, in practical 

application, the appropriate number of time periods should be 

selected according to the specific situation to balance the 

calculation efficiency and measurement accuracy. 

VI. CONCLUSION 

In this paper, the spatial accessibility measurement 
algorithm of Sanya tourist attractions based on seasonal factor 
adjustment analysis is proposed. Through the study of the 
spatial accessibility of Sanya tourist attractions, this paper puts 
forward the method of seasonal factor adjustment analysis. By 
extracting the data characteristics of Sanya tourist attractions in 
different seasons, combining with the spatial information of 
Sanya tourist attractions and GIS technology, this paper 
analyzes the spatial accessibility of Sanya tourist attractions, 
constructs the spatial accessibility measurement model of 
Sanya tourist attractions, and realizes the spatial accessibility 
measurement of Sanya tourist attractions. This method has a 
good effect of measuring the spatial accessibility of Sanya 
tourist attractions, which can effectively eliminate the influence 
of seasonal factors, improve the accuracy of accessibility 
measurement and shorten the time of accessibility 
measurement, so as to measure the spatial accessibility of 
tourist attractions more objectively and accurately. This not 
only provides a scientific basis for the development of tourism 
in Sanya, but also helps to improve the tourist experience. 

However, there are still some limitations in this study. For 
example, there may be some deviation when collecting data, 
and the seasonal influencing factors of some scenic spots may 
be complicated. Therefore, future research can further expand 
the data sources and enhance the accuracy of data, and at the 
same time, deeply study the seasonal influencing factors of 
different scenic spots, so as to adjust the analysis methods 
more finely. In addition, we will explore more efficient and 
accurate measurement algorithms by combining research 
results in other fields, such as artificial intelligence and 
machine learning. At the same time, we can further expand the 
research scope and combine the development of Sanya tourism 
with environmental protection, cultural inheritance and other 
related fields to promote the sustainable development of Sanya 
tourism. Through continuous in-depth study and improvement 
of seasonal factor adjustment and analysis methods, we hope to 
provide more valuable scientific basis and decision support for 
the prosperity and development of Sanya tourism. 
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Abstract—This study conducts a bibliometric analysis of 

monkeypox research to uncover trends, influential publishers, 

and key research topics. A dataset of Google Scholar-indexed 

articles was analyzed using bibliometric methods and tools such 

as Publish or Perish (PoP), VOSviewer, and Bibliometrix. The 

study reveals a growing research interest in monkeypox, with a 

notable increase in publications over the past decade. The Wiley 

Online Library emerged as the leading publisher, while highly 

cited articles covered various aspects of the disease. Cluster 

analysis identified key research topics, including clinical features, 

zoonotic transmission, and outbreak patterns. Network 

visualization and bigram analysis showcased relationships 

between authors, keywords, and publishers, with "monkeypox" 

being the most frequent keyword. By visualizing topic trends 

over time, the study identified emerging areas of investigation. 

The findings contribute to a comprehensive understanding of 

monkeypox research, aiding in identifying research gaps and 

guiding future studies. This research highlights the relevance of 

bibliometric analysis in health and information sciences. By 

uncovering trends, influential publishers, and key topics in 

monkeypox research, this study informs prevention, vaccination, 

and treatment strategies for mitigating the impact of monkeypox 

on public health. 

Keywords—Bibliometrics; monkeypox virus; research trends; 

publication patterns; research impact 

I. INTRODUCTION 

Health problems have become a concern lately, still not 
recovering from COVID-19, which has haunted humans since 
2019 [1]. Now in 2022, the outbreak of the monkeypox virus 
is a scourge that is quite scary for humans. Monkeypox is a 
disease of animals that mutate to be able to transmit to humans. 
Monkeypox is caused by the MPXV virus, which is a member 
of the genus Orthopoxvirus and the family Poxviridae. This 
case initially spread from the Democratic Republic of Congo 
to several parts of the world, such as America, Asia, and 
Europe. Even the death rate caused by the MPXV virus for 
unvaccinated cases reaches 10% [2]. 

With the spread of this virus variant in various parts of the 
world, more research on this monkeypox virus is to find 
solutions for prevention [3], vaccination [4], and treatment [5]. 
The health impact is devastating in terms of health and the 
economy [6]. Preventive measures are needed to solve this 
problem. Research needs a method to find things that are 
being studied a lot and map the topic and author to the 

geographical location of the researcher. Looking for trending 
topics by geography, time, etc., is essential. 

From the literature search, there are still not many studies 
regarding the bibliometric analysis of monkeypox cases. This 
research is significant due to the scarcity of studies focusing 
on the bibliometric analysis of monkeypox cases. The lack of 
research in this area highlights the importance of conducting 
this study to reveal trends and insights related to monkeypox 
over the years. 

Despite the urgency of this matter, there exists a scarcity of 

studies specifically focusing on bibliometric analysis of 

monkeypox cases. This research aims to fill this critical gap 

by employing advanced methodologies, including word 

cluster analysis, network visualization, overlays, and density 

using VOSviewer software. Additionally, bigram analysis is 

utilized to examine the relationships between authors, words, 

and publishers through Bibliometrix. These information 

science methods, particularly in bibliometrics, play a pivotal 

role in analyzing patterns, trends, and relationships within 

scientific literature. The objective of this study is to 

comprehensively map the scientific landscape, identify 

research gaps, and provide a profound understanding of the 

monkeypox domain through the application of these 

methodologies to monkeypox research. 

II. LITERATURE REVIEW 

Bibliometric analysis is a scientific method that integrates 
mathematical and statistical approaches to analyze and 
visualize data to determine the structure of topics periodically, 
develop models, and seek research priorities in a particular 
field [7]. Bibliometrics research is widely used in the health 
sector, but according to this paper observation, there have not 
been many studies involving monkeypox bibliometrics 
analysis. Publish or Perish (PoP) is software that makes it easy 
to mine database data from various sources, such as databases 
indexed by Scopus, Web of Science, Crossref, PubMed, 
Google Scholar (GS), and others [8]–[10]. In this study mine 
from the GS-indexed database. GS is a service that makes it 
easy to collect scientific publications indexed by GS. GS also 
provides a database that can be used for scientific purposes. 
Unlike similar services such as Scopus, Web of Science, 
Pubmed, and others, which require a subscription to access 
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their databases, GS can be used complementary to mine 
databases indexed by GS [11]. 

Many publications use this software [12]–[14]. Arias-
Chávez et al. [15] using PoP to mine publication data relating 
to global scientific production on social networks during the 
Covid-19 pandemic. Postigo-Zumarán et al. [16] used PoP to 
search for publications on world scientific production on 
education and COVID-19 between January 2020 to September 
2021. Data from the research of both publications came from 
five databases, namely Scopus, WoS, GS, Microsoft 
Academic, and Crossref. 

VOSviewer can process data in RIS, JSON, and TXT files. 
Researchers have widely used VOSviewer to visualize 
literature data, as has been done by Huang, Z. et al. [17],  
Kirkendall and Krustrup [18], Pagan-Castaño et al. [19] ,and 
Papatsounis et al. [20]. Bamel et al. [21] examines leading 
publication trends over a two-decade period (2000-2020), 
researching the extent and impact of intellectual capital 
research in the Journal of Intellectual Capital (JIC). Huang, X. 
et al. [22] investigates related research advances in 
pharmaceutical science and pharmaceutical education from a 
bibliometric point of view and aims to provide advice in 
facilitating the development of pharmaceutical science and 
pharmacy graduate education [23]. 

Bibliometrix is open-source software for comprehensive 
scientific mapping analysis of scientific literature. Mayara et 
al. [24] build the map the research literature on Biochemistry 
education, indexed on the Web of Science covering the 
scientific production, build upon a recent method to simplify 
some of the key steps of merging datasets when using the R 
package Bibliometrix to perform bibliometric analyses. 
Andrea [25] built a new method to simplify some of the key 
steps of combining data sets when using the Bibliometrics R 
package to perform bibliometric analysis. 

The significance of this research extends beyond the realm 
of health sciences and biomedical research. It also highlights 
the relevance of information sciences in investigating and 
visualizing trends and patterns in health-related research. By 
leveraging bibliometric analysis, this study demonstrates the 
applicability of information science methods in analyzing and 
synthesizing large volumes of scientific literature. This 
research provides valuable insights into the field of 
monkeypox, enabling researchers to gain a deeper 
understanding of the topic and identify areas that require 
further investigation. 

Furthermore, by employing bibliometric analysis, this 
study contributes to the broader field of information sciences 
by showcasing the power of these methodologies in 
uncovering hidden patterns, revealing research trends, and 
facilitating evidence-based decision-making. Overall, this 
research is a significant step in bridging the gap between 
health sciences, biomedical research, and information sciences, 
highlighting the interdisciplinary nature of scientific inquiry 
and its potential for meaningful contributions to public health 
and knowledge management. 

III. METHODOLOGY 

A. Data Collections and Processing 

This study relies on a meticulous and systematic approach 
to collecting and processing article data indexed by Google 
Scholar (GS). Unlike subscription-based databases like 
Scopus or Web of Science, GS provides open access to its data, 
eliminating the need for researchers to subscribe. This open-
source nature enhances accessibility and inclusivity in 
obtaining data for research purposes. 

To ensure the reliability and comprehensiveness of the 
study, we leverage the PoP (Publish or Perish) feature of 
Google Scholar. PoP is an open-source application that 
facilitates the collection of journal data not only from GS but 
also from various reputable sources such as Scopus, Web of 
Science, PubMed, Crossref, and Semantic Scholar. The data 
collected is systematically stored in *.ris format, a widely 
accepted format for bibliographic citation data, enabling 
seamless processing in subsequent stages of bibliometric 
analysis. 

For data visualization and in-depth analysis, we employ 
two powerful tools: VOSviewer and Bibliometrix. VOSviewer 
is instrumental in creating visual maps based on various 
parameters such as words, authors, and publishers. This 
visualization is crucial for identifying emerging research 
topics, discerning gaps in the literature, and determining the 
novelty of a study [26]–[29]. 

Bibliometrix, designed as open-source software integrated 
with the R programming language, plays a pivotal role in 
conducting comprehensive scientific mapping analysis. It 
allows the import of data from various databases, including 
Scopus, Web of Science, PubMed, Crossref, and others [30]–
[32]. 

B. Bibliometrics Analysis 

Impact of specific articles: To discern the primary 
contributors in the field, this paper meticulously compiled data 
on monkeypox-related articles using the Publish or Perish 
software, which facilitates a nuanced examination of academic 
publications. 

This research focuses on uncovering trends, influential 
publishers, and key research topics within the field of 
monkeypox. Cluster analysis was conducted to identify 
common themes and interconnections among research studies 
[33]. Network visualization techniques were employed to 
visualize relationships between authors, keywords, and 
publishers [34]. The collected data were analyzed and 
interpreted to reveal patterns, emerging topics, and prominent 
contributors within the monkeypox research domain. Insights 
were drawn from the network visualization, cluster analysis, 
and keyword co-occurrence analysis to understand the 
research landscape comprehensively. 

IV. RESULTS 

A. Annual Publications 

From the results of the collection using PoP, 752 articles 
were collected in that period. The data is saved in *.ris format 
and extracted with VOSviewer and Bibliometrix. Bibliometric 
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analysis using VOSviewer visualizes a network of frequently 
occurring topics with an occurrence value of 20 from the title 
and abstract of the article. From the processing results, it can 
be from the results of collecting data all the time using PoP 
from GS, 313 articles entitled monkeypox were obtained. Fig. 
1 shows the number of publications from year to year. It can 
be seen that in the last ten years, the number of publications 
that have a topic entitled monkeypox has increased. In 2022 
the number of publications increased sharply to 144 from only 
six articles in 2021. The reappearance of monkeypox caused 
an increase in publication at this time. The highest number of 
publications on monkeypox topics in 2022 was in 2017, with 
12 publications. In 2010 and 2015, there were 11 publications 
using monkeypox titles. 

 

Fig. 1. Distribution of the publications per year. 

B. Publications’ Patterns 

Table I illustrates the leading publishers contributing to the 
field of monkeypox research, highlighting the number of 
articles they have published on this specific topic. At the 
forefront, Wiley Online Library takes the lead with an 
impressive 26 articles, closely followed by Academic Oxford 
with 25 articles. The American Society for Microbiology 
secures the third position, having published 24 articles. 
Notable contributions are also observed from the National 
Center for Biotechnology Information (22 articles) and The 
American Journal of Tropical Medicine and Hygiene (20 
articles). Elsevier, a well-established publisher, has 
contributed significantly with 19 articles, while The BMJ, 
Europe PMC, and The International Journal of Infectious 
Diseases have also made substantial contributions with 16, 15, 
and 10 articles, respectively. PubMed NCBI, a widely used 
database, also features in the top 10 publishers with 10 articles. 
Collectively, this comprehensive overview sheds light on the 
pivotal role these publishers play in disseminating valuable 
insights and knowledge within the realm of monkeypox 
research. 

Table II enumerates the top 10 articles with the title 
"Monkeypox," presenting essential details such as citation 
counts, authors, and publication years. Topping the list is "The 
detection of monkeypox in humans in the Western 
Hemisphere" by Reed K.D. et al. (2004), acknowledged with a 

remarkable 655 citations. Following closely is Likos A.M. et 
al.'s (2005) "A tale of two clades: monkeypox viruses," 
recognized with 296 citations, emphasizing the diversity 
within monkeypox viruses. The third position is secured by 
Hooper J.W. et al.'s (2004) "Smallpox DNA vaccine protects 
nonhuman primates against lethal monkeypox," renowned for 
its findings on the protective potential of a smallpox DNA 
vaccine with 240 citations. "Poxvirus dilemmas—monkeypox, 
smallpox, and biologic terrorism" by Breman J.G. et al. (1998) 
claims the fourth spot with 223 citations, delving into the 
complexities of poxviruses and their implications in biologic 
terrorism. Lastly, "Human monkeypox: clinical features of 
282 patients" authored by Ježek Z. et al. (1987) completes the 
top five, boasting 175 citations for its insights into the clinical 
features of human monkeypox patients. Collectively, these 
top-cited articles constitute pivotal contributions to the 
understanding of monkeypox, showcasing their enduring 
impact on scholarly discourse and research endeavors. 

TABLE I.  THE TOP 10 PUBLISHERS WHO PUBLISHED ARTICLES WITH 

THE TOPIC MONKEYPOX 

Sources Publisher Articles 

1 Wiley Online Library 26 

2 Academic Oxford 25 

3 American Society for Microbiology 24 

4 National Center for Biotechnology Information 22 

5 
The American Journal of Tropical Medicine and 

Hygiene 
20 

6 Elsevier 19 

7 The BMJ 16 

8 Europe PMC 15 

9 The International Journal of Infectious Diseases 10 

10 PubMed NCBI 10 

TABLE II.  THE TOP 10 ARTICLES WITH THE TITLE MONKEYPOX 

Num. Title Citated Author Year 

1 

The detection of 

monkeypox in humans in 
the Western Hemisphere 

655 

Reed 

K.D. et al. 
[35] 

2004 

2 
A tale of two clades: 
monkeypox viruses 

296 

Likos 

A.M. et 

al. [36] 

2005 

3 

Smallpox DNA vaccine 

protects nonhuman 

primates against lethal 
monkeypox 

240 
Hooper 
J.W. et al. 

[37] 

2004 

4 

Poxvirus dilemmas—

monkeypox, smallpox, and 

biologic terrorism 

223 

Breman 

J.G. et al. 

[38] 

1998 

5 

Human monkeypox: 

clinical features of 282 

patients 

175 
Ježek Z. 
et al. [39] 

1987 

C. Topics Cluster 

Table III provides a comprehensive overview of topics 
clusters in the context of monkeypox research. The clustering 
of topics in the analysis reveals seven distinct thematic 
clusters prevalent in the literature on monkeypox. In Cluster 1, 
the focus is on the analysis of human monkeypox cases and 
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outbreaks. The cluster encompasses discussions on clinical 
features, detection, diagnosis, and patient-related aspects. 
Geographical references to regions like Congo, Democratic 
Republic, the United States, and the Western Hemisphere are 
also prominent, emphasizing the global nature of the disease. 

TABLE III.  CLUSTERS OF TOPICS IN MONKEYPOX RESEARCH 

Cluster Topics 

1 

Case, clinical feature, congo, democratic republic,  detection, 

diagnosis, drc, human monkeypox, human monkeypox case, 
human monkeypox infection, June, may, monkeypox, 

monkeypox case, outbreak, patient, patient, person, republic, 

United States, western hemisphere, year, Zaire. 

2 

Cynomolgus macaque, disease, evaluation, family poxciridae, 

genus orthopoxvirus, human, infection, macaque, monkeypox 

virus, monkeypox virus challenge, monkeypox virus infection, 
mpxv, nonhuman primate, protection, smallpox, smallpox 

vaccine, treatment, western Africa, zoonotic disease. 

3 

Comparison, cowpox, differentiation, evidence, mpv, 

orthopoxvirus, vaccinia, vaccinia virus, varicella zoster virus, 
variola, variola virus, varv, virus. 

4 
Animal, central Africa, concern, covid, emergence, first human 

case, monkeypox disease, Nigeria, spread, west Africa, world. 

5 
abstract, country, europe pmc, laboratory, lesson, monkeypox 

outbreak, study, symptom 

6 Journal, man, monkeypox infection, mpx, transmission, 

7 Africa, Europe, recent outbreak. 

Cluster 2 centers around the impact of monkeypox virus 
on nonhuman primates. Topics within this cluster include 
disease evaluation, infection in macaques, discussions on 
smallpox vaccine, and the broader context of zoonotic disease. 
This cluster delves into the complex interplay between the 
virus and nonhuman primates, providing valuable insights into 
potential transmission dynamics. The third cluster involves a 
comparative analysis of orthopoxviruses, drawing parallels 
between monkeypox and related viruses such as vaccinia, 
variola, and cowpox. Discussions within this cluster focus on 
differentiation, evidence, and the distinct characteristics of 
these viruses. This comparative perspective contributes to a 
nuanced understanding of the broader orthopoxvirus family. 

In Cluster 4, the analysis shifts towards the ecological 
impact of monkeypox, specifically in animals. Central Africa 
and Nigeria are focal points, addressing concerns related to the 
emergence of monkeypox, its potential connection to COVID, 
and its spread in West Africa and globally. This cluster 
underscores the broader implications of the disease within the 
animal population. The fifth cluster is centered on the study of 
monkeypox outbreaks and the lessons derived from them. 
Topics within this cluster include the abstracts of studies, 
lessons learned, symptoms, and country-specific analyses. 
This cluster provides valuable insights into the dynamics of 
monkeypox outbreaks and serves as a resource for 
understanding and managing future occurrences. 

Cluster 6 focuses on journal publications related to 
monkeypox, highlighting aspects such as infection in humans 
(man), transmission dynamics, and the role of journals in 
disseminating information. This cluster sheds light on the 
dissemination of knowledge within the academic community 
and the dynamics of information exchange. Lastly, Cluster 7 

explores the perspectives on monkeypox in Africa and Europe. 
This geographical focus includes discussions on recent 
outbreaks, providing insights into how monkeypox is 
perceived and managed in these regions. The cluster captures 
the regional nuances and highlights the importance of 
considering diverse perspectives in understanding and 
addressing monkeypox. 

D. Relationship Analysis 

In Fig. 2 present a detailed analysis of the intricate 
relationship between authors, abstract content, and publishers 
using Bibliometrix. The network visualization reveals a rich 
tapestry consisting of 19 authors, 20 frequently occurring 
words in the abstracts, and 20 prominent publishers. 

Among the 20 words recurrently found in the abstracts, 
"monkeypox" emerges as the most prevalent, appearing a 
remarkable 444 times. Other frequently occurring terms 
include "virus" (22 times), "human" (78 times), "infection" (45 
times), "outbreak" (45 times), "disease" (37 times), "smallpox" 
(29 times), "mpxv" (27 times), "Africa" (25 times), "mpx" (24 
times), "variola" (19 times), "zoonotic" (19 times), and 
"orthopoxvirus" (17 times). 

The prevalence of "monkeypox" in abstracts is further 
underscored by 19 authors consistently incorporating this term 
in their contributions. Notably, Ii Zuka stands out, utilizing 13 
of the identified frequently occurring words a total of 29 times. 
Following closely are M Saijo, who employs 10 words 25 
times, and Ci Hutson, who incorporates 9 words 21 times. 

In the realm of publishers, ASM emerges as a leading 
contributor, publishing articles that prominently feature the 
identified frequently used words a substantial 151 times. WOL 
(Wiley Online Library) follows closely with 142 instances, 
Academic Oxford with 124 instances, NCBI (National Center 
for Biotechnology Information) with 112 instances, and 
Elsevier with 89 instances. These findings highlight the 
pivotal role of these publishers in disseminating research that 
revolves around the recurrent themes identified in the abstracts, 
providing key insights into the landscape of monkeypox 
literature. 

 
Fig. 2. Sankey diagram relationship between author, abstract, and publisher. 
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E. Bigram Analysis 

To conduct a comprehensive analysis of co-occurring 
terms within the abstracts of 313 identified articles, this paper 
employed bigram analysis. Fig. 3 illustrates the noteworthy 
findings from this analysis. Notably, the phrase "monkeypox 
virus" emerges as the most frequently occurring bigram, 
appearing a substantial 117 times, constituting 22% of the 
total occurrences. Following closely is "human monkeypox," 
observed in 71 instances, comprising 13% of all identified 
bigrams. 

 
Fig. 3. The most frequent bigrams. 

The subsequent five most prevalent bigrams include "virus 
mpxv" (25 occurrences, 5%), "monkeypox outbreak" (23 
occurrences, 4%), "monkeypox mpx" (20 occurrences, 4%), 
"democratic republic" (15 occurrences, 3%), and "zoonotic 
disease" (14 occurrences, 3%). This insightful analysis sheds 
light on the prominent word associations within the abstracts, 
offering valuable insights into prevalent themes and 
connections in the realm of monkeypox research. 

F. Mapping of Monkeypox Topics 

Fig. 4 shows the network of keywords. The red color 
indicates the topics in cluster 1, the green color represents the 
members in cluster 2, the blue color represents the terms in 
cluster 3, and the yellow color represents the topics in cluster 
4, the purple color represents the members in cluster 5, the 
light blue color represents the members in cluster 6, the 
orange color represents the members in cluster 7. The topic 
"monkeypox" is the topic that most often appears in cluster 1 
with a total number of link strength (TLS) of 874 and 
occurrence of 214. In cluster 2, "monkeypox virus" became 
the center of the cluster with a TLS value of 469 and 
occurrences of 96. The topic "virus" became the center of 
cluster 3 with a TLS value of 112 and the number of 
occurrences 24. The topic "animal" is the center of cluster 4 
with the number of TLS 65 and the number of occurrences 11. 
The topic "monkeypox outbreak" is the center of cluster 5 
with the number of TLS 106 and the number of occurrences 
29. The topic "mpx" is the center of cluster 6 with the number 
of TLS 136 and the number of occurrences 20. The topic 
"africa" is the center of cluster 7 with the number of TLS 80 
and the number of occurrences 17. 

 

Fig. 4. Network visualization of monkeypox topics. 

 

Fig. 5. Overlay visualization of monkeypox topics. 

 
Fig. 6. Density visualization of monkeypox topics. 

Fig. 5 maps the trend of the topic network regarding the 
"monkeypox virus" from 1964 to 2022. Publications using the 
title "monkeypox" are mapped from 1964 to 2022. The yellow 
topics are the most recently discussed with the keyword 
"monkeypox ". Fig. 6 is a density visualization, and this image 
shows that the lighter the yellow color and the larger the circle 
size, the stronger the link with the keyword. So the topic 
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"monkeypox virus", "monkeypox virus", "case", ―infection‖, 
and ―congo‖ is a general topics with the keywords 
"monkeypox virus". Meanwhile, if the color fades and shrinks 
mixed with green, this is not a common topic to discuss. So 
the topics "europe," "family poxciridae ", and " recent 
outbreak" become topics that are not very strongly related to 
topics. 

V. DISCUSSIONS 

The results of bibliometric analysis align with existing 
literature and contribute valuable insights into the publication 
patterns and trends in monkeypox research. The upward 
trajectory in annual publications, particularly the significant 
surge in 2022, corroborates with the findings of Bunge et al., 
who noted the changing epidemiology of human monkeypox 
as a potential threat [2]. The correlation between the rise in 
publications and the resurgence of monkeypox cases 
emphasizes the dynamic nature of this emerging public health 
issue, echoing discussions on the evolving landscape of 
infectious diseases such as COVID-19 [1]. 

Examining publishers in the field, this study identifies 
Wiley Online Library (WOL), Academic Oxford, and the 
American Society for Microbiology (ASM) as key 
contributors, aligning with the diverse range of publishers 
identified in various bibliometric analyses [7]. This 
information provides researchers with valuable insights into 
where to find relevant studies on monkeypox, similar to the 
considerations made by researchers in exploring information 
science publications [8]. 

The identification of highly cited articles in this study, 
such as "The Detection of Monkeypox in Humans in the 
Western Hemisphere" [35], reinforces the importance of 
foundational research in shaping the discourse within the field, 
as highlighted by the significance of top-cited articles in 
various scientific domains [7]. These influential papers serve 
as crucial references and contribute to the collective 
knowledge base on monkeypox. 

The exploration of topic clusters aligns with the systematic 
review conducted by Bunge et al., which underscores the 
importance of understanding various aspects of monkeypox, 
including clinical features and zoonotic transmission [2]. 
These findings further emphasize the interconnectedness 
between different research topics within the field, similar to 
the identification of trends, patterns, and collaborations in 
nursing career research through bibliometric analysis [7]. 

The network visualization and bigram analysis align with 
the broader literature on bibliometric analyses, showcasing the 
significance of specific keywords such as "monkeypox" and 
the role of authors and publishers in contributing to the body 
of knowledge [11]. Similar network analyses have been 
conducted in various fields, from nursing career research to 
the exploration of pharmaceutical science and education [7], 
[22]. 

Finally, the visualization of topic trends over time 
contributes to the understanding of the evolving research 
interests related to the monkeypox virus. This mirrors the 
approach taken in other bibliometric analyses, where 

visualizing trends aids in identifying emerging areas of 
investigation [19], [29]. 

VI. CONCLUSIONS 

In conclusion, this research on the bibliometric analysis of 
monkeypox provides valuable insights into the trends and 
patterns of research in the field. The study reveals a significant 
increase in the number of publications on monkeypox over the 
last decade, indicating a growing research interest in the 
disease. The Wiley Online Library, Academic Oxford, and the 
American Society for Microbiology are identified as the top 
publishers in this area. The most cited articles on monkeypox 
cover various aspects of the disease, including detection, virus 
characterization, vaccination, and clinical features. These 
highly cited articles serve as foundational research in the field. 

The analysis of topic clusters highlights the main themes 
and areas of focus in monkeypox research, such as clinical 
features, zoonotic transmission, animal hosts, and outbreak 
patterns. This information helps researchers identify research 
gaps and explore interconnected topics within the field. The 
network visualization and bigram analysis provide insights 
into the relationships between authors, abstract keywords, and 
publishers. The word "monkeypox" emerges as the most 
frequently occurring keyword, emphasizing its central 
importance in the field. Furthermore, the visualization of topic 
trends over time demonstrates the evolving research interests 
related to monkeypox, allowing researchers to identify 
emerging areas of investigation. Overall, this bibliometric 
analysis serves as a foundation for future research in 
monkeypox and provides researchers with valuable 
information for guiding their studies, identifying research gaps, 
and contributing to the understanding and managing of the 
disease. 
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Abstract—Cloud computing is popular among users in 

various areas such as healthcare, banking, and education due to 

its low-cost services alongside increased reliability and efficiency. 

But, security is a significant problem in cloud-based systems due 

to the cloud services being accessed via the Internet by a variety 

of users. Therefore, the patient’s health information needs to be 

kept confidential, secure, and accurate. Moreover, any change in 

actual patient data potentially results in errors during the 

diagnosis and treatment. In this research, the hybrid 

Correlation-based Feature Selection-Bat Optimization Algorithm 

(HCFS-BOA) based on the Convolutional Neural Network 

(CNN) model is proposed for intrusion detection to secure the 

entire network in the healthcare system. Initially, the data is 

obtained from the CIC-IDS2017, NSL-KDD datasets, after which 

min-max normalization is performed to normalize the acquired 

data. HCFS-BOA is employed in feature selection to examine the 

appropriate features that not only have significant correlations 

with the target variable, but also contribute to the optimal 

performance of intrusion detection in the healthcare system. 

Finally, CNN classification is performed to identify and classify 

intrusion detection accurately and effectively in the healthcare 

system. The existing methods namely, SafetyMed, Hybrid 

Intrusion Detection System (HIDS), and Blockchain-orchestrated 

Deep learning method for Secure Data Transmission in IoT-

enabled healthcare systems (BDSDT) are employed to evaluate 

the efficacy of HCFS-BOA-based CNN. The proposed HCFS-

BOA-based CNN achieves a better accuracy of 99.45% when 

compared with the existing methods: SafetyMed, HIDS, and 

BDSDT. 

Keywords—Convolutional neural network; deep learning; 

intrusion detection system; healthcare; security 

I. INTRODUCTION 

Network Intrusion Detection Systems (NIDSs) identify 
malicious activities and safeguard the vulnerable services by 
monitoring network traffic and providing alerts when 
anomalous events are recognized. Some organizations that are 
primarily focused on obtaining private user data, establishing 
the foundation for modern-day detection and protection are 
attacked by cyber-attackers. Furthermore, the healthcare sector 
keeps growing, and most hospitals are integrating e-healthcare 
systems as quickly as feasible to fulfill the needs of their 
patients. IDS based on cloud networks employ anomaly-based 

techniques to protect the cloud-based applications [1]. In 
network security, there are two common detection techniques 
for NIDS, anomaly-based detection, and signature-based 
detection [2]. An anomaly-based IDS analyzes the network 
traffic and correlates it to a created baseline for unknown or 
known attacks, where a signature-based IDS is allowed to be 
employed while the attack patterns are established and pre-
determined [3, 4]. To address numerous security issues, the 
cloud utilizes numerous cybersecurity techniques like IDS, 
Intrusion Prevention Systems (IPS), and firewalls [5]. The 
centralized processing technique used by cloud computing 
involves uploading every transaction and processing the end-
user service requests based on the transmission bandwidth, 
capacity of storage, and computer resources [6]. Proactive 
network security defenses are required to protect essential 
assets and data because the cloud attack vector has the potential 
to result in successful security breaches [7]. 

Network security has always placed a high priority on 
intrusion detection since it is crucial for identifying anomalous 
activity on secured internal networks [8]. The network of 
intermediate, source, and endpoint are used to identify the 
Distributed Denial-of-Services (DDoS) attacks. The attack’s 
endpoint is easily detected because of the massive volume of 
network traffic that is generated [9]. A significant number of 
traditional intrusion detection systems use either a port-based 
or Deep Packet Inspection (DPI) technique. The port-based 
technique identifies traffic by using the ports established by the 
Internet Assigned Numbers Authority (IANA) [10]. Software 
Defined Network (SDN) is an emerging design that is cost-
effective, flexible, adaptable, and controlled, thereby making it 
more suitable for presently employed complicated applications 
and bandwidth [11, 12]. SDN’s goal is to create a logically 
centralized hub for internet and networking architects so that 
they quickly respond to the evolving client demands [13]. Deep 
learning techniques, especially CNN represent remarkable 
capacity in automatically extracting features and intricate 
patterns from complex data, including network traffic [14]. By 
employing Deep CNN, the IDS efficiently recognizes 
anomalous behavior and emerging threats in real time [15].  
Since cloud services are accessed via the internet by a variety 
of users, security is a significant concern in cloud-based 
systems because the health information of patients must be 
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kept confidential, secure, and accurate. Moreover, any change 
in actual patient data results in errors during the diagnosis and 
treatment [31-34]. Therefore, the HCFS-BOA based on CNN is 
proposed in this research, for intrusion detection to secure the 
entire network in the healthcare system. The main 
contributions of this research are as follows: 

 The proposed HCFS-BOA approach is evaluated on the 
CIC-IDS2017, NSL-KDD benchmark datasets, and the 
Min-max normalization technique is employed to 
normalize the raw data. 

 For feature selection, HCFS-BOA is employed to 
examine the appropriate features that not only have 
significant correlations with the target variable, but also 
contribute to the optimal performance of intrusion 
detection in the healthcare system. 

 Finally, CNN is employed for classification to identify 
and classify intrusion detection accurately and 
effectively. The efficacy of HCFS-BOA is analyzed 
based on the performance measures of accuracy, 
precision, recall, and f1-score. 

The rest of the paper is organized as follows: Section II 
presents the literature survey. The block diagram of the 
proposed method is discussed in Section III. The results are 
illustrated in Section IV, while Section V discusses the 
conclusion of this paper. 

II. LITERATURE SURVEY 

Faruqui et al. [16] presented a SafetyMed for Internet of 
Medical Things (IoMT) IDS by employing hybrid CNN-Long 
Short-Term Memory (CNN-LSTM). The SafetyMed was the 
first IDS that included an optimization approach based on the 
trade-off between Detection Rate (DR) and False Positive Rate 
(FPR). The SafetyMed enhanced the safety and security of 
medical devices and patient information. However, the 
presented SafetyMed method had no defense mechanism 
against an attack of Adversarial Machine Learning (AML). 

Vashishtha et al. [17] implemented a HIDM for cloud-
based healthcare systems to detect all kinds of attacks. The 
hybrid approach was a mixture of a Signature-based Detection 
Model (SDM) and an Anomaly-based Detection Model 
(ADM). The datasets of NSL-KDD, CICIDS2017, and 
UNSW-NB15 were employed to evaluate the efficacy of the 
HIDM approach. The implemented method had a higher 
detection rate with the error of Type-I and Type-II for both 
ADM and SDM. However, combining various detection 
systems increased the risk of false negatives and false 
positives. 

Kumar et al. [18] introduced a BDSDT for the transmission 
of secure data in IoT-based healthcare systems. Initially, the 
architecture of blockchain was created in all IoT devices that 
were identified and established using a zero-knowledge proof, 
and then connected to the blockchain network using a smart 
contract-based ePOW consensus. Then, a bidirectional LSTM 
was employed using a DL to recognize IDS in the healthcare 
system. The BDSDT enhanced the privacy and security by 
combining both DL and blockchain methods. However, 
BDSDT wasn’t effective against web and Bot threat attacks as 

there were fewer instances of these two classes which led to 
changes in actual patient data resulting in errors during the 
diagnosis and treatment. 

Halbouni et al. [19] presented a CNN-Long Short-Term 
Memory (CNN-LSTM) for IDS system. The ability of CNN to 
extract the spatial features alongside the ability of LSTM to 
extract the temporal features were the highlights of this model. 
In order to improve performance, batch normalization and the 
layers of dropout were created to the presented method. The 
presented method decreased the false alarm rate and improved 
the rate of detection. However, CNN-LSTM failed to provide a 
high detection rate for specific kinds of attacks like web attacks 
and worms which led to changes in actual patient data resulting 
in errors during the diagnosis and treatment. 

Han et al. [20] presented an Intrusion Detection 
Hyperparameter Control System (IDHCS) to regulate and train 
a Deep Neural Network (DNN) extracted feature and the 
module of k-means clustering in terms of Proximal Policy 
Optimization (PPO). The most valuable network features were 
extracted by the DNN under the control of an IDHCS, which 
also used K-means clustering to detect intrusion. The IDHCS 
performed effectively for each dataset, as well as the combined 
dataset. However, to represent a more realistic network 
environment, a diverse dataset needed to be examined. 

Bakro et al. [21] introduced a hybrid feature selection 
approach that combined filter techniques such as Particle 
Swarm Optimization (PSO), Chi-Square (CS), and Information 
Gain (IG). Combining each of these three techniques was a 
novel method that generated a more reliable process of feature 
selection by using every technique’s strength to increase the 
possibilities of selecting the most associated features. The 
introduced method had the benefits of flexibility, time 
complexity, interpretability, and scalability. But, the feature 
selection approach was not done properly which resulted in 
overfitting. 

Sudar et al. [22] implemented a Machine Learning (ML) 
approach based on Decision Tree (DT) and Support Vector 
Machine (SVM) to detect Distributed Denial of Service 
(DDoS) attacks. The classification approach was established in 
the environment of Software Defined Network (SDN). The DT 
and SVM approaches were deployed to distinguish among 
malicious and normal traffic data. This approach provided 
better accuracy and detection rate. Nonetheless, this 
implemented approach struggled to adapt to evolving attack 
strategies. 

Praveena et al. [23] developed a Deep Reinforcement 
Learning approach that was optimized by Black Widow 
Optimization (DRL-BWO) for intrusion detection in 
Unmannered Aerial Vehicles (UAV). The BWO approach was 
deployed for parameter optimization of the DRL method which 
assisted in enhancing the performance of intrusion detection in 
UAV networks. This approach was fit for the tasks of 
information extraction in high dimensional space. Nonetheless, 
the intricate nature of the DRL-BWO approach resulted in 
minimized interpretability. 

Chinnasamy et al. [24] presented a Blockchain DDoS 
flooding attack with dynamic path detectors. The ML approach 
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was established to identify the attacks which focused on the 
DDoS assault. The primary essential traits were employed to 
predict the accurate DDoS attacks by utilizing a different 
attribute selection approach. Nevertheless, this presented 
approach led to severe network congestion which hindered the 
processing of transactions and slowed down the overall 
system’s performance. 

Chinnasamy et al. [25] developed an ML approach for 
effective phishing attack detection. Based on the input features 
such as Uniform Resource Locator (URL) and Web Traffic, the 
link was classified as phishing or non-phishing. This approach 
was determined by retrieving datasets from ML and phishing 
cases by employing SVM, Random Forest (RF), and Genetic. 
Nevertheless, ML approaches in phishing detection struggled 
to maintain pace with constantly evolving phishing tactics 
which led to potential delays in identifying the new attacks. 

Anupriya et al. [26] implemented an ML approach for fraud 
account detection. To compute buddy similarity criteria, the 
adjacency network matrix graph was employed and then new 
features were acquired by utilizing the Principle Component 
Analysis (PCA). This was employed to equalize the data and 
transform it into the classifier in the next phase of cross-
validation for training and testing the classifier. Nevertheless, 
due to imbalanced datasets, this approach struggled with 
evolving the fraud pattern and generated false positives or 
negatives. 

There are some limitations with the existing methods that 
are mentioned above such as the methods not being effective in 
detecting attacks which led to changes in actual patient data 
resulting in errors during the diagnosis and treatment. In order 
to overcome these issues, the HCFS-BOA-based CNN is 
proposed for intrusion detection to secure the entire network in 
the healthcare system. 

III. PROPOSED METHODOLOGY 

In this research, a hybrid CFS-BOA-based CNN approach 
is proposed for intrusion detection in healthcare systems using 
deep learning. It includes datasets, min-max normalization, 
feature selection using HCFS-BOA, classification using CNN, 
and performance evaluation. The overview of the proposed 
method is represented in Fig. 1. 

A. Datasets 

The proposed HCFS-BOA approach is evaluated on CIC-
IDS2017 [27] and NSL-KDD benchmark datasets. The CIC-
IDS-2017 dataset includes malicious and normal traffic data 
that is considered new and does not include an enormous 
amount of redundant data. It includes eleven new attacks 
namely, PortScan, Brute Force, DoS, web attacks like SSH, 
Patator, FTP-Patator, SQL injection, and XSS. It is created by 
the Canadian Institute for Cybersecurity in 2017, and its 80 
features are employed to monitor malicious and benign traffic. 
The NSL-KDD is an extension of the KDD cup 99 database 
and contains 41-dimensional vectors with numerical and 
categorical values. The intrusion attacks in the NSL-KDD 
database are probe attacks, Remote to a user (R2L), Denial of 
Service (DoS), and the User to Root attack (U2R). NSL-KDD 
is an IoT dataset used for model training purposes in healthcare 
applications. 

B. Pre-processing 

After data collection, the normalizing process is established 
by rescaling the attributes with a uniform contribution. 
Typically, the data normalization technique addresses two key 
problems: the presence of outliers and the presence of 
dominant features. The various methods for normalizing data 
based on the measures of statistics are examined. Consider the 
data with   records and   instances, as expressed numerically 
in Eq. (1). 

                                         (1) 

where,   indicates the label of class and   represents the 
data to be learned via a learning process. The Min-max 
normalization technique [28] is employed to normalize the raw 
data, which is one of the various normalization techniques. 
This approach greatly minimizes the outlier’s impact on the 
data. It scales the obtained data within the range of 0 to 1 
which is numerically expressed in E q. (2). 

     
            

               
                    (2) 

where,     and     represent the     attribute’s 
maximum and minimum values. By employing      and 
    , the acquired data are rescaled by the upper and lower 
boundaries. This acquired data is then passed as input to the 
feature selection. 

 
Fig. 1. Block diagram for the proposed method 
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C. Feature Selection 

After normalizing the acquired data, the hybrid CFS-BOA 
approach is implemented for feature selection. In CFS-BOA, 
the features are selected by using a nature-inspired 
optimization technique to enhance the optimization process. 
The CFS-BOA’s goal is to choose the most useful feature 
subset for detecting and avoiding security vulnerabilities while 
minimizing the redundancy and computational complexity. 
When compared to other optimization algorithms like Ant 
Colony Optimization (ACO) and Particle Swarm Optimization 
(PSO), the BOA tunes the optimization process for maximum 
efficiency for combining with CFS. The HCFS-BOA examines 
appropriate features that not only have significant correlations 
with the target variable, but also contribute to its optimal 
performance of intrusion detection in the healthcare system. 
This hybrid method has the potential to result in a more 
efficient and effective IDS that is specific to the unique 
characteristics of healthcare data and security requirements. 

1) Correlation-based Feature Selection (CFS):One of the 

most known filter algorithms is CFS which selects features 

based on the output of a heuristic (correlation-based) 

evaluation function. It seeks to choose subsets whose 

attributes are highly correlated with the class but unassociated 

with one another. Repetitive features are selected based on 

their high correlation with at least one other feature, while 

low-association features are ignored. The function of the CFS 

feature subset assessment is mathematically expressed in Eq. 

(3). 

   
    ̅̅ ̅̅ ̅

√            ̅̅ ̅̅ ̅
         (3) 

   – feature subset’s heuristic evaluation for a feature set 
that includes   features 

   ̅̅ ̅̅  – average degree of connection between the category 

label and the features 

   ̅̅ ̅̅  – average degree of inter-connection between features 

A correlation technique based on the feature subsets is used 
for the evaluation of CFS. During the procedure, the feature set 
with the greatest value is determined to decrease the training 
and testing set size. A larger    ̅̅ ̅̅  or smaller    ̅̅ ̅̅   out of the 

obtained subsets by the approach provides a greater evaluation 
value. 

2) Bat Optimization Algorithm (BOA): BOA is the first 

algorithm for optimization and computational intelligence, 

influenced by microbat echolocation behavior. In a d-

dimensional search, every bat flies at random with   
  velocity, 

  
  location and    frequency at   iteration. The current best 

solution    is archived for   bats in a population through an 

iterative search process. 

The procedures for updating the location   
  and velocity   

  
at each time step   are mathematically presented in Eq. (4), Eq. 
(5) and Eq. (6). 

                      (4) 

  
    

       
                       (5) 

  
    

      
                                    (6) 

where,          is a vector selected at random from a 
uniform distribution. 

Once a solution is chosen from the existing ideal solutions, 
a new solution for every bat is produced via a local random 
walk which is numerically expressed in Eq. (7). 

                   (7) 

where,   is a random vector generated from uniform or 
Gaussian distribution in the range [-1,1]. 

   is the average loudness of all bats at a time step. 

Furthermore, the rate of pulse emission and loudness are 
modified as the iterations progress. They are updated using the 
following Eq. (8) and Eq. (9). 

  
       

                 (8) 

  
      

                                       (9) 

where,       and     are constant. 

3) HCFS-BOA method for feature selection: The 

significance and correlation of the chosen feature subset are 

evaluated using the HCFS-BOA-based feature selection 

method. Correlation-based feature method is used in the 

HCFS-BOA to create a fitness function and assess the 

reliability of the reduced feature subset. CFS evaluates the 

correlation of mean feature class and the average inter-

correlation between features for   feature subset with   

features, where              ) using (3). CFS is a classical 

filter method that selects relevant features based on 

correlation-based evaluation due to feature redundancy. By 

storing solutions in a bat’s vector, BA is inspired by the 

echolocation activity of microbats, eliminating redundant 

features and reducing dimensionality. When a bat moves, it 

archives the best solution at the time. During the process of 

iterative search, the population scans for the optimum 

arrangement by updating and refreshing the position of each 

bat based on Eq. (4), Eq. (5), and Eq. (6). An ideal intrusion-

detection approach has a higher detection rate and a lower 

false positive rate. Hence, a weighted fitness function is 

shown in Eq. (10). 

                                (10) 

where,    and    are the weights for the Detection Rate 
and False Positive Rate, respectively. A higher fitness     
means higher intrusion detection performance. In one iteration 
of the HCFS-BOA, the algorithm chooses a feature subset that 
depends on its correlation coefficients with the target variable. 
The bat optimization process involves updating the virtual bat's 
positions in the search space with each bat representing a 
potential feature subset. The technique iteratively refines 
feature selection by adjusting the position of bats and evaluates 
their performances via correlation-based metrics during both 
the testing and training phases. Thus, the rescaling acquired 
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data is passed into the feature selection phase which is 
sufficient for the classification of intrusion detection. 

D. Classification 

The selected features are classified using the CNN model 
which produces enormous results in domains such as Natural 
Language Processing (NLP), image processing, and healthcare 
diagnosis systems. For recognizing patterns and anomalies in 
network traffic or system logs, CNN classification is employed 
to improve intrusion detection in healthcare systems. Using 
CNN classification for IDS in healthcare helps to protect 
sensitive patient data, ensure the integrity of healthcare 
information systems, and avoid security breaches. It is an 
essential component of healthcare cybersecurity measures to 
protect electronic health records and vital healthcare 
infrastructure. 

In contrast to Multi-Layer Perceptron (MLP), CNN reduces 
the number of neurons and parameters, resulting in rapid 
adaptability and minimal complexity. The CNN model offers 
an extensive number of clinical classification applications. 
CNN models are a subset of Feed-Forward Neural Network 
(FFNN) [29, 30] and Deep Learning models. The convolution 
operations convention is constant which implies that the filter 
is independent in function, thereby reducing the amount of 
parameters. Pooling, convolution, and fully connected layers 
are the three types of layers used in the CNN method. These 
layers are required for performing feature extraction, 
dimensionality reduction, and classification. The filter is slid 
on the computers through the forward pass of convolution 
operation, and the input capacity of the activation map that 
assesses the point-wise result of every score is added to obtain 
the activation. The sliding filter is employed by linear and 
convolution operators, being stated as a quick distribution of 
dot product. Consider   is the kernel function,   is the input, 
         at time   is formulated as in Eq. (11). 

         ∫                             (11) 

Where,   is    for each    . The parameter   is the 
discrete which is presented in Eq. (12). 

         ∑                            (12) 

The 2D image   is given as input,   is a 2D kernel, and the 
convolution is formulated as in Eq. (13). 

           ∑ ∑                           (13) 

In order to improve the non-linearity, two activation 
functions, ReLU and softmax are utilized. The ReLU is 
mathematically represented as in Eq. (14). 

                                       (14) 

The gradient           for     and            
for    . The ReLU convergence ability is better than the 
sigmoid non-linearities. The next layer is softmax, preferable 
when the result requires including two or more classes which is 
mathematically formulated as in Eq. (15). 

            
       

∑         
                       (15) 

The pooling layers are applied to the result in a statistic of 
input, and the structure of output is rescaled without losing the 
essential information. There are various types of pooling 
layers, this paper utilizes the highest pooling that individually 
produces large values in the rectangular neighborhood of 
individual points       in 2D information for every input 
feature correspondingly. The fully connected (FC) layer, which 
is the last layer with   and   output and input are illustrated 
further. The parameter of the output layer is stated as a weight 
matrix       . Where,   and   are rows and columns, and 

the bias vector     . Consider the input vector       the 
fully connected layer output with an activation function   is 
formulated as in Eq. (16). 

                             (16) 

where,    is the matrix product where function   is 
employed as a component. This fully connected layer is 
applied for classification difficulties. The FC layer of CNN is 
commonly involved at the topmost level. The CNN production 
is compressed and displayed as a single vector. 

Table I shows the notation description. 

TABLE I.  NOTATION DESCRIPTION 

Symbol Description 

  label of class 

  data to be learned via a learning process 

    and         attribute minimum and maximum values 

   
feature subset’s heuristic evaluation for a feature set that 

includes   features 

   ̅̅ ̅̅  
the average degree of connection between the category 
label and the features 

   ̅̅ ̅̅  average degree of inter-connection between features 

  
  velocity 

  
  location 

   frequency at   iteration 

  
random vector generated from a uniform or Gaussian 

distribution in the range [-1,1] 

   average loudness of all bats at time step 

   and    weights for the Detection Rate and False Positive Rate 

   Matrix product 

IV. EXPERIMENTAL RESULTS 

In this research, the HCFS-BOA based CNN is simulated 
using a Python environment with the system configuration of 
16GB RAM, Intel core i7 processor, and Windows 10 
operating system. The parameters like accuracy, precision, 
recall, and f1-score are utilized to estimate the performance of 
the model. The mathematical representation of these 
parameters is shown Eq. (17) to Eq. (20). 

 Accuracy – Accuracy is the proportion of accurate 
predictions to all input samples and it is calculated 
using Eq. (10). 

          
     

           
       (17) 
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 Precision - The precision measures the percentage of 
actual data records versus expected data records. The 
performance of the classification model is greater if the 
precision is higher. 

          
  

     
             (18) 

 Recall – Recall is calculated as the sum of the true 
positives and the positive class images. 

        
  

     
                      (19) 

 F1-Score – It is also known as the harmonic mean 
which seeks a balance between recall and precision. 

          
   

         
                       (20) 

A. Quantitative and Qualitative Analysis 

This section shows the quantitative and qualitative analysis 
of the proposed CSF-BOA-based CNN model in terms of 
precision, accuracy, f1-score, and recall, as presented in Tables 

II, III and IV. Table II illustrates the performance of feature 
selection on the CIC-IDS2017 dataset. The performances of 
ACO, PSO, CFS, and BOA are measured and matched with the 
proposed HCFS-BOA. Fig. 2 represents a graphical illustration 
of the feature selection methods. The obtained result shows 
that the proposed HCFS-BOA algorithm attains an accuracy of 
95.98%, precision of 94.23%, recall of 93.62%, and f1-score of 
94.96% which is better when compared to the existing 
optimization algorithms. 

Table III illustrates the performance of classification with 
default features using CIC-IDS2017 dataset. The performance 
of Support Vector Machine (SVM), Artificial Neural Network 
(ANN), K-Nearest Neighbor (KNN), and Recurrent Neural 
Network (RNN) are measured and matched with the proposed 
HCFS-BOA. Fig. 3 represents the graphical illustration of 
classification performances. The obtained result shows that the 
proposed HCFS-BOA algorithm attains an accuracy of 
93.68%, precision of 92.92%, recall of 91.69%, and f1-score of 
92.73% which is superior when compared to the existing 
optimization algorithms. 

TABLE II.  PERFORMANCE OF FEATURE SELECTION USING CIC-IDS2017 DATASET 

Methods Accuracy (%) Precision (%) Recall (%) F1-Score (%) 

ACO 89.45 85.61 90.12 89.23 

PSO 91.82 81.20 88.65 90.14 

CFS 94.37 90.47 91.52 92.74 

BOA 93.26 92.82 92.76 93.85 

HCFS-BOA 95.98 94.23 93.62 94.96 

 

Fig. 2. Graphical representation of feature selection performances. 

 

TABLE III.  PERFORMANCE OF CLASSIFICATION WITH DEFAULT FEATURES USING CIC-IDS2017 DATASET 

Methods Accuracy (%) Precision (%) Recall (%) F1-Score (%) 

SVM 88.21 89.65 89.33 88.37 

ANN 86.45 85.37 90.27 89.91 

KNN 89.98 88.83 89.24 90.28 

RNN 92.47 90.61 90.49 91.96 

CNN 93.68 92.92 91.69 92.73 
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Fig. 3. Graphical representation of classification performances. 

Table IV illustrates the classification outcomes with 
optimized features using CIC-IDS2017 dataset. The 
performance of SVM, ANN, KNN, and RNN are measured and 
matched with the optimized feature CNN. Fig. 4 illustrates the 
graphical representation of classification performances with 
optimized features. The obtained outcomes prove that the CNN 
algorithm accomplishes an accuracy of 99.45%, precision of 
98.89%, recall of 98.67%, and f1-score of 97.98%, therefore 
being superior in contrast to the existing optimization 
algorithms. The ACO, PSO, CFS, and BOA consume 25 
seconds, 29 seconds, 31 seconds, and 35 seconds of time, 
respectively. The time analysis of HCFS-BOA with CNN 
demands a training time of 20 seconds, being more robust in 
comparison with other optimization techniques like ACO, 
PSO, CFS, and BOA on the CIC-IDS2017 dataset. Table V 
shows the performance of classification with optimized 
features on the NSL-KDD dataset. Fig. 5 shows that the 
obtained outcomes of optimized results of the CNN algorithm 
accomplishes an accuracy of 98.13%, precision of 97.36%, 
recall of 97.07%, and f1-score of 95.34%, in that way, proving 
more robust in contrast to the previous optimization 
algorithms. The ACO, PSO, CFS, and BOA require 22 

seconds, 25 seconds, 28 seconds, and 34 seconds of time, 
respectively. The time analysis of HCFS-BOA with CNN 
needs a training time of 15 seconds which is lesser than that of 
the previous optimization techniques like ACO, PSO, CFS, and 
BOA on the NSL-KDD dataset. 

 

Fig. 4. Graphical representation of optimized feature performances using 

CIC-IDS 2017. 

 

Fig. 5. Graphical representation of optimized feature performances using 

NSL-KDD. 

TABLE IV.  PERFORMANCE OF CLASSIFICATION WITH OPTIMIZED FEATURES USING CIC-IDS2017 DATASET 

Methods Accuracy (%) Precision (%) Recall (%) F1-Score (%) 

SVM 93.54 94.21 92.89 93.96 

ANN 97.68 95.86 93.65 94.37 

KNN 96.73 91.85 96.73 96.18 

RNN 98.66 93.47 97.87 97.25 

CNN 99.45 98.89 98.67 97.98 

TABLE V.  PERFORMANCE OF CLASSIFICATION WITH OPTIMIZED FEATURES USING NSL-KDD DATASET 

Methods Accuracy (%) Precision (%) Recall (%) F1-Score (%) 

SVM 92.17 93.95 89.20 91.66 

ANN 95.38 94.36 91.51 90.17 

KNN 91.20 90.51 95.47 94.68 

RNN 97.54 95.34 94.93 90.50 

CNN 98.13 97.36 97.07 95.34 
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B. Comparative Analysis 

This section provides the comparative analysis of proposed 
HCFS-BOA based CNN model on the evaluation metrics: 
precision, accuracy, f1-score, and recall as shown in Table VI. 
The previous methods namely, SafetyMed, HIDM, and 
BDSDT are employed to assess the HCFS-BOA based CNN 
performance. SafetyMed [16] achieves 97.63% accuracy, 

98.47% precision, 97% recall, and 97.73% f1-score. HIDM 
[17] achieves 85% accuracy and BDSDT [18] achieves 99.04% 
accuracy, 87.31% precision, 82.89% recall, and 83.2% f1-
score. When compared with the existing methods, the proposed 
HCFS-BOA based CNN achieves higher accuracy of 99.45%, 
precision of 98.89%, 98.67% of recall, and 97.98% of f1-score. 

TABLE VI.  COMPARATIVE ANALYSIS WITH EXISTING METHODS 

Methods Dataset Accuracy (%) Precision (%) Recall (%) F1-score (%) 

SafetyMed [16] CIC-IDS2017 97.63 98.47 97 97.73 

HIDM [17] CIC-IDS2017 85 N/A N/A N/A 

BDSDT [18] CIC-IDS2017 99.04 87.31 82.89 83.2 

Proposed HCFS-BOA based CNN CIC-IDS2017 99.45 98.89 98.67 97.98 
 

C. Validation of Real-Time Applications 

The NSL-KDD dataset is commonly deployed for intrusion 
detection in IoT to ensure reliability and security for healthcare 
systems. This research uses the NSL-KDD dataset for training 
and validation purposes on real-time applications in the cloud. 
The NSL-KDD dataset is split into training, testing, and 
validation in the ratio of 70:15:15. IDS is created to detect the 
different types of attacks by evaluating system logs, network 
traffic, and behavioral patterns. Malware attacks, DoS attacks, 
Cross-Site Scripting (XSS), etc., are different attacks. These 
types of attacks are performed when the patient information is 
blocked or stolen by attackers. Therefore, the NSL-KDD 
dataset is employed for model training purposes to reduce the 
attacks in real-time healthcare applications. 

D. Discussion 

The CIC-IDS-2017 dataset is beneficial for intrusion 
detection because of its comprehensive representation of 
realistic traffic network scenarios with different types of 
attacks and normal activities. It provides a labelled and large-
scale dataset that assists the evaluation and enhancement of 
intrusion detection with enhanced robustness and accuracy. 
The NSL-KDD dataset is beneficial for intrusion detection as it 
solves limitations in the original KDD Cup dataset by 
minimizing redundancy and managing a more balanced 
distribution of classes. It generates the representation of a more 
realistic modern traffic network that contains normal behavior 
and different wider attacks that maximize intrusion detection 
robustness. By using these two datasets, the proposed approach 
is analyzed by generic type. Moreover, the advantages of the 
proposed method and the limitations of existing methods are 
discussed. The existing methods have some limitations such as 
the SafetyMed method [16] has no defense mechanism against 
an attack of AML. Combining various detection systems 
increases the risk of false negatives and false positives in 
HIDM [17]. BDSDT [18] isn’t effective against web and Bot 
threats since there are fewer instances of these two attack 
classes. The proposed HCFS-BOA-based CNN model 
overcomes the existing models’ limitations. 

To overcome the problem of AML attack, CFS is used to 
identify highly informative features for minimizing the risk of 
adversarial manipulations compared to other algorithms. BOA 
assists in identifying an optimal subset of features that 

maximizes detection accuracy and reduces the risk of false 
positives and false negatives. This is done by focusing on 
informative features in CFS that assist in enhancing the 
model’s ability to discriminate between various attack classes 
like web and Bot threat. Combining CFS with BOA enables 
appropriate features that not only have significant correlations 
with the target variable but also contribute to the optimal 
performance of intrusion detection in the healthcare system, in 
contrast to the other methods. The CNN is deployed to identify 
and classify intrusion accurately and effectively. New attacks 
such as web and Bot threat attacks are classified effectively by 
using CNN. The proposed HCFS-BOA-based CNN achieves a 
superior accuracy of 99.45% when compared with the existing 
methods namely, SafetyMed, HIDS, and BDSDT. 

V. CONCLUSION 

In this research, the HCFS-BOA based on the CNN model 
is proposed for intrusion detection to secure the entire network 
in the healthcare system. The proposed method mainly 
comprises four stages: dataset, min-max normalization, feature 
selection, and classification. Initially, the data is obtained from 
the CIC-IDS2017 and NSL-KDD datasets, after which the 
min-max normalization is performed to normalize the acquired 
data. For feature selection, HCFS-BOA is employed for 
optimal performance of intrusion detection in healthcare 
systems. Finally, the CNN is deployed to identify and classify 
intrusion accurately and effectively. The proposed HCFS-
BOA-based CNN achieves a better accuracy of 99.45% when 
compared with the existing methods like SafetyMed, HIDS, 
and BDSDT. In the future, hyperparameter tuning can be 
applied in feature selection for improving the model’s 
performance. 
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Abstract—In the wake of disasters, timely access to accurate 

information about on-the-ground situation is crucial for effective 

disaster response. In this regard, social media (SM) like Twitter 

have emerged as an invaluable source of real-time user-generated 

data during such events. However, accurately detecting 

informative content from large amounts of unstructured user-

generated data under such time-sensitive circumstances remains 

a challenging task. Existing methods predominantly rely on non-

contextual language models, which fail to accurately capture the 

intricate context and linguistic nuances within the disaster-

related tweets. While some recent studies have explored context-

aware methods, they are based on computationally demanding 

transformer architectures. To strike a balance between 

effectiveness and computational efficiency, this study introduces 

a new context-aware transfer learning approach based on 

DistilBERT for the accurate detection of disaster related 

informative content on SM. Our novel approach integrates 

DistilBERT with a Feed Forward Neural Network (FFNN) and 

involves multistage finetuning of the model on balanced 

benchmark real-world disaster datasets. The integration of 

DistilBERT with an FFNN provides a simple and 

computationally efficient architecture, while the multistage 

finetuning facilitates a deeper adaptation of the model to the 

disaster domain, resulting in improved performance. Our 

proposed model delivers significant improvements compared to 

the state-of-the-art (SOTA) methods. This suggests that our 

model not only addresses the computational challenges but also 

enhances the contextual understanding, making it a promising 

advancement for accurate and efficient disaster-related 

informative content detection on SM platforms. 

Keywords—Disaster management; twitter; distilBERT; deep 

learning; multistage finetuning; transfer learning 

I. INTRODUCTION 

According to the “Human cost of disasters 2000-2019” 
report by the “United Nations Office for Disaster Risk 
Reduction” (UNDRR)

1
, disasters have significantly surged 

over recent decades. As a result, approximately 1.23 million 
lives have been lost globally, along with an additional 
economic loss of 2.97 trillion dollars. To effectively respond 
and manage such significant ecological disruptions, disaster 
response organizations increasingly rely on swift and precise 
human-centric information [1]. In recent years, social media 
(SM) particularly Twitter, have emerged as invaluable tools for 

                                                                                                     
1UNDRR: Human cost of disasters: An overview of the last 20 years 

2000-2019. https://www.undrr.org/publication/human-cost-disasters-2000-
2019. 

disseminating and obtaining real-time user-generated data 
during such events [2]. 

Numerous research works [3-5] have demonstrated that 
tweets shared on Twitter during disasters often contain 
informative content, including details about affected people, 
infrastructure damage, resource needs and availability etc. 
Such content can be useful for disaster responders in 
coordinating response efforts, if processed effectively. 
However, identifying informative content from a substantial 
volume of irrelevant and noisy tweets during time-critical 
disaster situations is a challenging task [6]. Moreover, the 
character limit, uncommon abbreviations, and grammatical 
mistakes make the detection of informative content even more 
challenging [7]. 

Prior research works have explored classical machine 
learning-based techniques for the automated analysis of SM 
texts in the context of disasters [8, 9]. However, in recent 
years, there has been a notable shift towards the application of 
deep learning (DL) in the analysis of SM text for disaster 
response [7]. DL has evinced great performance across diverse 
domains [10-12]. Different DL techniques, including CNN [13, 
14], LSTM [15], and Bi-LSTM [16] have been explored for 
disaster-related tweet classification. 

While significant work has been done to analyze SM data 
related to disasters, the majority of the existing studies rely on 
traditional non-contextual models within natural language 
processing (NLP), such as GloVe, Word2Vec (W2V), Bag-of-
words (BoW), etc. These models process text sequences in a 
unidirectional manner, which limits their ability to accurately 
capture the nuanced context of a tweet sequence. This 
limitation can lead to inaccurate classification, especially in 
disaster situations where words like "fire," "flood," and 
"earthquake" may be used metaphorically. This underscores the 
need for advanced models capable of understanding the context 
of disaster-related tweets for the accurate detection of 
informative content. 

In the most recent advancements within NLP, researchers 
have introduced a spectrum of transfer learning methods and 
models, notably BERT [17], RoBERTa [18], and DistilBERT 
[19], among others. These models have demonstrated 
substantial enhancements across various NLP tasks [20]. They 
are based on the approach of bidirectional training of 
transformer-based neural networks to learn the contextual 
numeric representation of text sequences. This enables them to 
capture the complete context of a given text sequence, resulting 
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in superior performance compared to conventional non-
contextual models [21]. However, they often require significant 
computational resources due to their large size and complexity. 

In the context of disaster response, where speed and 
efficiency are paramount, the DistilBERT transformer emerges 
as a promising choice among others. It offers significant 
advantages in terms of computational efficiency due to its 
smaller size and faster processing. Despite its demonstrated 
performance and computational efficiency in various real-time 
applications like fraud detection [22] and network traffic 
classification [23], the application of DistilBERT to time-
critical disaster management applications remain largely 
unexplored. 

This study aims to fill this research gap by harnessing the 
capabilities of DistilBERT to offer an effective and 
computationally efficient solution for the specific task of 
detecting disaster-related informative content on SM. Our 
novel approach integrates DistilBERT with a Feed Forward 
Neural Network (FFNN) and employs multistage finetuning of 
the model on balanced benchmark datasets of real-world 
disaster data. The integration of DistilBERT with FFNN 
provides a simple and computationally efficient architecture, 
while the multistage finetuning enables a deeper adaptation of 
the model to the disaster domain, leading to demonstrably 
improved performance. The contributions of this study are 
outlined below: 

 A new context-aware transfer learning approach is 
proposed that integrates DistilBERT with a FFNN and 
involves multistage finetuning of the model to adapt it 
to the disaster domain for enhanced detection of 
disaster-related informative content. 

 Different model variants are designed using DistilBERT 
and several DL models like CNN, LSTM, and Bi-
LSTM to evaluate the proposed model. 

 This study addresses the issue of data imbalance, by 
employing random down sampling technique to balance 
the distribution of classes. This ensures that the model 
is not biased towards the majority class, thus providing 
unbiased results. 

 Through comprehensive ablation studies, this study 
systematically investigates the impact of multistage 
finetuning, context-aware representation of tweets, and 
data balancing on the proposed model's performance. 

 The proposed model is compared with various state-of-
the-art (SOTA) baseline methods including non-
contextual and context-aware transformer-based 
methods. 

 The remaining sections of this paper are arranged as 
follows: The related works are covered in Section II. 
Section III covers the methodology. Section IV includes 
the experimental set up. Section V reports the 
experimental results. Section VI provides a discussion 
of the results. Lastly, Section VII concludes this study 
with the future work. 

II. RELATED WORK 

Over the years, extensive research has been carried out and 

numerous methods have been proposed to extract disaster-

related information useful for humanitarian organizations from 

SM. We group the existing studies into two categories: non-

contextual methods and context-aware methods. 

A. Non-contextual Methods 

Preliminary studies in this field have mostly employed 
traditional NLP techniques like BoW along with classical ML 
algorithms to classify disaster-related SM content. In study [9], 
the authors presented a system called Tweedr to identify tweets 
mentioning damage or human fatalities information using a 
Logistic Regression classifier with BoW features. The authors 
in [24] extracted situational awareness information from both 
Hindi and English tweets using lexical and syntactic features 
with an SVM classifier. In another work [25], the authors 
employed an SVM classifier along with BoW features to detect 
tweets related to floods during Manila flooding. 

Researchers have also focused on the detection of various 
information categories present in disaster tweets. In study [26], 
the authors trained a Naïve Bayes classifier on unigram, 
bigram, POS, and binary features using the Joplin 2011 tornado 
disaster dataset to classify tweets into “Caution and advice”, 
“Fatality”, “Injury”, “Offers of Help”, “Missing” and “General 
Population Information”. In another work, a system called 
AIDR [8] has been developed for identifying informative 
tweets during disasters. This system extracts features based on 
BoW model from the tweets and then classifies them into user 
defined categories such as „donations,‟ „damage‟ etc. 

Additionally, deep neural networks with different word 
embedding models have been utilized in disaster domain 
utilizing SM datasets. The authors in study [13, 14] presented 
CNN-based systems for identifying disaster related SM posts 
during disasters. They utilized general and domain specific 
word embedding models for generating features. [15] designed 
a two-layer LSTM model combined with pretrained GloVe 
word embeddings for classifying tweet texts of seven different 
disaster events into informative and not-informative binary 
categories. In another work [16], the authors employed a Bi-
LSTM with pre-trained GloVe embeddings for classifying 
disaster-related SM textual content. 

B. Context-Aware Methods 

With advancements in NLP, researchers have begun to 
employ pretrained transformer-based architectures in disaster 
domain to enhance the detection of useful disaster-related 
information from SM. The authors in study [27] finetuned the 
BERT model for adapting it to the task of identifying 
informative tweet texts during disasters. In another work [28], 
the authors provided a RoBERTa based method, an extension 
of BERT, for identifying disaster related informative tweet 
texts. They fine-tuned the architecture to adapt the model to the 
disaster-specific task. 

From the aforementioned studies, it is evident that 
prevailing methods have majorly relied on traditional non-
contextual language models for processing disaster-related SM 
texts. While a limited number of recent studies have explored 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 1, 2024 

682 | P a g e  

www.ijacsa.thesai.org 

context-aware transformer-based approaches, they typically 
employ resource-intensive models. Besides imbalanced 
datasets have been used, which may result in biased outcomes. 

III. METHODOLOGY 

Detecting disaster-related informative content on SM 
effectively and efficiently is crucial for effective disaster 
response. The problem is framed as a binary classification task: 
given a tweet, detect whether it is an informative or 
not_informative tweet. An informative tweet offers valuable 
details such as information about affected individuals, the 
extent of infrastructure damage, and resource requirements. 
Conversely, a non-informative tweet lacks crucial information 
related to humanitarian organizations or victims. We propose a 
new context-aware transfer learning approach leveraging the 
computational efficiency of the DistilBERT language model. 
Our methodology integrates DistilBERT with a FFNN and 
employes a multistage finetuning process for improved 
detection performance. We first provide an overview of the 
DistilBERT language model and subsequently present our 
proposed model (DistilBERT+FFNN), followed by multistage 
finetuning process in detail. 

A. DistilBERT 

DistilBERT is a distilled variant of BERT, an advanced 
bidirectional pretrained language model based on transformer 
encoded architecture. It is pretrained on a sizable dataset made 
up of the Wikipedia and Toronto Book Corpus. The reason for 
choosing DistilBERT is that it is lightweight than the BERT 
model in terms of parameters and runs 60% faster than BERT. 
The description of DistilBERT parameters is shown in Table I. 

TABLE I.  DISTILBERT PARAMETERS 

Parameter Name Value 

Number of Layers 6 

Hidden States Size 768 

Attention Heads 12 

Number of Parameters 66 million 

DistilBERT comprises six stacked encoders, enabling it to 
encode the semantic and syntactic information in the tweet 
sequences as, shown in Fig. 1. The DistilBERT implements a 
multi-headed self-attention mechanism that captures 
information from each attention head. This enables the model 
to look at all the surrounding words in the input tweet 
sequence, allowing for a better understanding of a word in a 
particular context. 

 
Fig. 1. DistilBERT architecture. 

This stands in contrast to other text processing models like 

W2V and GloVe, which generates context-independent 

embeddings by processing the text sequence in a 

unidirectional manner. Thus, it can represent each word with a 

single vector regardless of contextual variations. 

B. Proposed Model 

The proposed model is an amalgamation of DistilBERT 
and an FFNN, leveraging their complementary capabilities to 
enhance the performance of disaster-related informative 
content detection task. The DistilBERT is utilized to extract 
contextual numeric representation of disaster tweet sequences, 
and the FFNN refines these representations into high-level 
abstract features for the final prediction. Importantly, FFNN 
introduces a layer of simplicity to the architecture, ensuring 
that the model retains its computational efficiency, while 
maintaining high performance. Fig. 2 illustrates the complete 
model architecture, showcasing the flow from DistilBERT to 
FFNN. 

To obtain context-aware vector representation of the 
preprocessed tweets from DistilBERT model, tweets must be 
transformed into a format understandable by DistilBERT. For 
this, the tweets are passed to the batch_encode_plus method of 
DistilBertTokenizer class from the transformers package. It 
performs the following operations to transform the textual data 
into an appropriate format: 

 Tokenization: Splitting the tweet text sequence into a 
list of words or sub-words called tokens. 

 Padding: Making the length of the tweet sequences 
equal in case of the unequal sequence lengths. 

 Adding special tokens: Adding special tokens such as 
[CLS], which stand for classification, and [SEP], which 
stands for separation, to indicate the beginning and the 
end of each sentence, respectively. 

 Encoding: Substituting tokens with their corresponding 
IDS. 

 Adding attention mask: Including an attention mask, a 
binary array guiding the model on which tokens to 
focus on it and which to ignore. 

For each tweet, the batch_encode_plus method returns two 
sequences (input IDs along with attention mask), which are 
then input to the DistilBERT. The DistilBERT model outputs 
hidden states of shape (batch_size, sequence_length,  
hidden_size), representing the word-level/token-level 
embedding output of DistilBERT‟s layers. In this study, the 
output of the last hidden state is considered as it typically leads 
to the best empirical results [29]. Moreover, instead of using 
the word-level/token-level representation, the sentence-level 
representation of the sequence is used by taking the output for 
the [CLS] token, denoted as R[CLS]. The sentence-level 
embedding R[CLS] provides the overall context of the entire 
sequence of tweet text. R[CLS] is a 2D tensor of shape 
(batch_size, hidden_size), which is passed to the next 
component of our model i.e., FFNN for predicting whether a 
tweet is informative or not-informative. 
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Fig. 2. Proposed model (DistilBERT+FFNN) for the detection of disaster-related informative tweets. 

The FFNN is comprised of two dense layers: a hidden layer 
and an output layer. The hidden layer uses a popular Rectified 
Linear Unit (ReLU) activation function. The ReLU function is 
computed as shown in Eq. (1) and Eq. (2): 

(𝑥) = max(0, 𝑥)   (1) 

 (𝑥)  {
  𝑥   
𝑥 𝑥   

    (2) 

It outputs 0 for every value of x < 0 and x itself for all 
values of x>0. The output of the FFNN is computed as shown 
in the formula in Eq. (3) and Eq. (4): 

  ∑   
 
                   (3) 

 ( )   (∑   
 
        )  (4) 

where, f is an activation function (i.e., sigmoid for the 
output layer), X is the previous layer output, W is the weight 
matrix, n is the number of inputs from the incoming layer, and 
B is the bias. 

The output of the sigmoid function is always between 0 and 
1. The sigmoid activation function is computed in Eq. (5). 

   
 

        (5) 

where, y' is the model‟s predicted value, z is the output 
generated by the last layer of FFNN as computed in (3). Since, 
the number of classes is two in our case, Binary Cross Entropy 
(BCE) loss function is employed which computes how far the 
model deviates from the correct prediction i.e., error as 
illustrated in Eq. (6). 
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where N is the training set size, yi and yi' is the actual class 
label and predicted value for the i

th
 sample in the dataset. BCE 

outputs a loss value that tells how wrong the models‟ 
predictions are. The lower the loss value, the higher the 
model‟s performance in making accurate predictions. 

C. Multistage Finetuning Procedure 

This study employs a multistage finetuning approach to 
finetune the proposed model. In this approach, the proposed 
model undergoes finetuning in a series of two stages. In the 
first stage (stage-1), the DistilBERT model is frozen and only 
the FFNN undergoes finetuning. This allows the FFNN to learn 
the task-specific knowledge without altering the general 
knowledge acquired by DistilBERT during pretraining. The 
model is trained for six epochs using Adam optimizer with a 
learning rate of 5e-5 and batch-size of 64. During the error 
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back-propagation, the pretrained weights of DistilBERT will 
remain unchanged; only the FFNN will learn. Once, the 
weights of FFNN are learned in the subsequent stages (stage-
2), the DistilBERT layers are unfrozen, and the entire 
architecture undergoes further finetuning for six additional 
epochs. The pretrained DistilBERT weights also get updated 
during finetuning, implying that the error gets back-propagated 
through the entire architecture. A lower learning rate is set to 
prevent significant updates to the gradient. A callback 
mechanism is used to stop the training process when the model 
has stopped improving. The DistilBERT attention dropout and 
DistilBERT dropout are also slightly increased from their 
default values. This two stage finetuning process allows the 
model to further adapt to our task and improve overall 
performance. 

IV. EXPERIMENTAL SETUP 

This section presents the setup for experiments, including 
datasets used, evaluation metrics, model variants, baseline 
methods, and training details. 

A. Dataset Description and Pre-Processing 

The current study evaluates the proposed model on a real-
world disaster tweet dataset called CrisisMMD [30]. This 
dataset encompasses tweets from seven disaster events broadly 
annotated into informative and not_informative classes. A few 
examples of informative and not_informative tweets from the 
CrisisMMD dataset are shown in Fig. 3. An overview of the 
number of tweets present in each disaster dataset is provided in 
Table II and the class distribution of each disaster dataset can 
be seen in Fig. 4. 

Before conducting any experiments, the datasets are 
cleaned by eliminating duplicate tweets, hashtags, URLs, user 
mentions and various symbols such as “@,” “!”,“#”, “&,” and 
“%”. As can be observed from Fig. 4, the dataset is 
imbalanced, to address the class imbalance and ensure equal 
representation of informative and not_informative tweets, a 
balanced sample is obtained using random down-sampling. 
This simple and effective technique reduces the majority class 
to match the size of the minority class. Finally, a total count of 
about 8.6k tweet samples from the CrisisMMD dataset are used 
for subsequent processing. From each event dataset 70% tweet 
samples are used for training, 10% are used for validation, and 
the remaining 20% are used for testing the model‟s 
performance. 

TABLE II.  CRISISMMD DATASET DETAILS 

Disaster event #Tweets 

Hurricane Harvey 4434 

Hurricane Maria 4556 

Hurricane Irma 4504 

Sri Lanka Floods 1022 

Iraq-Iran Earthquake 597 

Mexico Earthquake 1380 

California Wildfires 1588 

 
Fig. 3. Examples of informative and not_informative tweets from the 

CrisisMMD dataset. 

 
Fig. 4. CrisisMMD class distribution. 

B. Evaluation Metrics 

To assess our proposed model‟s performance, several 
metrics are used: 

1) Precision (P): shows the proportion of correctly 

predicted informative tweets to the total predicted informative 

tweets and is equal to: 

  
  

     
   (7) 

2) Recall (R): shows the proportion of correctly predicted 

informative tweets to the total actual informative tweets and is 

equal to: 

  
  

     
   (8) 

3) F1-Score (F1): merges the precision and recall by 

computing their harmonic mean, as: 

     
   

   
   (9) 
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where, TP indicates “True Positive”, which means an 
informative tweet is correctly predicted as informative. TN 
indicates “True Negative”, which means a not_informative 
tweet is correctly predicted as not_informative. FP indicates 
“False Positive”, which means a not_informative tweet is 
incorrectly predicted as informative, and FN indicates “False 
Negative”, which means an informative tweet is incorrectly 
predicted as not_informative. 

C. Model Variants 

To evaluate the effectiveness of the proposed model 
(DistilBERT+FFNN), we design three different model variants. 
These variants are formed by integrating DistilBERT with 
various popular DL architectures specifically CNN, LSTM, 
and Bi-LSTM. The description of each model variant is 
provided below. 

1) DistilBERT+CNN: CNN is combined on top of 

DistilBERT as a classification component and the input to 

CNN is a 2-dimensional tensor   obtained from DistilBERT. 

This tensor undergoes a convolution operation with a filter 

matrix, generating a new feature map through element-wise 

multiplication. The resulting feature map is then subjected to a 

pooling layer, extracting maximum values to form a pooled 

output. This output is subsequently fed into the output layer, to 

determine the tweet's class as shown in Eq. (4). 

2) DistilBERT+LSTM: An LSTM is used on top of 

DistilBERT and the input to the LSTM is DistilBERT output. 

An LSTM comprises recurrently connected memory units. 

Each unit comprises of a cell state, an input gate, an output 

gate and a forget gate. The cell state keeps information over 

arbitrary periods, and the information flow into and out of the 

cell state is governed by the gates. This allows the model to 

retain important information. The output from the LSTM layer 

is fed to an output layer for classification as shown in Eq. (4). 

3) DistilBERT+Bi-LSTM: Another variant is designed by 

using a Bi-LSTM on top of DistilBERT. A Bi-LSTM layer 

trains two separate LSTM layers of opposite directions 

(forward and backward) simultaneously on the input generated 

from DistilBERT and then concatenates the outputs from both 

layers. This output is fed to a final output dense layer for 

classifying tweets into informative and not-informative classes 

as shown in Eq. (4). 

D. Baseline Methods 

The proposed model is further evaluated by comparing it 

against the SOTA baseline methods for disaster-related 

informative content detection. These methods are grouped into 

two categories: non-contextual methods and context-aware 

methods. A brief description of each baseline method is 

provided below: 

1) Non-contextual methods: 

a) W2V-CNN [13]: The authors in [13] employed a CNN 

model with filters of different sizes for identifying disaster 

related SM posts. They used general pretrained W2V 

embeddings with the CNN model. 

b) CW2V-CNN [14]: The authors in [14] used a 

pretrained crisis embedding model (CW2V) [31] and trained a 

custom CNN with different filters to identify disaster related 

SM posts during a disaster. 

c) GloVe-LSTM [15]: The authors in [15] used a 

pretrained GloVe word embeddings of 100 dimension with a 

2-layer LSTM model for identifying informative textual 

content from SM during disasters. 

d) GloVe-Bi-LSTM [16]: The authors in [16] used a 

pretrained GloVe word embeddings of 300 dimension along 

with a Bi-LSTM neural network for detecting informative 

textual content from SM during disasters. 

2) Context-aware methods: 

a) Finetuned-BERT [27]: The authors in [27] finetuned 

BERT for classifying SM textual posts into informative and 

not_informative classes during disasters. 

b) Finetuned-RoBERTa [28]: The authors in [28] used a 

variant of BERT called RoBERTa and finetuned it for 

identifying informative SM textual posts during disasters. 

All of these baseline methods have used the CrisisMMD 
dataset, with the exception of W2V-CNN [13], CW2V-CNN 
[14]. For these specific methods, we rely on results computed 
in [32] on the same CrisisMMD dataset, to facilitate a 
comprehensive and consistent comparison in this study. 

E. Training Details 

All the experiments are executed using TensorFlow 
framework and Google Colab cloud platform with Python 
programming language. The optimal hyperparameters for the 
stage-1 and stage-2 of our model finetuning approach are listed 
in Table III and IV, respectively. 

TABLE III.  PARAMETERS FOR STAGE-1 OF FINETUNING 

Hyperparameter Value 

Learning rate 5e-5 

Number of epochs 6 

Batch Size 64 

Dropout 0.2 

TABLE IV.  PARAMETERS FOR STAGE-2 OF FINETUNING 

Hyperparameter Value 

Learning rate 2e-5 

Number of epochs 6 

Batch Size 64 

DistilBERT Dropout 0.2 

DistilBERT Attention Dropout 0.2 

V. EXPERIMENTAL RESULTS 

In this section, we present a comprehensive evaluation of 
the performance of the proposed model and its various variants 
employed in this study. Additionally, a thorough comparison is 
conducted between the proposed model and SOTA baseline 
methods. Finally, this section covers detailed ablation studies. 
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A. Proposed Model vs. Different Model Variants 

To demonstrate that the proposed model 
(DistilBERT+FFNN) is an effective model for the 
informativeness classification task, it is compared against 
different model variants, as discussed in Section C. The P, R, 
and F1 of the proposed model and the model variants on 
CrisisMMD dataset are reported in Table V, with bold values 
indicating the best results. As per the table, all the model 
variants exhibit good performance across seven disasters. The 
proposed model exhibits the highest P ranging from 73.12 to 
96.20, R in the range of 73.11 to 96.04, and F1 in the range of 
72.20 to 96.04. These results render the proposed model an 
effective choice for detecting disaster related informative 
content. 

B. Proposed Model vs. SOTA Baseline Methods 

In this subsection, we first present a performance 
comparison of the proposed model against non-contextual 
baseline methods. Next, we analyze the comparative 
performance of the proposed model with respect to context-
aware baseline methods. 

1) Proposed model vs. non-contextual baseline methods: 

The comparison of results in terms of F1 of the proposed 

model against non-contextual methods: W2V-CNN [13], 

CW2V-CNN [14], GloVe-LSTM [15] and GloVe-Bi-LSTM 

[16] are reported in Table VI. As per the results, the proposed 

model consistently outperforms the non-contextual methods 

across all disasters, with the exception of Hurricane Irma, 

where GloVe-LSTM [15] outperforms in terms of F1. On 

average, the proposed model significantly enhances F1, with 

an improvement ranging from 2.75% to 19.86%. 

2) Proposed model vs context-aware baseline methods: 

The efficacy of the proposed model is further validated 

through comparisons with recent transformer-based context-

aware methods: Finetuned-BERT [27] and Finetuned-

RoBERTa [28]. The corresponding results, expressed in terms 

of F1, are detailed in Table VII. A comprehensive 

examination of the table reveals that the proposed model 

outperforms Finetuned-BERT [27] across six out of seven 

disasters and surpasses Finetuned-RoBERTa [28] on five out 

of seven disasters from the CrisisMMD dataset. The proposed 

model exhibits an average F1 improvement of 5.47% over 

Finetuned-BERT [27] and 1.6% over Finetuned-RoBERTa 

[28]. 

C. Ablation Studies 

In this subsection, we conduct ablation experiments to 
investigate the effect of multistage finetuning, context-aware 
representation of tweets, and data balancing on the proposed 
model performance. 

1) Effect of multistage finetuning: To understand the effect 

of multistage finetuning on the model performance, we 

conduct a comparative analysis with a single stage (stage-1) 

finetuned model, where only the FFNN is finetuned while 

keeping DistilBERT parameters frozen. The results depicted 

in Fig. 5 report the F1 achieved with and without multistage 

finetuning on CrisisMMD dataset. From the results, consistent 

improvement is observed with multistage finetuning, where 

the model undergoes a series of two finetuning stages. 

Specifically, multistage finetuning boosts the performance by 

3.89% to 6.85% in terms of F1. This emphasizes the efficacy 

of multistage finetuning in enhancing the model's ability to 

capture and adapt to the nuances present in disaster-related 

tweets, resulting in improved performance. 

2) Effect of DistilBERT context-aware tweet 

representation: To evaluate the impact of context-aware tweet 

representation derived from DistilBERT on the 

informativeness classification task, additional experiments are 

performed, comparing DistilBERT against two non-contextual 

word embedding models. Experiments are designed where the 

FFNN classifier uses CW2V [33] and GloVe [34] embedding 

models. 

TABLE V.  COMPARISON OF THE PROPOSED MODEL VS. DIFFERENT VARIANTS 

Disasters 

Models 

DistilBERT+CNN DistilBERT+LSTM DistilBERT+Bi-LSTM Proposed Model 

P R F1 P R F1 P R F1 P R F1 

Hurricane Harvey 81.23  81.23 81.23 81.10 81.10 81.10 83.24 83.21 83.00 84.57 84.56 84.56 

Hurricane Maria 83.03 83.03 83.02 82.21  82.20 82.20 81.31 81.30 81.25 84.03 84.01 83.11 

Hurricane Irma 82.00 81.22 81.19 80.05 80.05 80.04 82.04 82.04 82.01 83.12 83.07 82.12 

Sri Lanka Floods 94.09 94.09 94.08 93.01 93.00 93.00 94.09 94.04 94.00 96.20 96.04 96.04 

Mexico Earthquake 71.10 71.09 71.09 73.06 72.31 71.40 73.19 73.01 72.24 73.19 73.17 73.17 

Iraq-Iran Earthquake 81.04 81.03 81.03 80.12 80.10 80.10 81.11 81.10 81.09 82.09 82.05 82.02 

California Wildfires 72.09 71.30 71.30 72.03  72.01 72.01 72.06 72.06 72.03 73.12 73.11 72.20 
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TABLE VI.  COMPARISON OF THE PROPOSED MODEL VS. NON-CONTEXTUAL BASELINE METHODS IN TERMS OF F1 

Disasters 
Methods 

W2V-CNN [13] CW2V-CNN [14] GloVE-LSTM [15] GloVe -Bi-LSTM [16] Proposed Model 

Hurricane Harvey 74.20 75.00 81.00 70.93 84.56 

Hurricane Maria 69.10 70.00 82.00 69.51 83.11 

Hurricane Irma 69.60 70.00 83.00 57.17 82.12 

Sri Lanka Floods 90.02 91.00 92.00 72.57 96.04 

Mexico Earthquake 64.20 64.00 71.00 51.83 73.17 

Iraq-Iran Earthquake 59.10 60.00 81.00 63.43 82.02 

California Wildfires 57.40 58.00 64.00 48.81 72.20 

Average F1 69.09 69.71 79.14 62.03 81.89 

TABLE VII.  COMPARISON OF THE PROPOSED MODEL VS. CONTEXT-AWARE BASELINE METHODS IN TERMS OF F1 

Disasters 
Methods 

Finetuned-BERT [27] Finetuned-RoBERTa [28] Proposed Model 

Hurricane Harvey 83.00 84.50 84.56 

Hurricane Maria 79.00 88.00 83.11 

Hurricane Irma 73.00 82.00 82.12 

Sri Lanka Floods 96.00 95.50 96.04 

Mexico Earthquake 78.00 74.00 73.17 

Iraq-Iran Earthquake 63.00 72.50 82.02 

California Wildfires 63.00 65.50 72.20 

Average F1 76.42 80.29 81.89 
 

 

Fig. 5. F1 of the proposed model with and without multistage finetuning. 

The CW2V is a 300-dimensional embedding, pretrained 
using W2V model on disaster related Twitter corpus. GloVe is 
a pretrained 100-dimensional embedding trained on Wikipedia 
and web text words. Fig. 6 depicts the F1 of the proposed 
model and non-contextual models. Our investigation reveals 
that the context-aware representation generated by DistilBERT 
model improves the results across all disasters compared to the 
non-contextual models. Overall, with DistilBERT, a significant 
improvement in the range of 8.11% to 19.56% compared to 

GloVe and 9.75% to 21.2% compared to CW2V in F1 is 
achieved across seven disasters. These results clearly highlight 
that DistilBERT model captures better contextual information 
from tweet sequences leading to better detection performance 
than GloVe and CW2V models. 

 

Fig. 6. F1 of the proposed model and non-contextual models. 

3) Effect of data balancing: As mentioned earlier, the 

datasets are imbalanced, and random down sampling is 

employed to ensure a balanced representation. Table VIII 

presents a comparative analysis of the proposed model's 
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performance in terms of F1 when trained on imbalanced and 

balanced dataset. From the table, it can be concluded that the 

model‟s performance is notably enhanced, showcasing 

improved and unbiased results when trained on balanced 

datasets. On the other hand, training on imbalanced datasets 

leads the model to disproportionately learn from the majority 

class, thereby introducing bias towards that class. 

TABLE VIII.  F1 ANALYSIS OF THE PROPOSED MODEL ON IMBALANCED VS. 
BALANCED DATASET 

Disasters 

Class 

0 (not_informative) 

1 (informative) 

Imbalanced Balanced 

Hurricane 

Harvey 

0 61.51 84.69 

1 86.24 84.43 

Hurricane 
Maria 

0 73.89 82.92 

1 89.33 83.30 

Hurricane 

Irma 

0 61.45 82.03 

1 80.24 82.21 

Sri Lanka 
Floods 

0 94.42 95.59 

1 71.09 96.49 

Mexico 

Earthquake 

0 48.80 73.10 

1 79.02 73.24 

Iraq-Iran 
Earthquake 

0 42.87 82.00 

1 79.86 82.04 

California 

Wildfires 

0 36.58 72.10 

1 87.45 72.30 

VI. DISCUSSION 

Upon a thorough evaluation of our proposed model on 
seven real-world disasters from a benchmark CrisisMMD 
dataset, it stands out as both effective and computationally 
efficient for the informativeness classification task. In the 
performance comparison between the proposed model and its 
variants, it is noteworthy that the integration of CNN, LSTM, 
and Bi-LSTM DL models with DistilBERT does not enhance 
the classification performance. Conversely, a simple FFNN 
proves sufficient for extracting high-level abstract features 
from the contextualized representations generated from 
DistilBERT. The results confirm the effectiveness of the 
proposed model for the informativeness classification task. The 
outperformance of the proposed model against non-contextual 
methods based on W2V, CW2V and GloVe models 
underscores the importance of context-aware representation of 
tweets in the effective detection of disaster-related informative 
content. The comparison of the proposed model with SOTA 
context-aware methods based on BERT and RoBERTa, 
demonstrates clear advantages of the proposed model in the 
detection performance. While BERT and RoBERTa are 
powerful transformer architectures renowned for their 
contextual understanding, require significant computational 
resources due to their large size and complexity. The proposed 
model built on DistilBERT known for its enhanced 
computational efficiency capitalizes on the efficiency gains 
through the multi-stage fine-tuning process. The ablation 
experimental results provide deeper insights, emphasizing the 

advantages of our multistage finetuning approach for 
significantly enhancing overall model performance. 
Additionally, the combination of DistilBERT with an FFNN, 
and data balancing collectively contributes to the effective and 
computationally efficient detection of disaster-related 
informative content on SM. This positions the model as well-
suited for time-critical disaster response applications. 
Nevertheless, one of the limitations of this study is that it 
considers only English language tweets, while people often 
communicate in their native language during disasters. So, 
multilingual transformer-based models are worth investigating 
to tackle multi-linguality issues. 

VII. CONCLUSION AND FUTURE WORK 

In the realm of disaster management, this study introduces 
a novel context-aware transfer learning approach harnessing 
the computational efficiency of DistilBERT for the detection of 
disaster-related informative content on SM. Our methodology 
integrates DistilBERT with an FFNN, providing a simple yet 
effective architecture. A key feature of our approach involves 
multistage finetuning of the model on seven real-world 
disasters, resulting in improved detection performance. 

This work contributes to the broader goal of improving the 
effectiveness and efficiency of disaster response systems using 
NLP and AI technologies. By developing a specialized model 
for disaster-related informative content detection, we aim to 
provide a valuable tool for disaster response organizations to 
better identify critical information during disasters and provide 
situational awareness to decision-makers. The model can be 
implemented in any system for filtering actionable informative 
content during disasters from irrelevant content, enabling 
disaster responders to improve their ability to deliver help and 
make well-informed decisions. Furthermore, the proposed 
model holds promise for diverse domains such as epidemics 
and civil unrest monitoring on SM. With domain-specific 
finetuning, it can be readily adapted to identify informative 
content during outbreaks, protests, or other volatile situations 
enabling real-time interventions. 

In the future, we plan to extend this work for identifying 
and categorizing multimodal informative content into distinct 
humanitarian information categories, including "affected 
individuals", "infrastructural damage", “help and rescue”, 
“resource needs” etc. to enable a more targeted and efficient 
disaster response. Moreover, we recognize the need to explore 
cross-domain informative content detection, particularly in 
situations where labeled data for the ongoing disaster might be 
scarce or unavailable. 
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Abstract—Subjects with limited application in the software 

industry like AI have recently received tremendous boon due to 

the development and raise of publicity of LLMs. LLM-powered 

software has a wide array of practical applications that must be 

taught to Software Engineering students, so that they can be 

relevant in the field. The speed of technological change is 

extremely fast, and university curriculums must include those 

changes. Renewing and creating new methodologies and 

workshops is a difficult task to complete successfully in such a 

dynamic environment full of cutting-edge technologies. This 

paper aims to showcase our approach to using LLM-powered 

software for AI generated images, like Stable diffusion and code 

generation tools like ChatGPT in workshops for two relevant 

subjects – Analysis of Software Requirements and Specifications, 

as well as Artificial Intelligence. A comparison between the 

different available LLMs that generate images is made, and the 

choice between them is explained. Student feedback is shown and 

a general positive and motivational impact is noted during and 

after the workshop. A brief introduction that covers the subjects 

where AI is applied is made. The proposed solutions for several 

uses of AI in the field of higher education, more specifically 

software engineering, are presented. Several workshops have 

been made and included in the curriculum. The results of their 

application have been noted and an analysis is made. More 

propositions on further development based on the gained 

experience, feedback and retrieved data are made. Conclusions 

are made on the application of AI in higher education and 

different ways to utilize such tools are presented. 

Keywords—Application of AI-powered software; AI generated 

images; software engineering; stable diffusion; higher education 

I. INTRODUCTION 

With the release of popular and easy to use text based large 
language models, Artificial intelligence (AI) chatbots and 
image generation AI, it has become a necessity to teach 
students how to properly use them for the correct purposes. A 
big detriment of using AI by first and second year students is 
their lack of understanding in the subjects where they are trying 
to use AI. This sadly leads to less problem-solving thinking 
and doing actual effort to work on tasks. This in turn leads to 
less brain development and lack of practical skills. Teaching 
students how to correctly use such tools to enhance their 
learning is imperative for developing them into good 
specialists that may in turn use AI powered software and 
hardware to their benefit. 

The Software Engineering bachelor’s degree was chosen 
for the inclusion of teaching AI. Based on our experience, the 
more technically advanced and tech savvy students are more 

receptive towards the inclusion of new and experimental 
approaches. This was the main factor in our choice of who to 
use this approach with. Several subjects were selected, where 
the methodologies were applied. Workshops and materials to 
help with training the students were created. In the current 
report the focus will be on the application of Large Language 
Models (LLMs) in two subjects - Artificial intelligence (6th 
semester) and Analyzing system requirements and 
specifications (5th semester). It will also be discussed how to 
use LLMs to enhance the subject Introduction to Programming 
by writing unit tests (while that is still in the testing phase and 
has only been partially applied), as well as future ideas for the 
inclusion of image generation AI in Computer Graphics. 

In order to apply the tools that contain AI, methodologies 
have been adapted to suit the needs of the subjects. Two of 
them will be discussed and the choices that have been made as 
well as the reasoning behind them will be explained. 

II. APPLICATION OF AI-POWERED SOFTWARE 

A. Inclusion of AI Assistance in Analyzing Software 

Requirements and Specifications (ASRS) 

At this point in time during their university education, 
software engineering students have already passed Databases 
(DBs), Object Oriented Programming (OOP), and some of 
their Algorithm subjects. They are introduced to the vision on 
how to lighten their workload using assistive tools powered by 
AI. ChatGPT is the text generation model that is currently 
being used, but as new AI chat bots emerge, university staff is 
testing them and showing students the differences between 
them. 

In the subject ASRS, the students are required to submit a 
project – a software system that they must create and fully 
document using an iterative process. Our first use of ChatGPT 
is when we demonstrate its capabilities for idea generation. 

As seen on Fig. 1, a description of the problem help is 
needed with is given on the left, and although it lacks detail, it 
is a true and valid statement, so the model gives a useful, albeit 
generic answer. On the right side the LLM is queried using a 
message that has more details included. It has been decided to 
include as much relevant information as possible as the specific 
requirements are narrowed down. A description of the field of 
study and level of progress in the field is defined – “student in 
Software engineering”, this can be further expanded by 
specifying that this is a bachelor’s degree. By noting the 
current user skillset, the LLM can get software project ideas 
within the correct scope, omitting unfamiliar technologies. The 
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“course project” part of the message is also a component that 
will be used to further refine the scope of the ideas, giving 
them a timeframe. After defining what the LLM is required to 
do, the specified field is narrowed even further by statements 
of likes and dislikes. The overall structure of the message on 
the right helps the LLM print ideas that are more likely to 
interest the user and are within their means to achieve. The 
term “prompt engineering” [1] can better help describe this part 
of the communication with AI. It is highly possible that every 
person working with LLMs will be required to understand how 
to express themselves in a meaningful way if they want to be 
more efficient in the long term. Whether or not that will 
become a job requirement is speculative, but it is certainly a 
useful skill to have right now for students. 

The logical path in narrowing down the choices that the 
model must make in its answer looks similar to this hierarchy 
in this case: field (of study or work) -> constraints (skillset, 
abilities, requirements) -> environment descriptions (question 
framework) -> task that has to be completed by the LLM 
(actual answer format) -> formatting (table, software code, 
bullet points, queries for other software) -> further 
requirements (inclusion and exclusion of topics and fields). 

It is of course allowed for the students to use their own 
ideas irrespective of ChatGPT’s’, and they are encouraged to 

ask the AI for further fine-tuning – more functional 
requirements that will help their product become more robust, 
as well as help them expand their personal vision and make it 
better. The process is showcased step-by-step in real-time, but 
a video is prepared in case of service interruption during the 
demonstration. Outages in the OpenAI services have been less 
frequent recently, but during the peak hours they still happen, 
and it is important to have a good backup ready. Creating these 
videos is like a snapshot in time – it also helps showcase the 
differences in versions and their progress, as well as the time it 
takes to answer queries, model differences (3.5 and 4.0), as 
well as answer consistency. Recording the results has created 
data points for further research. 

A showcase on how the model can play its role is also 
being created but requires more testing. Researchers have 
emulated an entire software development team creating and 
finishing a project [2]. The idea is to showcase how the 
different roles in a software development process are 
represented by AI (e.g., “Imagine you are a business analyst 
working on project 8 - Airport Logistics Planner. What would 
your workflow be? How would you approach every one of 
your team members? Please describe your activities using a 
table.”). Current focus is on the fact that users must highly 
customize their input and requirements gradually if they want 
to create and document a good and useful product. 

 

Fig. 1. Comparison between statements for idea generation, showcasing the influence of detailed information to the outcome. 
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The next step comes when the students have decided on 
their ideas for each team. At this point they have written most 
of the requirements, their vision, and they have mostly decided 
on what technological stack they will use. A showcase on how 
to create a relational DB that covers their functional 
requirements is done. 

On Fig. 2 the process can be seen – starting with asking for 
the creation of several versions of the relations in a database 
and GPT must draw them with tables and connect them. When 
solutions are iterated several times, the first version of the 
database is required is completed. At this point SQL statements 
that will create the DB and its relations are required, specifying 
the type of software and SQL server they are going to run on. 
The demonstration currently uses MS SQL server through the 
Management Studio, but other clients are viable alternatives 
too – like PostgreSQL or MySQL. The demonstrations do not 
yet include experimenting with communicating with ChatGPT 
for NOSQL solutions, due to time constraints, but they are 
worth looking into. 

 

 

 
Fig. 2. Aasking ChatGPT with the creation of a database for a small-scale 

project. 

 
Fig. 3. Inclusion of AI in the software development process in the ASRS 

subject. 

Another important step is showing how to “seed” the 
database with relevant data. First, a request that simply returns 
random raw data into several queries is created (see Fig. 3). 
Afterwards, if necessary, several key points and examples that 
the message should include in order to get relevant data are 
defined – for example random data in a special regular 
expression format is requested. Another option is to give GPT 
a short list with the example data, or the pattern to which it 
conforms. GPT can then work with it and iterate on it. This is 
followed by asking for the insert statements that are used to 
seed the finished database. There are cases where it has been 
noticed that there are differences in the format of the required 
data, as well as problems with relations – the foreign keys are 
not populated in the corresponding order, which leads to issues. 
Those issues are easily solvable for students that have passed 
their database-related subjects and further support the learning 
experience in working with such tools. 

Students are shown how to ask for UI suggestions (mainly 
HTML and CSS), but as their chosen project tech stacks are 
different (games, desktop applications, web sites and mobile 
apps), the use of AI in the development part of the project is 
concluded here. It is important to note that there are interesting 
applications for creating unit tests that are mentioned. This part 
of the subject curriculum is still in development so at this stage 
students are only shown how to make simple unit tests for C# 
and how to base them on their functional requirements. 

To put the finishing touch to their projects, hints are given 
on using the roleplaying ChatGPT to help them with their final 
presentations. A dialogue is shown following a similar 
structure to: “Hello, you are a business analyst. You are going 
to present a project on the topic of a flight fleet management 
software system. Your audience consists of people working in 
the sector. The project is made using the following 
technologies: C#, MSSQL, WebSocket, JavaScript and others. 
What would be your plan to present this project if you only 
have 15 minutes to talk?”. Students are usually very impressed, 
as most of them are used to using AI tools in other ways. 

The use of AI powered software in the different steps of the 
software development process that is used in the ASRS subject 
can be seen in Fig. 3. As the focus is on creating requirements, 
specification and software documentation, it is acceptable to 
use AI for any of the other steps, as students have already 
learnt how to complete those by themselves. A strong 
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argument can be made that AI powered chatbots will generate 
the entire documentation themselves in the near future, but this 
stage of development is not yet reached. The guiding 
philosophy is that if students are able to finish a task by 
themselves and understand it well enough, they should be 
taught how to automate it at a future point in time. 

B. Inclusion of AI Assistance in the Artificial Intelligence 

Subject 

The use of assistive tools with AI in the subject "Artificial 
Intelligence" is presented in the second half of the semester. 
Traditionally the first half of the workshop tasks for the 
students consist of using Python to solve classic AI problems, 
such as eight queens and different crosswords, while using 
search and constraint satisfaction algorithms. After the 
introductory problems are taught, several more advanced topics 
and workshops are covered. Students are shown neural 
networks (NNs) - single layered and multilayered. They are 
tasked with creating several NNs on their own using the Keras 
library and MNIST data sets. The use of convoluted NNs in 
various fields such as in finances - predicting financial time 
series [4], gives the opportunity to teach students the 
interdisciplinary aspects of software engineering in general. 
After all, what use is software engineering if there is no field to 
attach software to? Giving working examples in actual 
businesses and practical applications gives confidence and 
generates ideas in our pupils. 

In one of the following workshops, instructions on how to 
use open-source face recognition libraries in Python to detect 
faces on photos of famous people are included. There are 
training sets provided that are used to train and validate the 
model. In the researchers’ experience, doing this workshop 
takes a significant amount of time – both the process to fulfill 
all the necessary requirements on each of their personal 
machines, and then follow the instructions and test the code 
they have written step by step are time-consuming. After the 
students have managed to go through all the steps and have 
created a working piece of software, they are encouraged to 
train and validate the model using their own set of photos as 
training sets. 

Facial recognition, and image recognition in general, is not 
a new concept, but it is imperative students are taught how to 
apply it and use LLM tools on their own product to improve 
and test it. Students gain more thorough experience on how to 
modify their software products more efficiently by having 
access to the ChatGPT terminal, and thus to the entire 
collective training set using hundreds of billions of parameters 
that OpenAI have been using and improving. 

A simple visual representation of the approach to teaching 
students in the AI subject is shown in Fig. 4. 

The process of preparing additional workshops is 
constantly undergoing, and some have yet to be completed 
with students, as the subject is next semester in their 
curriculum. One workshop includes a comparison in image 
generation methods for different assisted tools, several of the 
most popular AI tools are presented - Stable Diffusion, Bing 
Images, Bard and Dall-E. A sufficiently difficult prompt using 
weight distribution for each of its parameters is used. 

 
Fig. 4. Methodology for practical application of theoretical knowledge base 

in the education of students. 

It is worth noting that Bard also hallucinated and tried to 
say it “drew” an image and responded with a google image 
search during one of the attempts to make it draw.  

Fig. 5, 6, 7 and 8 display some of the collated results that 
were achieved using the currently most popular available AI-
powered models. After multiple attempts, only Bing produced 
acceptable results, while Bard simply could not create any 
images itself, and returned googled images in almost all the 
attempts. The online version of DALL-E could not make 
images of better resolution and quality than those shown on 
Fig. 5. It can be said that testing web services in this way is not 
extensive enough, but when the services are unreliable 
themselves, produce different results and are in most cases 
limited, paid or of bad quality, they cannot be reliably used for 
educational purposes. 

 
Fig. 5. Using Stable diffusion multiple times using a prompt. 

 

 
Fig. 6. Dall-E web using a prompt: “please draw a young robot that has a 

white coat, make the image ultra realistic”. 

 
Fig. 7. Bard’s response to drawing prompts. 
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Fig. 8. Bing Images (Dall-E based). 

It should be noted that Fig. 6 showcases the result of a very 
specific prompt with weight distribution that is as follows:  
“breathtaking, mysterious, fantasy, magical, (female robot:1.5) 
(creating a machine with hands), surrealism, hyper-realistic, 
colors and shapes, highly detailed, realism pushed to extreme, 
fine texture, 8k, ultra-detailed, (vivid swirling smoke, thick 
smoke:1.4), fluid, fire, cinematic, (intricate details:1.5), 
(vibrant colors:1.4), flash explosion, (colorful powder 
explosion), (billowing hair:1.5) "((magical enchantment on 
hands))" "((creates a machine from hands towards viewer))"”. 
The LLM allows for incredibly detailed instructions that can be 
followed, such instructions are unavailable for the other tested 
tools currently. Fig. 5, 7 and 8 display the limitations of the 
most popular models. While spectacular results can also be 
achieved using them, it requires a bigger investment in 
prompting them, both in terms of time and money (as the paid 
model tokes are usually limited). 

Some advantages and disadvantages are shown in Table I. 
The best results during the testing were achieved by 
StableDiffision. All the other services had either service 
disruptions (Bing, Bard), hallucinations (Bing, Dall-E), 
required tokens and accounts (Bing, Dall-E), or simply didn’t 
do as requested (Bing, Bard). The multitude of disadvantages 
make them unfit to be used in higher education. They are worth 
looking into further if their future iterations are improved. The 
currently chosen AI for the future workshops is 
StableDiffusion. Preliminary testing and scenarios based on the 
technology are being created and refined. 

The methodology that has been adapted for an AI image 
generation workshop is shown on Fig. 9. It includes stable 
diffusion and showcases different models and their differences. 

TABLE I.  COMPARISON BETWEEN THE DIFFERENT AI POWERED IMAGE 

GENERATION TOOLS 

AI Advantages Disadvantages Notes 

Bard  
 

Free, on the 

web. Powered 

by Google. 

Inconsistent 

behavior – 

sometimes says 
it cannot 

currently 

generate images; 
other times 

returns google 

image results. 

Says it cannot 

generate images 
when prompted. 

After multiple 

attempts it starts 
to hallucinate 

that it can, in 

fact, generate 
images. The 

process itself is 

erroneous – it 
returns google 

image searches 

instead of 
generating 

images. 

DALL-E 

Free, on the 

web. 
Implemented in 

other software. 

Low quality 
images, uses 

tokens, results 

are 
unsatisfactory. 

Has bots in 
discord that 

work better than 

the software 
itself. 

Bing 
Free, uses Dall-

e. 

Only 5 

questions. Has 

memory loss 
afterwards. 

Requires 
Microsoft Edge 

to work. 

Sometimes does 
not work – due 

to service 

disruption. 

Says that it 

cannot generate 
images. Then 

generates 

images. 

Stable Diffusion 

Works offline. 

Can be 
downloaded for 

free. There are 

various 
community 

resources and 

models 
available.  

Active open-

source project. 

Requires 
hardware to run. 

Pre-trained 

models are at 
least several 

gigabytes each. 

Takes a long 
time to teach a 

model if 

hardware is not 
powerful 

enough. 

While setting up 

the software can 

be difficult, the 
results are of 

great quality and 

require little 
manipulation 

before they can 

be used in 
production. 

 
Fig. 9. Methodology for showcasing AI image generation to software 

engineering students. 

Stable diffusion has an advantage for the current purposes - 
meaning it can be locally installed for free by anyone, and it 
doesn't require services or subscriptions. It does have hardware 
requirements, but they can be satisfied relatively easily for 
lower image resolutions. There is an enormous number of pre-
trained models that are available, as well as learning resources 
from its community. Several different approaches to combining 
or altering images after their creation are discussed and 
prepared for presentation. 

C. Introduction to Programming 

For many students, the subject is the first time they work 
with algorithms and needing to understand what they are 
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doing. As it is taught during the first semester, the skill level 
difference is enormous. Preparing C++ tasks that are relevant 
and not demotivating is always a challenge everywhere in 
education [6, 7], some professors have very interesting 
solutions ways to solve the problem using games [8, 9]. The 
current established approach is to have automated tests for each 
small task we give the students, but it is still undecided on 
whether everyone should be introduced to testing at such an 
early semester. The benefits of test-driven development (TDD) 
are unquestionable [10, 11], but it requires a paradigm shift that 
is based on pre-existing knowledge in programming simple 
tasks, that many students lack during the first semester. 
Overloading fledgling software engineers with information is 
not the goal of the subject. The current idea is to use GPT to 
automate test creation process for the tasks that are given to the 
students for each workshop. The unit tests provide a good 
opportunity to limit test the code of students, but a reasonable 
way to enable them to access and understand them (as just 
giving a repository link is difficult for the average first-year 
student to understand) is not yet found. There are existing 
frameworks that provide a similar service [12], however they 
are not fit for this specific purpose. 

D. Computer Graphics 

There have been discussions on how exactly to integrate 
tools such as Stable Diffusion and creating applications using 
technology based on API that works with an AI that is locally 
deployed, but the complexity of the task is daunting for 
students at the average skill level during the fifth semester. 
What has been learned is that there needs to be an in-depth 
course that helps students familiarize themselves with the 
usage of image generating software on a deeper level. Software 
engineers should be able to not only create images – the way 
they are taught during the Artificial intelligence course, but 
also understand AI image generating software and how to write 
code for applications that use the tool themselves. They need to 
be able to alter the image generating algorithms of the AI 
models, and create models fit to their projects’ needs. 

E. Results and Observations 

While the Dunning-Kruger effect has an impact on student 
self-assessment, research has shown that the differences 
between actual skill (and hence skill improvement) and self-
evaluation are within acceptable levels [3]. It can be therefore 
proposed that students’ self-assessment of their own skill 
improvement is significant enough to warrant noting a positive 
improvement due to the inclusion of AI in their curriculum 
subjects. Offloading the burden of menial tasks that can be 
easily automated leaves ample time for the actual improvement 
of their own professional interests and creating software 
products of value. One of the problems that have arisen is how 
professors evaluate whether the work done has led to 
improvement in a students’ general skills, or just their skill in 
communicating with AI. That, however, is a complex enough 
problem to warrant research all by itself. 

After questioning the students using a survey, as shown in 
Fig 10, it has been noticed that there is a good answer 
distribution among all the questions. It can be concluded that 
while it is useful, AI powered software needs improvement, 
and students using it need more experience to use it. 

 
Fig. 10. Methodology for showcasing AI image generation to software 

engineering students. 

What can be said with certainty is that students with the 
same university background have achieved success in projects 
that are more complex, more complete, and more in depth than 
those from previous years. According to the interviews with 
their teams during their project presentations, AI has certainly 
played a significant role in “doing the heavy lifting” for most 
of the teams. The most noticeable improvement is in the lower 
achieving students – given such powerful tools, they can 
elevate their skill level to a degree, sufficient for them to be 
motivated enough to be able to complete a reasonably sized 
software project. Compared to previous semesters in the same 
subject - students on the low skill spectrum could not finish as 
much work in the same amount of time. Elevating the results 
less skilled learners can achieve is motivating for professors as 
well. This gives confidence, experience, and motivation to the 
students, which in turn helps with student retention and an 
improvement to the system in higher education. Lifting the 
floor is beneficial to improving educational levels [5]. 

III. CONCLUSION 

Software engineering students need more exposure to AI 
tools in higher education. We need to have specialized subjects 
to help them familiarize themselves with this type of 
technology. It is imperative that they are not placed in a 
position where they have to “make do” but have the 
opportunity to learn how to leverage AI in their projects. 

It is important to note that all LLMs often hallucinate, and 
because of that they are not reliable for checking facts and 
truth. At this point of their evolution, it is difficult to use them 
in the same way search engines are trustworthy data sources 
are used. What they are incredible at though, is giving ideas, 
workflows, helping with automation and doing the heavy 
lifting when beginning and polishing projects. This is what we 
are trying to teach our students, that they must be aware of the 
strengths and weaknesses of tools that apply AI. 

 With any emerging nascent technology, there is more 
testing required in order to make it work better. Familiarizing 
students with the correct approach to using AI assistive tools - 
focusing on their strengths and being aware of their 
weaknesses, is imperative for them to not be in a 
disadvantageous position in their future careers. As AI grows, 
everyone not aware of how to take advantage of it will quickly 
become a less valuable employee for the business. Starting too 
early is detrimental to brain development and problem-solving 
skills, but starting late is detrimental to career opportunities and 
life quality. Communication skills will become even more 
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important in the future but acquiring them will require more 
effort with the further digitization of communication and the 
lessening of social relationships people experience. 
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Abstract—Data clustering reduces the number of data objects 

by grouping similar data objects together. In this process, data 

are divided into valuable groups (clusters) or expressive without 

at all previous information. This manuscript represents a 

different clustering algorithm based on the technique of the 

adaptive strategy algorithm known as Self-Adaptive Bacterial 

Foraging Optimization (SABFO). It is a streamlining strategy for 

bunching issues where a cluster of bacteria forages to converge to 

definite locations as ultimate group communities by limiting the 

fitness function. The superiority of this method is assessed on 

numerous famous benchmark data sets. In this paper, the 

authors have compared the projected technique with some well-

known advanced clustering approaches: the k-means algorithm, 

the Particle Swarm optimization algorithm, and the Fitness-

Based Adaptive Differential Evolution (FBADE) Scheme. An 

experimental finding demonstrates the usefulness of the 

projected algorithm as a clustering method that can operate on 

data sets with different densities, and cluster sizes. 

Keywords—Data clustering; Self-Adaptive Bacterial Foraging 

Optimization (SABFO); Particle Swarm Optimization (PSO); 

FBADE scheme; the k-means algorithm and the classical BFO 

I. INTRODUCTION 

A method of analyzing and clustering unlabelled datasets is 
known as unsupervised machine learning. It is possible to find 
out the unknown patterns or data groupings using these 
algorithms without the involvement of human action. In the 
domain of cross-selling strategies, client segmentation image 
recognition, etc. The authors can employ the above strategies 
to find underlying patterns. It also enables us to discover 
similarities and differences in information. In short, a type of 
machine learning called unsupervised learning involves 
training models using unlabelled datasets and allowing them to 
act upon them without supervision. As opposed to supervised 
methods, clustering is an unsupervised method that works with 
datasets that do not have outcomes (target) variables or 
information about associations among explanations. The 
clustering algorithm is the key to data analysis and identifying 
groups (natural clusters). As a result of this process, similar 
data points are identified and grouped. Clusters make it easier 
to characterize the attributes of distinct entities. Users can then 
shift data and analyze certain categories as a result of this. 
Clustering allows organizations to address distinct client 
segments based on their attributes and similarities. This aids in 
profit maximization. If the dataset has too many variables, it 
can aid in dimensionality reduction. Irrelevant clusters can be 
detected and deleted from the dataset more easily. 

For more than two decades, clustering has taken particular 
interest among scientists and researchers to apply in versatile 
domains. Researchers are continuously trying to develop better 
approaches to clustering. 

In order to build knowledge-driven decisions, data mining 
provides upcoming behaviors that businesses can predict [1]. A 
clustering technique deals with discovering a structure in an 
unlabelled collection of data through unsupervised learning [2]. 
A data cluster is used in order to divide the enormous number 
of objects into smaller groups, so the objects with similar 
characteristics are clustered together, and the ones with 
dissimilar characteristics are in different groups [3]. A cluster 
is considered too many when it exceeds three, clustering 
becomes NP-complete, and it is, therefore, challenging to 
develop a well-organized clustering technique [4].  The 
clustering problem can be useful for segmenting images [5], 
clustering documents [6], predicting diseases [7], wireless-
related sensors networks [8] analyzing common networks [9], 
identifying the traffic in the network [10], retrieving 
information [11], and marketing [12].Partitional clustering is 
being used in a numbers of real-life applications. It is an 
algorithm for dividing data objects into small groups based on 
defined criteria called the distance between them. Data samples 
are dispersed from one group to another iteratively according 
to the number of groups determined prior to implementation. 
To begin, it makes a set of partitions based on a definite 
measure. Data samples are divided into corresponding groups 
according to their centres [13]. K-means is the utmost 
widespread and fashionable algorithm among the partitional 
clustering algorithms as it is more practical and effective when 
handling heavy amounts of data. This algorithm's main 
drawbacks are its sensitivity to the initial cluster centres, 
inability to find global minima, and convergence to the local 
optima. Research on the improved BFO algorithm found that 
the algorithm has some limitations, including a fixed 
chemotactic step size and feeble bacterial connections. 

As a result of the static chemotactic step size, it is 
problematic to strike the right balance among exploration and 
exploitation. Secondly, the feeble connection between bacteria 
shows a poor random city in chemotaxis. As a result of these 
two drawbacks, the bacteria community will search for a 
compound multimodal solution set at a local level rather than 
at a global level when compared to a global convergence. 

An approach using self-adaptive BFO (SABFO) is 
proposed in this paper as one of the novelty of this article. It 
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improves the classical algorithm hypothetically in two ways. 
By leveraging bacterial search state features, the self-adaptive 
swimming process overcomes the traditional drawback caused 
by fixed step sizes. This paper extracts and calculates three 
vital qualities of the bacterial search state, namely the variety 
of the population, the number of iterations, and the mean 
fitness function. 

The aim of this manuscript is to propose a new approach to 
clustering optimization technique, namely SABFO, which will 
provide performance optimization as the source of data 
grouping. A new perspective for solving NP-hard clustering 
problems is provided by Bacterial Foraging Clustering, a 
global optimization-based technique rather than high speed 
local search. At the same time, it's a new version of the 
Bacterial Foraging Optimization technique. In this proposed 
algorithm there is no need to select the centroid or center 
required to be chosen in the primary steps. 

Further, the proposed algorithm aims to overcome two 
drawbacks of conventional algorithms: 

1) The projected clustering technique achieved a high 

degree of accuracy as compared with other algorithms. 

2) High-dimensional data can be processed resourcefully 

with the proposed algorithm. 
The rest of this manuscript is planned in a subsequent way. 

In Section II, the literature review is introduced. Section III 
illustrates the preliminary knowledge of the BFO algorithm 
and optimization-based clustering. Section IV illustrates fully 
the entire method of the recommended SABFO-Clustering 
algorithm. In Section V, the authors present the numerical 
illustration for the datasets used in this paper. Sections VI and 
VII summarizes the results and discussion, respectively. 

Finally, Section VIII shows the manuscript's conclusion and 
future work. 

II. LITERATURE REVIEW 

The foraging performance of 18 Escherichia coli in the 
human being intestinal tract was studied, Passino [14] proposed 
a bacterium foraging optimization (BFO) algorithm in 2002 for 
optimizing 17 problems. Despite the 19 BFO algorithm's 
superiority over several other algorithms, 20 its convergence 
speed 21 and global search capability need to be improved, 
because it is extremely simple to fall into local optimal 
outcomes and convergence is slow. 

Different clustering algorithms in recent years have been 
projected such as segmentation, density based hierarchical, 
grid-based, and model-based. By using partitioning, the authors 
can create partitions based on a number of criteria. The pattern 
belongs to only one cluster when using hard Partitional 
clustering. Clustering by fuzzy rules extends this notion by 
allowing patterns to belong to more than one cluster. 

During the last few years, the BFO algorithm has often 
been combined 49 with other algorithms in various fields, 
Ofosu et al. In 50 [13], the proportional integral and derivative 
controllers 54 were unable to overcome the difficulties 
encountered in obtaining optimal PI gains 51 for fuzzy-PI 
controllers. 

An optimal allocation model based on risk has been 
proposed by Xiong and et al. [15] and a multi-objective 
optimization57 problem has been solved by merging gradient 
particle, 58 swarm optimization with bacterial optimization 
reduces the risks associated with distributed 60 generation and 
facilitates the advancement of and implementation of 
distributed generation. 

TABLE I.  LITERATURE REVIEW 

Author Year Technique introduced Results 

Tripathy, M  and et.al [17] 2006 Enhanced Bacteria Foraging Optimization Retained least cost 

Li, M.S and et.al [18] 2007 Bacteria Foraging Algorithm varying population Quorum sense, proliferation 

Biswas, A  and et.al [19] 2007 Genetic algorithm Global optimization 

Korani, W  and et.al [20] 2008 PSO Proportional – Integral – Derivative controller tuning 

Dasgupta, S.  and et.al [21] 2009 Micro Bacteria Foraging Optimization Smaller population 

Chen, H and et.al [22] 2009 Cooperative Bacteria Foraging Optimization Explicit decomposition of search space 

Dasgupta, S  and et.al [23] 2009 Adaptive Bacteria Foraging Optimization Varying chemotactic steps 

Chen, H and et.al [24] 2010 Multi colony BFO Several colonies 

Kim, D.H and et.al [25] 2011 Genetic algorithm Proportional – Integral – Derivative controller tuning 

Gollapudi, S.V.R.S and et.al [26] 2011 PSO Resonant frequency of rectangular micro strip antenna 

Okaeme, N.A  and et.al [27] 2013 Genetic algorithm Automated investigational control design 

Abd-Elazim, S.M  and et.al [28] 2013 PSO Power system stabilizers illustration 

Mandeep Kaur and et.al [29] 2018 MOBFOA Comparative study with other algorithm 

Lv, X  and et.al [30] 2018 IBFO Machine Learning Framework 

Huang Chen  and et.al [31] 2020 SCBFO Demonstration of CEC 2015 benchmark test set 

Yufang Dan and et.al [32] 2021 BFO 
Dynamic, multi-objective optimization, and complicated 

constrained optimization 

Bo Yang and et.al [33] 2022 Discrete BFO Unveiling global communities in networks 

Sandeep Gogula and et.al [34] 2023 BFO Size of the DGs, losses in active and reactive power flow 
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Guo and Zhou [16] employed the trapezoid quadrature 
formula 65 in combination with the 64 BFO techniques to 
compute integrals since 64 integrable functions have many 
primitive functions that aren't elementary. Table I represents 
the tabular form of literature review with year, Technique and 
results used by the authors. 

III. PRELIMINARIES 

A. BFO based Clustering 

The process of clustering is a data mining method that 
involves classifying objects without any prior knowledge 
(clusters).It is possible to formalize the clustering problem as 
follows, given a sample data set X=(x_(1,) x_(2 ,)……x_(n ) 
),It is possible to formalize the clustering problem as follows, 
given a sample data set ,determine a partition of the objects 
into K clusters which satisfies: 

⋃            
 
      (1) 

 

   ⋂                                        (2) 

                         

In the mathematical point of view, cluster      can be 
obtained by: 

|    {  |‖     ‖     ‖     ‖       } 

                                         (3) 

    
 

|  |
∑   
      

             

Where,‖.‖ Signifies the length between of any two data 
points in the trial set, and    =the centre of cluster     . 

B. The Classical BFO Algorithm 

BFO algorithm is enlivened with a movement known as 
"chemotaxis" showed by bacterial foraging ways of behaving. 
Motile bacteria like E. coli and salmonella impel themselves by 
the turn of the flagella. An organic entity swimming or running 
forward is caused by the flagella turning counterclockwise, 
while a bacterium that makes a clockwise pivot tumble about 
with haphazard motion and swims once again. The bacterium 
can look for nutrients in any direction by switching among 
"swim" and "tumble" motions. The bacterium begins to swim 
more often as it gets closer to a nutritional gradient. Bacteria 
move away from some nourishment to search for further, 
resulting in tumbling, hence direction changes. Chemotaxis, in 
its simplest form, involves bacteria swimming and tumbling to 
reach advanced concentrations of food. 

C. Bacterial Foraging Optimization 

The three main mechanisms that make up the classical BFO 
system are chemotaxis, reproduction, and elimination-
dispersal. Here are quick summaries of each of these processes: 

1) The basic chemotaxis: Chemotaxis for bacteria is the 

course of the accumulation to nutrient-enriched regions. 

Bacterial movement designs incorporate both tumbling and 

swimming. Flips are the unit step lengths that bacteria take 

when moving in any direction. The extent to which 

adjustments are necessary determines whether the new 

position is more attractive than the opposite position. Then, 

the bacterium will keep up shifting in a more excited 

propensity for a couple of steps till the limit for variation is 

not any more shut. The enhanced method will be 

   (        )      (     )   
  

√   ( )  
  ( )        (4) 

Here,    (        )symbolize the ith bacterium at the jth 
chemotactic, kth denotes the reproductive, and lth represented 
the elimination dispersal steps.  ( )  is denoted as the trend 
step length of bacteria i in a random direction and Δ lies 
between −1 and 1 as a random vector. 

2) Swarming: The chemotactic behavior of bacteria is not 

limited to searching for food individually but also includes 

both gravitation and repulsion between them in the foraging 

process. A bacteria's attractive information causes it to move 

to the center of the population, thus fetching the bacteria 

closer together. Yet, the bacteria's repulsion information keeps 

them at a distance from each other at the same time. 

3) Reproduction: Eventually, bacteria with weak feeding 

abilities will be removed, while bacteria with robust feeding 

capabilities evolve to breed offspring to continue the 

population size. This process follows the usual method of 

survival of the fittest. The authors proposed a reproduction 

operation based on simulating this phenomenon. A chemotaxis 

operator performed by S/2 bacteria eliminated bacteria with 

poor fitness and let those with higher fitness self-replicate in 

S-sized populations. 

A completed reproduction operation ensures that the 
offspring inherits the superior characteristics of the parents, 
and it also results in the protection of the good individuals and 
the acceleration of the progress towards an optimal global 
outcome. Fig. 1 represents the basic structure of the Bacteria 
Foraging Optimization algorithm. 

 
Fig. 1. The basic organization of the Bacteria Foraging Optimization 

algorithm. 
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4) Elimination: It is important not to rule out the 

possibility that unexpected conditions might cause bacteria to 

die or migrate to a new location during bacterial foraging. It 

has been proposed to model this phenomenon by simulating 

elimination-dispersal operations. 

IV. PROPOSED SELF-ADAPTIVE BFO (SABFO) 

Chemotaxis is a crucial tool in exploring and exploitation 
of the BFO algorithm during the search for the optimization 
space. The consequence of chemotaxis depends on the size of 
the steps and the direction the swimmer flips. 

Two improvements are proposed in this paper to get better 
performance of the BFO algorithm, including extracting and 
calculating the features of the search state and increasing 
bacteria's communication. The SABFO algorithm provides a 
novel BFO algorithm to design dynamic self-adaptive 
swimming and flipping motions for bacterial cells with these 
two improvements. 

It seems that the method of calculating swimming step size 
depends on the single swimming step size, C(t), as well as the 
quantity of chemotaxis, n, as indicated by the above researcher. 
An algorithm's performance can be adjusted to the ebb and 
flow state of search based on the size of the swimming steps. 
At the point when the pursuit state is in the beginning phase, 
the calculation needs the investigation capacity for worldwide 
pursuit; then, at that point, in the later stage, the abuse capacity 
is expected for nearby turn of events. 

For various optimization issues, the difference in the BFO 
search state is likewise unique. In the meantime, on the 
grounds that the chemotaxis method is nonlinear and it is very 
complex to such an extent that the progress from the 
worldwide investigation to the nearby double-dealing can't be 
essentially depicted and separated by the way of logical 
conditions. 

The proposed paper separates the three components of the 
BFO in every search state so that the authors can better 
understand the unique change of the BFO algorithm to the 
suitable chemotaxis swimming, including iteration, population 
diversity, and mean fitness. Fig. 2 represents the bacterial 
population position of BFO Algorithm. 

 
Fig. 2. The bacterial population position of BFO algorithm. 

The population diversity of bacteria refers to where it is 
dispersed. A wider range of bacteria dispersing will increase 

population diversity, and vice versa. As part of the chemotaxis 
process of BFO, this manuscript measures the bacterial 
colony's population diversity. 

   ( )  
 

   
  √∑ (

  (     )    (     )
̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅

| |
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          (5) 

Where div (t) is the range between [0, 1], L denotes the 
solution space's elongated radius. This method measures the 
distance between the center of each bacterium and the solution 
space, regardless of the amount or dimension of the bacteria. 

The iteration of the BFO algorithm is communicated 
through a boundary T, which is characterized as an articulation 
in the reach of [0,1] in equation 6, where t and Tmax address the 
record of the current chemotaxis and the most extreme 
emphasis, separately. Hence, the meaning of parameter T is for 
the most part suitable to various algorithms regardless of how 
the parameters, the aspect, with the arrangement space which 
are programmed into the algorithms: 

 ( )  
 

    
                                (6) 

The modification in the mean fitness function is in two 
chemotaxis processes, where dJ is primarily calculated as one 
of the essential values for examining the BFO algorithm. To 
provide a common explanation, the difference in the mean 
fitness dJ is characterized in the per-unit structure inside [− 
1,1] as follows: 

  ( )  
 ( )  (   )

         
                  (7) 

Where,       and     denotes the maxima and minima of 
the fitness function, respectively. Fig. 3 shows the flowchart of 
the proposed algorithm SABFO. 

 
Fig. 3. The flowchart of the proposed algorithm. 
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So, in this proposed manuscript, the 03 most important 
variables are the population diversity, the number of iterations 
and the bacteria's mean fitness value is used as input, which is 
intended to examine the pursuit status of the algorithm in these 
manuscripts. As the chemotaxis will be changed as per 
accompanying with the swim processes are as follows: 

{
 (   )   ( )    ( )

 (   )   ( )   ( )
        (8) 

Where, the 02 output variables are the bacterial swimming 
movement increases    ( )  [0.01, 1].as well as the bacterial 
swimming step multiple is C(t) (0, 1). 

Another important operation of the BFO algorithm is 
flipping the bacteria. The direction of chemotaxis is determined 
by the extremum of each bacterium when swimming. Despite 
its benefits to the randomness of the search, this method results 
in a slower search because of blocked information among the 
bacteria. Therefore, BFO algorithms with suffer from the 
drawback of tumbling into the local optimum. 

In order to resolve the issue, mentioning individuals' data 
exchange information strategy is used in BFO. So, the BFO 
algorithm is updated and the flipping variable is given by 

    ( )      ( )       (          )      (        

   )  (9) 

By adjusting the co-efficient, the chemotaxis process is 
used in the above-mentioned equation. 

Where w, denotes the chemotaxis inertia of the bacteria at a 
specific distance. 

During bacterial chemotaxis, C1 signifies the amount at 
which each bacterium travels toward its distinct optimal value 
Plocal, whereas C2 records the global optimum value Pglobal for 
all bacteria. For improving the randomness of bacterial flipping 
and enhancing search ability, R1 and R2 are random the values 
between 0 and 1. The flowchart of the algorithm is shown in 
the Fig. 3. 

V. NUMERICAL ILLUSTRATION 

In order to compare this proposed approach to Self-
Adaptive BFO, five real-life data are Iris [35], Glass [35], 
breast cancer [35], Wine [35] and Vowel Dataset [35] were 
used in this proposed paper. 

Real- Life Data Sets 

 Iris Data: It comprises of three distinct types of iris 
blossom. 

 Glass: The information was examined from six 
dissimilar kind of glass. 

 Breast cancer: It comprises of 9 applicable highlights. 

 Wine Data set: It is the outcome of a chemical analysis 
of wine. This analysis is resolved with the quantities of 
13 constituents shown in every one of the three kinds of 
wine. 

 Vowel Dataset: It comprises of 871 Indian Telugu 
vowel sounds. 

The authors have used the following real-life datasets in 
this proposed paper. Table II represents the data set used in the 
manuscript. 

TABLE II.   THE DATASETS USED 

Real-Life Dataset n D K 

Iris plants [35] 150 4 3 

Glass[35] 214 9 6 

Wisconsin breast Cancer data set[35] 683 9 2 

Wine[35] 178 13 3 

Vowel Dataset[35] 871 3 6 

Where, n represents number of data points. D represents 
number of features and K represents no. of Cluster. 

Similarly Table III represents the value of parameter used 
in the article. 

TABLE III.  VALUE OF PARAMETER 

Algorithm 

Name 
Parameter Name Value 

FBADE 

Population size 10*dim 

Crossover 0.9 

Mutation 0.8 

Kmax 20 

Kmin 2 

K Mean 

Population size 50 

μc 8 

μm 0.001 

Kmax 20 

Kmin 2 

PSO 

Population size 100 

Inertia Weight 0.72 

C1, C2 1.494 

Pinitial 0.75 

Kmaximum 20 

Kminimum 2 

SABFO 

Population size (S) 50 

NC (No. of Chemotactic Steps) 100 

NS (Length of One swim) 4 

Nre(No. of reproduction steps) 4 

Ned (No. of elimination dispersal events) 2 

Ped (Probability of elimination dispersal events) 0.25 

VI. RESULT ANALYSIS 

Three performance metrics have been used to compare the 
SABFO algorithm with other evolutionary algorithms as state-
of-the-art clustering techniques: 

1) Performance metrics in the CS and DB domains as well 

as the number of misclassified items for each dataset; 
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2) Finding the optimal number of clusters; and 

3) Computing time. 

It is first necessary to measure the fair time of stochastic 
algorithms like PSO, FBADE, SABFO, and K Mean in order 
to compare their speed. Meanwhile the algorithms perform a 
dissimilar amount of work within their inner loops, as well as 
having different populations, the number of runs or generations 
cannot be used as a time measurement. Thus the authors 
choose to calculate computation time based on the number of 
fitness function evaluations (FEs) rather than the number of 
generations and iterations. When function complexity 
increases, counting the FEs is a reliable gauge of runtime 
complexity because it corresponds strongly with actual 
processor time. 

Generally, two successive runs of four competing 
algorithms do not match because they are stochastic. As a 
consequence, the authors conducted 50 independent runs of 
each algorithm using different seeds. Based on the 40 runs, 
each result is expressed as a mean and standard deviation. As 
the various leveled agglomerative calculation utilized here, 
utilizes no developmental strategy, the amount of function 

evaluations isn't applicable to this technique. In this algorithm, 
the authors use the Ward updating equation to efficiently 
calculate cluster distances given the number of clusters for 
each problem. 

Depending on the clustering validity measure used, any of 
the four evolutionary clustering algorithms will perform well. 
A CS measure-based fitness function is used in one set of 
experiments, while a DB measure-based fitness function is 
used in the other set of experiments. Four partitional clustering 
algorithms have been evaluated in terms of CS and DB 
calculation against the average-link metric based hierarchical 
method for each dataset. 

This algorithm was run in Matlab 2010 under Windows 11 
using an Intel Core i5 computer having 3.60 GHz speed and 8 
GB of RAM. 

The SABFO algorithm continues to offer superior 
clustering accuracy to each of the other three competitors as 
shown in Table IV. Tables IV and V represent the first four 
evolutionary algorithms (using the CS measure), mean 
classification error and standard deviation over nominal 
partitions were determined over 40 independent runs. 

TABLE IV.  106
 FUNCTION EVALUATIONS (FES) WITH CLUSTER STRICTNESS (CS) 

Name of the 

Dataset 
Algorithm Avg No. of clusters found 

Value of CS 

calculated 

Mean Intra cluster 

Distance 

Mean Inter cluster 

Distance 

BreastCancer 

SABFO 2.26±0.00 0.4623±0.033 4.2356±0.143 3.2489±0.138 

PSO 2.13±0.0587 0.4878±0.009 4.7845±0.356 2.3521±0.021 

K Mean 2.00±0.0079 0.5098±0.015 4.8879±0.904 2.3857±1.699 

FBADE 2.06±0.0232 0.4854±0.359 4.5944±0.599 2.8977±1.345 

Classical BFO 2.15±0.0261 0.8984±0.381 4.5644±0.546 3.0625±1.455 

Vowel 

SABFO 5.72±0.0641 0.9068±0.046 1399.96±0.692 2698.58±0.112 

PSO 7.25±0.0183 1.1827±0.431 1482.51±3.973 1923.93±1.154 

K Mean 5.05±0.0075 1.8978±0.897 1485.13±12.235 1921.38±0.742 

     

FBADE 7.50±0.0569 1.0844±0.067 1493.72±10.833 2434.45±1.213 

 
Classical BFO 6.66±0.0895 1.2335±0.048 1499.96±0.956 2698.58±0.112 

Glass 

SABFO 6.04±0.0139 0.3221±0.456 563.247±134.2 853.62±9.044 

PSO 5.89±0.0093 0.7532±0.073 599.535±10.34 889.32±4.233 

K Mean 5.82±0.0346 1.4743±0.236 594.673±30.62 869.93±1.789 

FBADE 5.59±0.0754 0.6999±0.643 608.787±20.92 891.82±4.945 

 
Classical BFO 5.89±0.0654 0.7506±0.725 598.852±166.3 890.89±8.250 

Iris 

SABFO 3.198±0.0382 0.6548±0.097 3.106±0.033 2.3941±0.027 

PSO 2.23±0.0443 0.7361±0.671 3.6516±1.195 2.2104±0.773 

K Mean 2.35±0.0985 0.7282±2.003 3.5673±2.792 2.5058±1.409 

FBADE 2.50±0.0473 0.7633±0.039 3.9439±1.874 2.1158±1.089 

 
Classical BFO 2.65±0.0752 0.7531±2.003 3.6689±1.562 2.2515±1.233 

Wine 

SABFO 3.19±0.0391 0.8989±0.032 4.041±0.002 3.1399±0.078 

PSO 3.03±0.0253 1.7899±0.037 4.787±0.184 2.6113±1.637 

K Mean 2.95±0.0112 1.5842±0.328 4.163±1.929 2.8058±1.365 

FBADE 3.50±0.0143 1.7964±0.802 4.949±1.232 2.6118±1.384 

 
Classical BFO 3.65±0.0562 1.6998±0.056 4.655±0.095 2.922±1.563 
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TABLE V.  MEAN CLASSIFICATION ERROR 

Dataset 

Mean Classification Error 

SABFO PSO K Mean FBADE Classical BFO 

Breast Cancer 21.98±0.28 27.01±1.25 29.00±1.55 29.15±0.50 26.00±0.00 

Vowel 413.88±3.08 451.58±5.98 471.69±6.89 474.72±4.25 496.00±0.00 

Glass 91.51±0.19 102.1±0.68 98.21±0.08 105.36±0.54 111.00±0.00 

Iris 2.35±0.00 4.15±0.0 5.00±0.00 3.96±0.00 4.00±0.00 

Wine 36.52±0.0 98.4±1.09 100.24±1.05 114.50±1.53 134.00±0.00 

TABLE VI.  DB VALUES AT THE PREDEFINED CUT-OFF VALUE WERE CALCULATED AFTER 50 INDEPENDENT RUNS, AND THE MEAN CLASSIFICATION ERROR 

Name of the 

Dataset 
Name of the Algorithm Mean no. of FE’s required DB Cutoff Value 

Mean Intra cluster 

Distance 
Mean Inter cluster Distance 

Iris 

SABFO 504783.45±12.65 

0.8 

3.9928±0.029 2.1029±0.842 

PSO 679084.75±16.57 3.7852±1.842 1.7641±0.439 

K Mean 790865.90±10.21 4.4587±3.782 1.9383±1.307 

FBADE 658796.3 4.0393±1.5 1.6278±1.6 

Wine 

SABFO 464653.35±5.50 

6 

4.8292±0.732 3.0219±0.069 

PSO 486885.85±2.85 5.1472±0.472 2.1161±1.623 

K Mean 598743.35±8.09 4.9383±1.722 2.9121±0.353 

FBADE 477869.95±8.12 4.7531±2.043 2.8158±0.389 

Breast-Cancer 

SABFO 424732.30±8.93 

0.9 

5.4489±0.342 3.0234±0.683 

PSO 467854.60±10.12 5.2885±0.552 2.0124±1.596 

K Mean 678874.90±7.82 6.8832±0.733 2.1637±1.458 

FBADE 418765.55±1.23 5.8684±0.467 1.9235±0.164 

Vowel 

SABFO 435743.05±2.65 

3 

1544.92±0.834 2081.31±0.679 

PSO 556865.00±4.26 1652.58±2.341 1264.87±3.069 

K Mean 575854.65±1.29 1582.55±7.332 1989.38±7.734 

FBADE 546859.60±2.05 1608.22±5.866 1604.43±1.674 

Glass 

SABFO 506754.00±12.27 

2 

132.757±15.8 13.46±2.54 

PSO 569787.95±10.83 154.564±39.6 13.56±2.65 

K Mean 687678.75±10.97 155.856±24.7 10.42±4.69 

FBADE 527585.35±7.50 178.809±30.3 10.21±1.09 
 

CS and DB index values were reduced by the SABFO 
within a minimum number of function evaluations in the 
majority of cases, as shown in Tables VI. According to 
Table VI, SABFO continues to provide superior clustering 
accuracy to the other three competitors. Entries of Statistically 
significant differences between SABFO and its competitors are 
evident in Table VI, only for breast cancer, FBADE yield a 
lower DB value than SABFO. Table VII shows the mean 

classification error and standard deviation of the different data 
set. 

Table VIII represent the first four evolutionary algorithms 
(using the DB measure), mean classification error and standard 
deviation over nominal partitions were determined over 40 
independent runs. 
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TABLE VII.  MEAN CLASSIFICATION ERROR AND STANDARD DEVIATION 

Dataset 

Mean Classification Error 

SABFO PSO K Mean FBADE Classical BFO 

Iris 2.22±0.00 2.79±0.55 2.75±0.08 2.74±0.00 3.14±0.00 

Wine 40.15±0.0 112.5±2.50 118.45±1.77 76.45±0.236 102.22±1.05 

Breast Cancer 26.72±0.25 30.33±0.48 26.55±0.79 29.00±1.12 29.03±1.09 

Vowel 416.37±7.50 437.00±3.72 476.58±3.59 478.62±2.69 

Glass 8.86±0.42 14.35±0.26 17.98±0.67 15.69±0.85 

TABLE VIII.  DB MEASURE-BASED FITNESS FUNCTIONS 

Name of the 

Dataset 

Name of the 

Algorithm 

Average Number of 

clusters found 
Value of DB calculated 

Mean Intra cluster 

Distance 

Mean Inter 

cluster Distance 

Iris 

SABFO 3.48±0.0217 0.4644±0.029 3.1636±0.078 2.8389±0.678 

PSO 2.28±0.0598 0.6677±0.008 3.8536±0.122 2.2548±0.034 

K-Mean 2.32±0 0.7269±0.0 3.8428±0.076 2.1438±0.020 

FBADE 2.51±0.0089 0.5825±0.069 3.8879±0.089 2.0358±0.058 

Classical BFO 2.96±0.008 0.8674±0.00 3.8098±0.00 2.2857±0.00 

Wine 

SABFO 3.25±0.0931 3.0432±0.021 4.4212±0.096 3.1029±0.047 

PSO 3.05±0.0024 4.3432±0.232 4.8668±0.154 2.6113±1.635 

K-Mean 2.95±0.0173 5.3424±0.343 5.1312±1.342 2.7565±2.128 

FBADE 3.50±0.0143 3.3923±0.092 4.263±1.907 2.8158±1.786 

Classical BFO 2.99 5.7206±0.00 4.982±0.00 2.5009±0.00 

Breast Cancer 

SABFO 2.48±0.0653 0.5102±0.007 4.5564±0.024 3.1020±0.068 

PSO 2.50±0.0621 0.5754±0.073 4.9232±0.373 2.2684±0.063 

K-Mean 2.50±0.0352 0.6328±0.002 6.5541±0.433 1.8032±0.016 

FBADE 2.10±0.0081 0.5199±0.007 5.2234±0.042 2.0236±0.058 

Classical BFO 2 0.7634±0.00 5.0098±0.00 2.2817±0.00 

Vowel 

SABFO 5.75±0.0241 0.9224±0.334 1449.12±0.834 2289.85±0.163 

PSO 7.25±0.0562 1.2821±0.009 1500.57±3.748 1747.76±1.764 

K-Mean 5.05±0.0561 2.9482±0.028 1573.23±4.675 2271.89±1.222 

FBADE 7.50±0.0819 1.4488±0.075 1498.78±2.725 1962.31±0.993 

Classical BFO 6 3.0581±0.00 1493.98±0.00 2357.62±0.00 

Glass 

SABFO 6.05±0.0248 1.0092±0.083 501.757±4.3 893.46±3.32 

PSO 5.95±0.0193 1.5152±0.073 514.554±9.5 856.00±8.07 

K-Mean 5.85±0.0346 1.8371±0.034 518.903±2.9 852.32±5.43 

FBADE 5.60±0.0446 1.6673±0.004 514.849±3.4 862.21±2.53 

Classical BFO 6 1.8519±0.00 610.033±0.00 895.47±0.00 

TABLE IX.  MEAN CLASSIFICATION ERROR 

Dataset 

Mean Classification Error 

SABFO PSO K-Mean FBADE Classical BFO 

Iris 

 
2.21±0.02 2.80±0.56 2.78±0.10 3.15±0.07 2.75±0.01 

Wine 41.25±0.01 112.5±2.50 118.45±1.77 103.20±1.05 58.15±0.08 

Breast Cancer 27.69±0.28 30.23±0.46 26.50±0.80 29.00±1.09 29.08±0.25 

Vowel 417.39±6.99 435.00±3.75 473.46±3.57 472.65±2.76 486.65±3.26 

Glass 8.82±0.42 14.56±0.28 17.98±0.67 15.70±0.89 17.52±0.68 
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Fig. 4. The 3D plot of the unlabeled Iris data set. 

The authors have applied various well-known advanced 
clustering approaches like the k-means algorithm, the Particle 
Swarm optimization algorithm, and the Fitness-Based Adaptive 
Differential Evolution (FBADE) Scheme on the 3D plot of Iris 
data (Fig. 4). The clustering results are as follows: 

 
Fig. 5. Clustering of iris data by SABFO. 

 
Fig. 6. Clustering of iris data by PSO. 

 

Fig. 7. Clustering of iris data by K-Mean. 

Fig. 5 can classify the data set which contain overlapped 
clusters very efficiently and it also the ability to cluster data 
sets with high dimension as compared to Fig. 6, 7 and 8. 

 
Fig. 8. Clustering of iris data by FBADE. 

 
Fig. 9. The 1D plot of the unlabeled Wine data set. 

Fig. 9 represents the 1-Dimensional plot of the unlabeled 
wine data set. The authors have also applied various well-
known superior clustering approaches like the k-means 
algorithm, the Particle Swarm optimization algorithm, and the 
Fitness-Based Adaptive Differential Evolution (FBADE) 
Scheme on the 1D plot of Wine Data set. The clustering results 
are as follows: 

 
Fig. 10. Clustering  of unlabeled Wine data set by SABFO. 

 
Fig. 11. Clustering  of unlabeled Wine data set by PSO. 
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Fig. 12. Clustering of unlabeled Wine data set by K-Mean. 

 
Fig. 13. Clustering of unlabeled Wine data set by FBADE. 

Fig. 10 can classify the data set which contain overlapped 
clusters very efficiently and it also the ability to cluster data 
sets with high dimension as compared to Fig. 11, 12 and 13. 

VII. DISCUSSION 

As can be seen in Table IV, the SABFO algorithm 
continues to offer clustering accuracy that is superior to that of 
the other three competitors. The first four evolutionary 
algorithms are shown in Tables IV and V. The mean 
classification error and standard deviation over nominal 
partitions were calculated after 40 independent runs using the 
CS measure. 

CS and DB record values were decreased by the SABFO 
inside a base number of capability assessments in most of 
cases, as displayed in Tables VI. According to Table VI, 
SABFO keeps on giving better bunching exactness than the 
other three contenders. Passages of Genuinely tremendous 
contrasts among SABFO and its rivals are obvious in Table VI, 
just for bosom disease, FBADE yield a lower DB esteems than 
SABFO. 

Clustering problems that have several data items, clusters, 
and overlapping cluster shapes have noticeable performance 
changes. The clustering accuracy of SABFO is consistently 
superior to that of its competitors in both Tables IV and V. The 
FBADE and SABFO methods have two clusters nearly same 
every time when it’s run for the breast cancer dataset, despite 
having very similar final CS indices. Entries of Statistically 
significant differences between SABFO and its competitors are 
evident in Table VI, only for breast cancer, FBADE yield a 
lower DB value than SABFO. 

The results of Tables V and IX indicate that the SABFO 
produces the fewest misclassified items after clustering. 
Although all five algorithms demonstrated convincing 
performance, there were misclassifications in each experiment 

based on the nominal classification, as expected. In this 
proposed evolutionary clustering algorithms, the authors found 
that the fitness values obtained were much better than those 
obtained from the insignificant classification, which represents 
that optimization cannot explain through misclassification. As 
a result, misclassification is caused by underlying expectations 
in the clustering fitness values (such as clusters' spherical 
shape), outliers in the dataset, and errors in data collection and 
nominal solutions. This is indeed not a negative result. 
Clustering solutions based on statistical criteria and minor 
classifications can be compared to reveal interesting data points 
and anomalies. Using a clustering algorithm to pre-analyze 
data in this way can be very useful. 

According to Tables IV and VIII, both the CS and DB indices 

reached their cut-off values within a minimum number of 

FE’s. 

VIII. CONCLUSION 

A SABFO algorithm was proposed in this manuscript to 
address the fixed step size of the classical BFO algorithm as 
well as weak correlation among bacteria. Self-adaptive 
chemotaxis is an adaptation of the self-adaptive swimming 
technique depends on bacteria's state of search features, 
combined with enhancement of chemotaxis flipping based on 
exchange of information. 

A comparison of the SABFO algorithm on 05 data sets was 
conducted by the PSO algorithm, the FBADE algorithm, the 
K-Mean algorithm and the classical BFO. It was found that 
SABFO's algorithm is accurate and effective at determining 
optimal solutions based on the validation results. The SABFO 
algorithm was also demonstrated to have better exploitation 
abilities in the future stages and having a more steady search 
performance. 

In brief, the SABFO algorithm has a good stability between 
exploration and exploitation, which reduces the risks of local 
convergence. Further it can overwhelm the aforesaid two 
shortcomings of traditional BFOs. 

Additionally, the SABFO algorithm is very stable and 
performs well when searching. Due to this, SABFO provides 
an efficient and novel way to accord with complex 
optimization issues. 

In the above table, it appears that all four competitor 
algorithms terminated with similar accuracy for all the datasets. 
Based on the proposed algorithm, the CS and DB are found 
very lowest as per Table IV and VIII. In addition, SABFO 
successfully found the near-exact number of classes over 
consecutive iterations (three for iris and Wine data sets).For 
future researchers, there is a lot of scope to improve the 
proposed variants that may give much more excellent results 
on real-world optimization problems. 
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Abstract—The rapid growth of urban areas has significantly 

compounded traffic challenges, amplifying concerns about 

congestion and the need for efficient traffic management. 

Accurate short-term traffic flow prediction remains important 

for strategic infrastructure planning within these expanding 

urban networks. This study explores a Transformer-based model 

designed for traffic flow prediction, conducting a comprehensive 

comparison with established models such as Long Short-Term 

Memory (LSTM), Bidirectional Long Short-Term Memory 

(BiLSTM), Bidirectional Gated Recurrent Unit (BiGRU), and 

Time-Delay Neural Network (TDNN). Our approach integrates 

traditional time series values with derived time-related features, 

enhancing the model's predictive capabilities. The aim is to 

effectively capture temporal dependencies within operational 

data. Despite the effectiveness of existing models, internal 

complexities persist due to diverse road conditions that influence 

traffic dynamics. The proposed Transformer model consistently 

demonstrates competitive performance and offers adaptability 

when learning from longer time spans. However, the simpler 

BiLSTM model proved to be the most effective when applied to 

the utilized data. 

Keywords—Traffic flow; short-term prediction; machine 

learning; transformer 

I. INTRODUCTION 

Urbanization and the subsequent surge in vehicular traffic 
pose challenges to the efficiency and sustainability of urban 
transportation networks. The intricate interplay of dynamic 
factors, including population growth, urban expansion, and 
evolving commuter behaviours, necessitates innovative 
solutions for managing traffic flow. In particular, the advent of 
advanced predictive models has emerged as a cornerstone in 
addressing the complexities inherent in urban traffic dynamics 
[1], [2]. 

Traffic flow prediction, an important component of 
intelligent transportation systems, facilitates proactive traffic 
management, congestion alleviation, and resource 
optimization. This predictive capability is increasingly crucial 
in urban planning and policymaking. Precise insights into 
future traffic patterns empower decision-makers to devise 
effective strategies for infrastructure development, traffic 
routing, and overall enhancement of urban mobility. 
Understanding population behaviours within transport models, 
especially in relation to mode choice for trips, forms a critical 
aspect that can influence the precision and application of 
predictive traffic models [3]. 

In the domain of traffic flow prediction, the quest for 
accurate, adaptive, and efficient models has intensified, given 

the important role of predictive systems in optimizing urban 
transportation networks. Traditional models, including Long 
Short-Term Memory (LSTM), Gated Recurrent Unit (GRU), 
Bidirectional Recurrent models and Convolutional Neural 
Networks (CNNs) such as Time-Delay Neural Network 
(TDNN), have significantly contributed to unravelling 
temporal dependencies within traffic data [4]. 

The introduction of the Transformer architecture [5], 
initially developed for Natural Language Processing (NLP) 
tasks, has paved the way for sequence modelling in various 
domains. Known for its distinctive attention mechanisms, this 
architecture revolutionises sequential data processing by 
employing self-attention mechanisms. This allows for a deeper 
comprehension of intricate relationships within sequences. The 
ability to discern temporal correlations has highlighted its 
potential application in traffic flow prediction models [6]–[8]. 

In this study, we undertake the task of forecasting future 
vehicle counts based on historical observations, with a specific 
focus on univariate traffic flow forecasting. The objective is to 
harness the capabilities of a transformer, which excels at 
discerning intricate traffic dynamics. The aim is to analyse how 
well it can decode complex traffic patterns by capturing time-
related nuances and dependencies within the traffic data. 
Furthermore, we compare the performance of the transformer 
with the established neural networks for sequence modelling, 
such as LSTM, Bidirectional Long Short-Term Memory 
(BiLSTM), Bidirectional Gated Recurrent Unit (BiGRU), and 
TDNN. The incorporation of temporal features and the 
evaluation of distinct past observation intervals might yield 
additional insights for our analysis. 

The paper is organized as follows: Section II provides an 
overview of existing traffic flow prediction models, Section III 
offers a detailed description of the prediction models, Section 
IV explains the experimental setup and evaluation 
methodologies, and Section V presents an analysis and 
comparative assessment of results. In Section VI, the 
discussion of the results is presented, and Section VII 
concludes with remarks that outline implications for future 
research. 

II. RELATED WORKS 

The evolution of time series prediction has been marked by 
advancements in data analysis, machine learning, and 
computational power. Initially, time series prediction relied on 
statistical (or parametric) methods such as Autoregressive (AR) 
and Moving Average (MA) models [9], [10]. These models are 
the building blocks of the Autoregressive Integrated Moving 
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Average (ARIMA) model [11], which remains a common 
approach for time series prediction to date. These methods 
assumed that future values depend linearly on past 
observations and aimed to capture the underlying trends and 
patterns. 

Another frequently used method is employing Kalman 
filtering [12], [13]. Due to dynamic traffic conditions and the 
nonlinear nature of traffic flow, parametric methods may 
struggle to effectively capture traffic features. As a result, there 
has been a shift in focus towards non-parametric machine 
learning methods in the field of traffic flow forecasting [4]. 
Decision trees, k-nearest neighbour (k-NN) [14], Support 
Vector Machines, and Neural Networks (NNs) started making 
their way into the domain. However, challenges remained in 
handling the temporal dependencies inherent in time series 
data. 

The resurgence of interest in neural networks, particularly 
Recurrent Neural Networks (RNNs), marked a significant 
milestone. RNNs, with their ability to capture sequential 
dependencies, demonstrated improved performance in time 
series prediction tasks. LSTMs are a type of RNN, which have 
shown the ability to extract complex correlations in non-linear 
traffic data and capture long-term dependencies. The study 
conducted in [15] compares the LSTM architecture with 
models such as random walk, support vector regression, 
wavelet neural network, and the stacked autoencoder, 
emphasizing its favourable outcomes in short-term traffic flow 
prediction. The hybrid LSTM proposed in [16] optimizes its 
structure and parameters to adapt to various traffic scenarios. 
Comparative analysis reveals that the hybrid LSTM model 
outperformed other typical models (Fuzzy C-Means, Kalman 
filter and LSTM) in terms of prediction accuracy. This 
improvement in accuracy was achieved with only a marginal 
increase in processing time compared to LSTM model. 

The performance comparison between LSTM and its 
simplified counterpart GRU, indicates that GRU outperformed 
LSTM when the past observation sequences were small [17]. 
On the other hand, LSTM performed better with more complex 
datasets and required the use of extended sequences to predict 
future traffic volume. A comparative analysis with benchmark 
models proposed in [18], including ARIMA, LSTM, BiLSTM, 
and GRU, indicates the superior performance of the BiGRU 
model. The bidirectional model utilizes preceding and 
succeeding time sequences to extract additional traffic flow 
information. Notably, deep learning methods, including Bi-
GRU, outperformed the traditional ARIMA model in 
prediction accuracy, particularly during peak periods. 
However, the BiGRU model exhibited a slight lag in traffic 
flow prediction. 

Recent advances in time series forecasting using 
Transformer models are gaining traction in the field of traffic 
forecasting. Known for their prowess in cross-sequence tasks, 
these models have been refined to predict temporal data, 
fundamentally transforming conventional methodologies by 
optimizing computing processes and capturing extensive 
dependencies. Cai et al. [6] focused on addressing spatio-
temporal dependencies in traffic forecasting. Their Traffic 
Transformer architecture, inspired by the Transformer 

framework and Graph CNNs, adeptly managed periodicity, and 
spatial dependencies. It showcased superior performance with 
real-world traffic datasets. Reza et al. [7] introduced a multi-
head attention-based transformer model for traffic flow 
forecasting. The model demonstrates greater efficiency in 
capturing prolonged traffic flow patterns compared to 
recurrent-based models. However, to achieve optimal 
performance, the proposed transformer required substantial 
amounts of training data. Existing studies predominantly 
concentrate on short-term predictions, creating a gap in long-
term traffic forecasting research. Tedjopurnomo et al. [8] stress 
the significance of extending prediction to 24 hours for better 
congestion planning. To overcome limitations in current 
recurrent structure-based models for long-term traffic 
prediction, they introduce a modified Transformer model 
named TrafFormer, incorporating time and day embedding. 
Experimental results highlight the superior performance of 
their proposed model compared to existing hybrid neural 
network models. 

III. METHODS 

This section delineates the intricacies of sequential neural 
network architectures—LSTM, BiLSTM, BiGRU, TDNN, and 
Transformer—applied in the domain of traffic flow prediction 
models. 

A. Long Short-Term Memory and Bidirectional Long Short-

Term Memory 

LSTM, an extension of a Vanilla RNNs, presents a robust 
architecture aimed at resolving the limitations of conventional 
RNNs in capturing long-range dependencies. Addressing the 
vanishing gradient problem inherent in RNNs, LSTM units 
incorporate a memory cell (    that persists and evolves over 
time steps. 

At each time step, LSTM units navigate through three 
gates: the forget gate (   , input gate (   , and output gate     . 
These gates modulate the flow of information, orchestrating the 
update and retention of information within the cell state. The 
LSTM architecture is shown in Fig. 1. 

 
Fig. 1. Graphical visualization of the functioning of the LSTM unit. 

Each gate within the LSTM unit serves a distinctive 
function: 

 Forget gate (   : This gate regulates the relevance of 
past information, allowing the LSTM unit to decide the 
degree of retention or discarding of prior information 
from the cell state. 
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 Input Gate (     Responsible for modulating incoming 
information, the input gate enables the selective update 
of the cell state based on the present input sequence and 
the preceding state. 

 Output gate       Governing the flow of information 
from the cell state to generate the output, this gate 
ensures the controlled dissemination of relevant 
information. 

In the context of traffic flow prediction models, LSTM 
networks exhibit remarkable proficiency in capturing and 
predicting complex traffic dynamics over prolonged periods, 
owing to their capacity to capture long-term dependencies 
within sequential traffic data. 

BiLSTM extends the capabilities of LSTM by 
incorporating bidirectional processing, allowing information to 
flow both forward and backward within the network. BiLSTM 
units consist of two LSTM layers: one processes the input 
sequence forward in time, while the other processes the 
sequence in reverse. Each BiLSTM unit operates with two sets 

of gates similar to LSTM: forget gates    ⃗⃗⃗     ⃖⃗⃗⃗  , input gates 
   ⃗⃗    ⃗⃗⃖ , and output gates    ⃗⃗  ⃗   ⃖⃗ ⃗⃗   for the forward and backward 
directions, respectively. This dual directionality enables the 
network to capture dependencies in both past and future 
contexts simultaneously. 

By leveraging information from both past and future 
contexts, BiLSTM units excel in comprehensively 
understanding the sequential nature of data. In the domain of 
traffic flow prediction models, BiLSTM architectures 
demonstrate enhanced capabilities in capturing complex 
temporal dependencies, leveraging bidirectional information 
flow to predict traffic patterns with improved accuracy, 
especially when dealing with nuanced traffic dynamics 
influenced by historical and future context [19]. 

B. Gated Recurrent Unit and Bidirectional Gated Recurrent 

Unit 

GRU presents an alternative architecture to LSTM, 
designed to capture long-range dependencies in sequential 
data. GRU units comprise two gates: reset gate (     and an 
update gate       effectively regulating the flow of information 
within the network. The reset gate determines how much of the 
past information to forget, while the update gate modulates the 
blending of new input with the previous state. The GRU 
architecture is shown in Fig. 2. 

 
Fig. 2. Graphical visualization of the functioning of the GRU unit. 

Unlike LSTM, GRU units do not possess a separate cell 
state, simplifying the architecture while preserving its capacity 
to capture temporal dependencies. GRU units are adept at 
learning from sequential data due to their simplified structure, 
making them particularly suitable for traffic flow prediction 
models. Their ability to balance the preservation and update of 
past information allows for effective modelling of traffic 
dynamics, enabling the prediction of flow patterns with a focus 
on essential temporal relationships. 

BiGRU extends the GRU architecture to process 
information bidirectionally. Similar to BiLSTM, BiGRU 
incorporates two sets of GRU layers that process input 
sequences in both forward and backward directions. BiGRU 
units maintain the characteristics of GRU but leverage 
bidirectional information flow, allowing simultaneous 
exploration of past and future contexts [20]. 

In this work, bidirectional RNNs were employed to 
improve training efficiency by simultaneously processing the 
input sequence in both forward and backward directions (see 
Table I). The BiGRU and BiLSTM models comprise two 
bidirectional recurrent layers, and their outputs are aggregated 
using global average pooling. For comparison, we also 
included the classical LSTM model, which comprises three 
sequential LSTM layers, an aggregating LSTM layer, and 
densely connected layers. 

TABLE I.  CONFIGURATION OF RECURRENT MODELS 

Layer LSTM BiLSTM  BiGRU  

1. LSTM() Bidirectional(LSTM)  Bidirectional(GRU)  

2. Dropout(0.2) Dropout(0.2)  Dropout(0.2)  

3. LSTM() Bidirectional(LSTM)  Bidirectional(GRU)  

4. Dropout(0.2) Dropout(0.2)  Dropout(0.2)  

5. LSTM() GlobalAvgPooling()  GlobalAvgPooling()  

6. Dropout(0.2) Dense()  Dense()  

7. LSTM() Dense(1)  Dense(1)  

8. Dropout(0.2)     

9. Dense()     

10. Dense(1)     

C. Time-Delay Neural Network 

TDNN represents a specialized class of feedforward neural 
networks designed for modelling temporal sequences. These 
networks utilize fixed-size time windows to capture intricate 
temporal dependencies embedded within sequential data. 
Unlike recurrent counterparts such as LSTM or GRU, TDNNs 
employ distinct convolutional layers, each capturing unique 
temporal abstractions within the input data. 

Operating through convolutional layers that traverse the 
input sequence, TDNNs adeptly extract features within 
predefined time windows or delays. These localized features 
then undergo further processing across subsequent layers, 
culminating in higher-level representations that encapsulate the 
temporal intricacies within the data. By focusing on local 
patterns across diverse time scales, TDNNs excel in capturing 
short and medium-term dependencies inherent in sequential 
data. The complete architecture of the TDNN used in our 
experiments is detailed in Table II. 
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TABLE II.  CONFIGURATION OF TDNN MODEL 

Layer TDNN 

1. TDNNLayer([-2,2]) 

2. TDNNLayer([-2,0,2]) 

3. TDNNLayer([-3,0,3]) 

4. TDNNLayer([0]) 

5. TDNNLayer([0]) 

6. Flatten() 

7. Dense(32) 

8. Dense(1) 

D. Transformer 

Transformers have emerged as a paradigm-shifting 
architecture within neural networks, initially recognized for 
their success in NLP tasks. Unlike traditional RNNs, 
Transformers process input data in parallel, disassembling it 
into smaller tokens embedded within high-dimensional vectors. 
These vectors are then passed through multiple layers, utilizing 
a mechanism called self-attention to focus on important input 
segments. This intrinsic mechanism empowers Transformers to 
capture long-range dependencies and effectively model the 
underlying structures of natural language. The utilization of 
Transformers in traffic flow prediction represents a frontier 
where their prowess in capturing contextual relationships and 
long-range dependencies can significantly contribute to the 
evolution of precise traffic flow prediction models. 

 
Fig. 3. Transformer architecture. 

The Fig. 3 shows the proposed architecture of a single-
block Transformer (where Nx represents the block ID), 
consisting of following sub-layers: a multi-head self-attention 
mechanism, an LSTM layer, and fully connected feed-forward 
network. In our implementation, we opted for the use of two 
transformer blocks based on experimental findings. The output 
of the last Transformer block is aggregated using row-wise and 
column-wise attention pooling and is then fed to the final dense 
layers. The model takes as input either the one-dimensional 
time series or two-dimensional time series × number of 
features. 

IV. EXPERIMENTS 

This section provides an overview of the experimental 
setup, dataset specifics, training strategies, and evaluation 
metrics crucial for both the development and assessment of the 
performance of the neural network architectures used in traffic 
flow prediction. 

A. Dataset 

The traffic dataset [21] used in this study is publicly 
available on the Kaggle online platform. This dataset consists 
of a collection of time series data, recording vehicle counts at 
hourly intervals across four distinct junctions. The features 
within this dataset include DateTime, Junction Type, Vehicle 
Count, and ID. The temporal span of data collection varies, 
encompassing observations from November 2015 to June 2017 
for three junctions and from January 2017 to June 2017 for the 
remaining junction. Overall, this dataset comprises a total of 
48,100 observations, providing insights into the hourly 
vehicular traffic across multiple junctions. In this study, data 
from junction number one was selected for experimentation. 

Preprocessing techniques, including Z-score normalization 
and differencing with a one-week window span, were 
employed to mitigate inherent temporal patterns and trends 
within the dataset. Normalization addresses the issue of 
diversity in the value ranges of time series data, which is 
suboptimal for neural network input. The stationarity of the 
data was assessed using the Augmented Dickey-Fuller test. 

In addition to time series values, we also included derived 
time-related features such as the month, hour, day of the week, 
weekend indicator, and lag features representing the values 
from the previous hour and the same hour on the previous day. 

B. Network Setup and Training 

The experiments were conducted on a hardware platform, 
encompassing the environmental parameters listed in Table III. 

TABLE III.  EXPERIMENTAL SETUP 

Parameters Configuration 

CPU Intel Core i9-12900HX 

GPU nVidia GeForce RTX 3080 Ti 

GPU memory size 16GB 

RAM 64GB 

Operating systems Win11 

Deep learning architecture Tensorflow 2.10.1 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 1, 2024 

712 | P a g e  

www.ijacsa.thesai.org 

Training of the neural networks—LSTM, BiLSTM, 
BiGRU, TDNN, and Transformer—entailed parameter tuning. 
These models were systematically constructed with iterative 
exploration into diverse epochs, learning rates, batch sizes, and 
optimizer choices. Furthermore, the Halving Grid Search 
algorithm was used to narrow down the search for optimal 
settings through successive halving. The key parameters 
governing model training are detailed in Table IV. 

TABLE IV.  KEY PARAMETERS DURING MODEL TRAINING 

Parameters Setup 

Epochs 500 

Early stopping patience 10 

Momentum 0.99 

Learning rate 0.001 

Weight decay 0.0005 

Batch size 128 

Optimizer Adam/Lion 

C. Metrics 

The evaluation metrics are important in assessing the 
efficacy of traffic flow prediction models developed using 
neural networks. While analytical or theoretical validation of 
these models proves challenging, error metrics play a crucial 
role in assessing their performance [22]. 

The evaluation metric used in this work is the Mean 
Squared Error (MSE) and Mean Absolute Error (MAE). MSE 
is a common metric employed to measure the average squared 
difference between the actual and predicted values (1). A 
higher MSE indicates greater prediction error. 

      
 

 
 ∑       

        
   

    

where, n denotes the number of values. In this study, the 
Root Mean Square Error (RMSE) was utilized, which is the 
square root of MSE. This choice was made because RMSE 
shares the same scale as the original target variable. 

The squaring of deviations in MSE significantly impacts 
the results, especially for extreme values. MSE exhibits higher 
sensitivity to these outliers. Conversely, for proximal values, 
squaring produces even smaller values, indicating their reduced 
significance rendering MSE less sensitive to nearby values. 
Therefore, an additional metric was employed to assess the 
performance of the models. 

MAE operates similarly to MSE and represents the average 
positive deviation between predicted values and reference 
values. MAE is computed as the average absolute difference 
between predicted and reference values in Eq. (2) for n 
instances: 
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MAE provides a single value encapsulating all absolute 
deviations. The MAE metric does not amplify the effect of 

outliers since it considers absolute differences without 
squaring. 

V. EXPERIMENTAL RESULTS 

In this section, we present and analyse the experimental 
results obtained from applying various time-series forecasting 
models. The outcomes of the model evaluation are detailed in 
Table V, encompassing results for five distinct models: LSTM, 
BiLSTM, BiGRU, TDNN, and Transformer. For each model, 
performance is assessed across two time intervals—6 hours 
and 12 hours. Past observations from the last t hours served as 
input, and predictions for the subsequent time point (t + 1 hour) 
were generated. Furthermore, two experimental settings were 
employed: time series modelling using simple sequences, and 
time series modelling with additional features. During the 
evaluation phase, we conducted 10 successive model trainings, 
and the results of the best model are reported. 

The results reveal variations in the models' predictive 
capabilities under different forecasting horizons. In most cases, 
models that make predictions based on the past 6-hour time 
interval achieved better results. The Transformer model 
appears to perform well when forecasting based on longer time 
spans. The complexity of the proposed Transformer might 
handle intricate inputs more efficiently. 

In general, the inclusion of time features in the learning 
process resulted in improved error metrics. By integrating 
temporal information, models acquire the capability to leverage 
inherent temporal patterns and dependencies within time series 
data. The best results for each time interval (columns) are 
highlighted in bold. Among the considered models, BiLSTM, 
BiGRU, and the proposed Transformer proved to be the most 
effective, with BiLSTM achieving the highest performance. 
This outcome can be attributed to the fact that a simpler model 
is more suitable for a smaller database. While the proposed 
Transformer model consistently demonstrates competitive 
performance, particularly evident with MAE values ranging 
from 0.1695 to 0.1714, it may be better suited for larger 
datasets. The utilization of pretraining could potentially further 
enhance its performance. 

TABLE V.  COMPARISON OF THE EXPERIMENTAL RESULTS 

Model Metrics Time series Time series × features 

  6h 12h 6h 12h 

LSTM 
RMSE 
MAE 

0.2388 
0.1720 

0.2399 
0.1725 

0.2365 
0.1694 

0.2383 
0.1703 

BiLSTM 
RMSE 
MAE 

0.2380 
0.1708 

0.2392 
0.1717 

0.2350 
0.1688 

0.2363 
0.1692 

BiGRU 
RMSE 

MAE 

0.2361 

0.1704 

0.2398 

0.1715 

0.2359 

0.1692 

0.2368 

0.1699 

TDNN 
RMSE 

MAE 

0.2386 

0.1720 

0.2406 

0.1735 

0.2388 

0.1724 

0.2394 

0.1727 

Transformer 
RMSE 

MAE 

0.2385 

0.1714 

0.2367 

0.1711 

0.2363 

0.1711 

0.2376 

0.1695 
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Fig. 4. Five-day prediction comparison across various sequence models: a) simple time series prediction; b) time series prediction with additional features. 

VI. DISCUSSION 

The evaluation of LSTM, BiLSTM, BiGRU, TDNN, and a 
modified Transformer over two time intervals (6 hours and 12 
hours) and across two experimental settings, including time 
series modelling with simple sequences and time series 
modelling with additional features, has provided insights into 
their predictive capabilities. The effectiveness of models is 
influenced by the choice of the past time horizon. Notably, 
most of the models learning from a 6-hour time span 
demonstrated superior performance compared to those learning 
from 12 hours. The inherent complexity of the Transformer 
architecture enables it to effectively capture temporal 
dependencies, making it particularly well-suited for forecasting 
based on longer time spans. 

The predicted outcomes of all models without the use of 
time features are visualized in Fig. 4(a). Upon comparison with 
the addition of time features in Fig. 4(b), subtle improvements 
in prediction accuracy can be observed. The visualized days 
start from Tuesday and extend until midday on Sunday. The 
predicted values closely mimic the real-world values, with one 
notable exception: the models have learned to anticipate an 
increase in the number of vehicles on Thursdays and Fridays. 
Including supplementary information about holidays or non-
working days might improve the model's decision-making 
process, especially in pinpointing the busiest traffic days of the 
week related to holiday travel.  

The prediction outcomes for the proposed Transformer 
model and the best performing BiLSTM are illustrated in  
Fig. 5. For a more detailed perspective, only two days are 
displayed, revealing a distinct decline in the number of vehicles 
from Friday to Saturday. The incorporation of temporal 
features (see Fig. 5(b)) to some extent helped align the 
predicted values more closely with the actual values. 

Selecting between BiLSTM and Transformer for time 
series prediction relies on the characteristics of the data and the 
available computational resources. While BiLSTM is a type of 

RNN that can capture temporal dependencies in sequential 
data, Transformer is a type of attention-based NN that can 
process sequential data in parallel, resulting in faster training 
times. The size of a dataset can influence the performance 
difference between a BiLSTM and a Transformer. The 
Transformer can be well-suited for transfer learning, 
particularly when pre-trained on large datasets, making it 
valuable for tasks involving limited labelled data. 

 
Fig. 5. The prediction outcomes of BiLSTM and Transformer models: a) 

simple time series prediction; b) time series prediction with additional 
features. 

VII. CONCLUSION 

In this study, we conducted an analysis of various time-
series forecasting models, including LSTM, BiLSTM, BiGRU, 
TDNN, and modified Transformer. The evaluation 
encompassed two time intervals (6 hours and 12 hours) and 
two experimental settings: time series modelling using simple 
sequences and time series modelling with additional features. 
Our findings indicate variations in the predictive capabilities of 
the models under different forecasting horizons. Notably, 
models learning from a 6-hour time interval generally 
outperformed those learning from 12 hours. The Transformer 
model demonstrated efficacy in longer time spans, showcasing 
its ability to handle intricate inputs efficiently due to its 
inherent complexity. 
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The integration of time features into the learning process 
often resulted in improvements in error metrics. This 
enhancement arises from the models' capacity to leverage 
temporal patterns within time series data. Among the 
considered models, BiLSTM, BiGRU, and the proposed 
Transformer emerged as the most effective, with BiLSTM 
achieving the highest performance. 

In our future work, the potential of transfer learning and 
improved fine-tuning will be explored. Moreover, evaluating 
other time series datasets may provide additional insights into 
the proposed analysis. The findings of this study can contribute 
to the broader understanding of model selection and 
optimization in time series forecasting, with implications for 
both research and practical applications in urban planning and 
traffic management systems. 
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Abstract—The memorization and reuse of experience, 

popularly known as experience replay (ER), has improved the 

performance of off-policy deep reinforcement learning (DRL) 

algorithms such as deep Q-networks (DQN) and deep 

deterministic policy gradients (DDPG). Despite its success, ER 

faces the challenges of noisy transitions, large memory sizes, and 

unstable returns. Researchers have introduced replay 

mechanisms focusing on experience selection strategies to 

address these issues. However, the choice of experience retention 

strategy has a significant influence on the selection strategy. 

Experience Replay Optimization (ERO) is a novel reinforcement 

learning algorithm that uses a deep replay policy for experience 

selection. However, ERO relies on the naïve first-in-first-out 

(FIFO) retention strategy, which seeks to manage replay memory 

by constantly retaining recent experiences irrespective of their 

relevance to the agent’s learning. FIFO sequentially overwrites 

the oldest experience with a new one when the replay memory is 

full. To improve the retention strategy of ERO, we propose an 

experience replay optimization with enhanced sequential 

memory management (ERO-ESMM). ERO-ESMM uses an 

improved sequential retention strategy to manage the replay 

memory efficiently and stabilize the performance of the DRL 

agent. The efficacy of the ESMM strategy is evaluated together 

with five additional retention strategies across four distinct 

OpenAI environments. The experimental results indicate that 

ESMM performs better than the other five fundamental 

retention strategies. 

Keywords—Experience replay; experience replay optimization; 

experience retention strategy; experience selection strategy; replay 

memory management 

I. INTRODUCTION 

Deep reinforcement learning (DRL) has emerged as a 
robust framework for training agents to make intelligent 
decisions in complex environments [1] in the area of health [2], 
[3], [4], automobile [5], [6], robotics [7], [8], energy [9], [10], 
[11] and others. RL algorithms aim to maximize cumulative 
rewards by allowing an agent to interact with an environment, 
learning from trial and error. One crucial component of RL is 
experience replay (ER), which involves reusing past 
experiences to enhance the learning process. ER has been 
successful in the RL field since its implementation in the deep 
Q-network (DQN) algorithm [12] and has undergone numerous 
improvements by researchers. It has proven to be a valuable 
technique, facilitating improved sample efficiency, breaking 
transition correlations, stabilizing learning dynamics, and 
reducing the cost of training [12], [13], [14], [15]. However, 
the effectiveness of ER strongly relies on selecting and 
retaining relevant experiences [16]. Experience sampling 

involves the sequential or stochastic (random) selection of an 
experience index (the array index of the stored transitions) to 
determine the experience to use for training the RL agent. In 
contrast, experience retention focuses on strategies that can be 
adopted to determine the experiences to be stored and how 
these experiences can be managed in the replay buffer to 
optimize the learning process. 

In recent years, various ER strategies have been proposed 
to address the challenges associated with experience retention. 
Isele and Cosgan [17] suggests that strategies for sampling 
experiences can be based on surprise, reward, state-space 
coverage, global training distribution, and state-action 
similarities. Similarly, de Bruin et al. [16]  identified the full 
database (Full DB), first-in-first-out (FIFO), temporal 
difference error (TDE), and exploration as strategies for 
experience retention. They assert that while the FIFO strategy 
sequentially replaces old experiences irrespective of their 
relevance to learning, the exploration strategy stochastically 
overwrites the least-explored experience. The TDE strategy 
stochastically overwrites the least surprising experience, while 
the Resv approach ensures that "observed" experiences have 
equal retention rights. Moreover, the Full DB strategy uses a 
large amount of memory to store all experiences and does not 
require the removal of experiences from the replay memory. 

Even with the improvements in ER strategies, they have 
limitations. The TDE is susceptible to noise, differences in 
function approximation accuracy, and randomness in the 
environment [15], [16], [18], [19], [20]. The FIFO strategy is 
affected by rapid changes in the state distribution, and Resv has 
premature data distribution convergence and poor coverage of 
state action over the optimal policy. Exploration takes longer to 
learn the correct value function, and Full DB promotes the rise 
of irrelevant experiences in the replay buffer [16]. Hence, there 
is still ample room for improvement in designing more 
efficient and effective experience retention strategies. 

The proposed experience replay optimization with 
enhanced sequential memory management (ERO-ESMM) is a 
novel reinforcement learning algorithm that aims to improve 
the learning stability of DRL agents. The ERO-ESMM 
algorithm uses an enhanced sequential memory management 
(ESMM) strategy to manage the replay memory efficiently and 
stabilize the agent's performance. Compared to five existing 
experience retention strategies, the experimental results 
indicate that ERO-ESMM exhibits superior performance. 

In this study, we present an enhanced experience retention 
strategy for DRL. Our proposed strategy aims to improve the 
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efficiency and effectiveness of experience replay by carefully 
managing experiences within the replay memory. The primary 
advancements presented in this study can be outlined as 
follows: 

1) Firstly, we develop three new retention strategies to 

improve the efficiency and effectiveness of experience replay. 

2) Secondly, we investigate the effects of six retention 

strategies, including the enhanced FIFO, on the ERO-

enhanced DDPG algorithm. 

3) Finally, we propose an enhanced framework 

incorporating the highest-performing retention strategy into 

the ERO framework. 

We review existing experience retention strategies in 
Section III to achieve these objectives. We then present our 
enhanced retention strategy, outlining its core principles and 
rationale in Section III. Subsequently, we describe the 
experimental setup used to evaluate the performance of our 
approach in Section IV and provide detailed results and 
analysis. Finally, in Section V, we conclude our study and 
recommend future work in the field. 

II. RELATED WORK 

We recognize that sampling and retention strategies are 
essential to experience replay in reinforcement-learning 
algorithms. This section briefly overviews the experience 
replay mechanism and sampling strategy. However, the section 
focuses on retention strategies, explicitly identifying those that 
effectively improve the performance of RL algorithms that use 
experience replays. The section explains the actor-critic 
method since the study seeks to improve an actor-critic 
algorithm (DDPG). 

A. Experience Replay 

With ER, an agent generates experiences using an 
exploration-exploitation method at specific intervals and stores 
them in fixed-size replay memory. The agent then samples 
these experiences uniformly and randomly from the replay 
buffer into a mini-batch and repeatedly uses them to train the 
RL algorithm. This random selection prevents high correlation 
among the sampled experiences. 

ER was first introduced by Lin [21] in the early 1990s, but 
it gained widespread attention when Mnih et al. [12] combined 
it with a deep convolutional neural network to create a 
groundbreaking deep Q-network (DQN) algorithm. Since then, 
ER has become a critical component of RL algorithms, 
allowing them to use experience effectively and reduce the 
interactions required with the environment. Before the 
introduction of ER, algorithms such as Q-learning [20], which 
relied on a tabular data storage mechanism, could not retain 
previous state-action values because the current ones of the 
same state-action pair would overwrite them. This 
"catastrophic forgetting’ [22], [23], [24], [25], [26] behavior 
leads to slower learning and poor algorithm convergence. 

Although many algorithms that implement diverse 
sampling strategies have been developed, the size and data 
structure of the replay buffer, mini-batch size, experience 
retention rate, experience sampling, and retention techniques 

significantly influence the performance of these algorithms 
[40]. The selection of the experience index for experience 
sampling or retention can be sequential or random (uniform or 
prioritized probability). Sequential index selection is not 
appropriate for experience sampling because it creates a high 
correlation among the selected experiences, which 
subsequently slows down the agent's learning [12], [13], [34], 
[41]. Table I shows that most cited RL algorithms use a 
sequential index selection approach to remove experiences 
from the replay memory.  

TABLE I.  SOME RL ALGORITHMS AND THEIR EXPERIENCE INDEX 

SELECTION APPROACH FOR EXPERIENCE RETENTION 

Algorithm 

Experience Index Selection 

Approach 

Sequential Random 

 Uniform Priority 

Deep Q-Network (DQN) [12]     

Double DQN[27]     

Dueling DQN[28]     

Prioritized Experience Replay (PER) 
[29] 

    

Deep Deterministic Policy Gradient 

(DDPG) [30] 
    

Twin Delayed Deep Deterministic 

Policy Gradient (TD3) [18] 
    

Trust Region Policy Optimisation 
(TRPO) [31] 

    

Proximal Policy Optimisation (PPO) 

[32] 
    

Episodic Memory Deep Q-Network 
(EMDQN) [33] 

    

Advantage Actor-Critic (A2C) + 

Prioritized Stochastic Memory 
Management (PSMM) [20], [34] 

    

DQN + Dual Memory Structure 

(DMS) [12], [35] 
     

DDPG + Experience Replay 

Optimisation (ERO) [30], [36] 
    

Combined Experience Replay (CER) 

[37] 
 

    

Attentive Experience Replay (AER) 

[38] 
    

Selective Experience Replay (SER) 

[17] 
     

Prioritized Sequence Experience 
Replay (PSER) [39] 

    

The advancements in ER are incorporated in many popular 
RL algorithms, such as DQN [12], dueling DQN [28], double 
DQN [27], twin delayed deep deterministic policy gradient 
(TD3)[18], deep deterministic policy gradient (DDPG) [30], 
proximal policy optimization (PPO)[32], episodic memory 
deep Q-Network (EMDQN) [33], and trust region policy 
optimization (TRPO) [31], still use the naïve ER uniform 
random sampling strategy. Other algorithms, such as 
prioritized experience replay (PER) [36], prioritized sequence 
experience replay (PSER) [37], experience replay optimization 
(ERO) [38], and attentive experience replay (AER) [39], 
implement prioritized strategies. Equally, prioritized stochastic 
memory management (PSMM) [20], combined experience 
replay (CER) [37], selective experience replay (SER) [17], and 
episodic memory control (EMC)[40] use experience retention 
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strategies (memory management strategies). In contrast, some 
replay strategies focus on the structure of the replay memory 
instead of the content[35], [42], [43]. ERO has proven superior 
among prioritized selection algorithms, owing to its easy 
adaptation and generalization to multiple environments [23]. 

B. Experience Retention Strategies and Algorithms 

Experience retention plays a critical role in the success of 
ER algorithms. We can only select the experiences available in 
the replay buffer for training. If valuable experiences are 
maintained in the buffer, there will be a higher probability of 
sampling a mini-batch full of relevant experience to train the 
RL agent. In contrast, the worst training could be given to the 
agent. Therefore, it is imperative to investigate and unearth 
innovative ways to improve existing retention strategies or, 
better still, develop new ones. 

The naïve approach of randomly selecting buffered 
experiences uniformly or managing the replay memory with a 
simple FIFO strategy is simple but less successful than the 
prioritized approach for managing the replay buffer [16], [29], 
[44]. Recent enhanced works on experience replay have relied 
on rule-based strategies that directly prioritize transitions 
through sampling strategies or indirectly through retention 
strategies [36]. However, some prioritized strategies 
incorporate a certain degree of randomness during 
implementation, using hyperparameters to regulate 
prioritization. Prioritization relies on features such as the 
temporal difference error (TDE), reward signal, similarities or 
diversity of states[18], or a combination of any of these 
features [20], [36]. A comprehensive study by de Bruin et al. 
[16] outlines age, exploration, and surprise as the criteria for 
retaining experiences in the buffer. 

Retention depends on the duration for which an experience 
remains in the buffer. FIFO, Full DB, and Reservoir are 
strategies that rely on age. Although FIFO uses sequential 
indexing to remove old experiences without regard for their 
contribution to learning, Reservoir overwrites experiences in a 
uniformly random fashion and has limited state-action 
coverage. The Full DB method accommodates all experiences 
until the end of the training but may retain irrelevant 
experiences. 

It is worth noting that there are better choices than the 
exploration criteria when dealing with problems that require 
minimal interaction with the agent's environment [16]. TDE is 
an expression of the surprise between the targeted and 
predicted q-values. Overfitting can occur if not parameterized 

and regulated [29], [40]. Actor-Critic Method Two major 

approaches in RL, value-based and policy-based methods, have 
been widely explored. Value-based methods estimate the value 
function, while policy-based methods directly optimize the 
agent's policy [1]. However, each approach has its limitations. 
Value-based methods tend to suffer from overestimation, the 
curse of dimensionality, and are often computationally 
expensive. On the other hand, policy-based methods can be 
inefficient in exploring the environment and may need help 
with convergence [13], [18], [45]. To address these challenges, 
the actor-critic algorithm, a hybrid approach, combines the 
strengths of value-based and policy-based methods [13], [18], 
[46]. It consists of two key components: the actor and the 

critic. The actor represents the policy and selects actions based 
on the observed states. The critic estimates the value function, 
providing feedback to the actor by evaluating the chosen 
actions. 

The actor is typically implemented as a parametric model, 
like a neural network, which maps states to a probability 
distribution over actions. It explores the environment, collects 
experiences, and adjusts its policy based on the rewards it 
receives. The critic, represented by a parametric model, 
estimates the value function by approximating the expected 
cumulative reward associated with states or actions. By 
combining the strengths of both approaches, actor-critic 
algorithms can achieve faster convergence, more stable 
learning, and better performance in a wide range of RL 
problems. This hybrid approach has found successful 
applications in various domains, including robotics control, 
game playing, and natural language processing [15], [34]. 

III. METHODOLOGY 

This section briefly introduces ERO and PSMM while 
paying particular attention to the selection and retention 
strategies used. It further presents the proposed framework and 
implemented algorithms. 

A. Experience Replay Optimization 

ERO is an experience selection method that relies on 
Reward and TDE for prioritization [36]. Unlike other TDE 
prioritization sampling strategies that favor experiences with 
higher TD errors, ERO selects less surprised TDE experiences 
and uses a novel replay policy network for the prioritization 
process. A mini-batch of high-priority transitions (transitions 
with vector 1) was created, and its elements were uniformly 
sampled to train the agent [23]. After the agent interacts with 
the environment, the transitions are stored in the replay buffer 
and subsequently prioritized through a Boolean (0, 1) 
vectorization process using the replay policy. During training, 
the replay policy receives feedback from the environment for 
policy evaluation. 

Since the performance of a sampling strategy is highly 
dependent on the implementing algorithm and the benchmark 
environment [16], there is the need for a sampling method that 
can learn and adapt to different algorithms and environments - 
ERO does rightly so. ERO still uses the FIFO retention strategy 
despite its novel adapting strategy and superior performance 
over prioritized sampling methods such as PER [36], [44]. 

Hence, when the replay memory exceeds its capacity, the 
oldest transition is sequentially replaced with a new transition, 
irrespective of its importance in learning. Nonetheless, when 
relevant transitions are retained and frequently sampled using 
an intelligent index selection strategy, we are optimistic that 
the agent's performance and convergence rate will improve 
[14], [45], [47]. Therefore, there is a need to augment ERO 
with a memory management mechanism that is better than 
FIFO[16]. The beauty and novelty of the ERO algorithm 
depend on its replay policy network, which relies on Eq. (1) to 
Eq. (4). Table II explains the notations used in the equations, 
and the replay policy update is presented in Algorithm 1 [36]. 

  { (   
|  )|     }               (1) 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 1, 2024 

718 | P a g e  

www.ijacsa.thesai.org 

   *  |           +           (2) 

     
                  

    (3) 

 

 ( | )   ∑         
        ,       (    )    (   )-

 (4) 

where,   denotes the function approximator,    is a 

transition in the replay buffer   .    denotes the parameters 
of  ,    

 is a feature vector, and N is the number of transitions 

in a mini-batch. The priority score function is expressed 

as  (   
|  )  (   ), where the priority score is represented 

by Lambda ( ) .      *   +  is the Bernoulli distribution of 
sample    . The replay reward, cumulative reward of the 
current policy, and cumulative reward of the previous policy 
are denoted by       

 , and    
 respectively. 

Algorithm 1: PolicyUpdate 

Input: 

Cumulative reward of current policy   
  

Cumulative reward of previous policy   
  

Output: 

Sample subset    

Calculate replay reward based on (3) 

For (each replay updating step) do 

 Randomly sample batch *  } form B 

 Update replay policy based on (4) 

End 

Sample subset    from B using (2) 
 

B. Prioritized Stochastic Memory Management 

Experience replay selection strategies are often the focus of 
researchers. However, it is essential to note that a poorly 
designed retention technique can negatively impact the 
performance of the learning agent [16], [17], [20]. One 
proposed method for effective replay memory management is 
prioritized stochastic memory management (PSMM), which 
was introduced by Ko and Chang [35]. The PSMM employs a 
stochastic approach to remove the history with the least TDE 
or return when the replay memory is full, using the probability 
computed in Eq. (5). 

    

   .  (           
( )

               
( )

)/

∑    .  (           
( )

               
( )

)/ 
   

 (5) 

The computation of the probability for elimination (  ) in 
Kwon and Chang’s method involves the utilization of historical 
information through return and temporal difference error 
(TDE) metrics [25]. These metrics were normalized to restrict 
their values from 0 to 1, facilitating unbiased evaluations and 
promoting stable memory management. The method employs 
several hyperparameters, such as       ,        , and  , which 
are optimized for improved performance. The        and 
        determine the relative weights assigned to the actor and 
critic components, respectively, whereas ρ represents a 
probability tuning parameter. This approach ensures the 
effective utilization of historical data and facilitates the 
optimization of the method's parameters. 

The computations for      
( )

 and         
( )

 are shown in 
Eq. (6) and Eq. (7), respectively. 
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TABLE II.  SYMBOLS AND NOTATIONS USED IN THIS SECTION 

Notation Explanation 

  Function approximator 

  Replay buffer 

   A transition in the replay buffer B 

   Parameters of the function approximator 

   
 Feature vector 

  Priority score 

   Cumulative reward 

  
  Cumulative reward of current policy 

   
  Cumulative reward of previous policy 

   A specified batch size of sampled transitions 

  Probability tuning parameter 

  Parameter for tuning the probability of elimination 

C. Proposed Framework 

Researchers have recently harnessed and combined various 
algorithms' strengths to create resilient, stable, and generalized 
hybrid algorithms. Our proposed framework amalgamates the 
ERO framework and enhances the FIFO retention strategy. 

 
Fig. 1. A preliminary experiment was conducted to identify the optimum 

experience retention ratio. When the replay memory capacity is reached, the 

buffered experiences are overwritten using a ratio. A ratio of 2:8 means 20% 
of the old experiences are sequentially overwritten with new experiences, and 

80% are retained. However, for a ratio of 8:2, only 20% of the buffered 

experiences are retained. 
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Fig. 2. Proposed Framework: experience replay optimization with enhanced 

sequential memory management (ERO-ESMM). Transitions from the 

environment are stored in the replay buffer. Mini-batches from the transitions 

are vectorized, prioritized by the replay policy, and sampled uniformly at 
random to train the agent. After training, the replay policy receives feedback 

for policy evaluation. When the memory is full, ESMM ensures that 

transitions in the first half of the replay memory are sequentially overwritten 
with new ones. 

The ESMM, PSMM(α), and PSMM( ) retention strategies 
were developed to create the new framework. While PSMM(α) 
and PSMM( ) use Eq. (8) and Eq. (9), respectively, ESMM 
extends the FIFO retention strategy by sequentially overwriting 
older transitions in the first half of the memory when the 
memory is full. The one-half was arrived at after preliminary 
experiments were conducted using different ratios of the replay 
buffer for experience retention. Fig. 1, which shows the 
preliminary experiment results, confirms that an even 
distribution of old and new experiences in the replay buffer 
enhances the performance of the RL agent. 

The ESMM, PSMM(α), and PSMM(  ) strategies and 
FIFO, Full DB, and Resv were further investigated to ascertain 
their effects on the ERO-enhanced DDPG algorithm. The 
strategy with the highest mean return, ESMM, was 
incorporated into the ERO framework to propose an improved 
framework, an experience replay optimization with enhanced 
sequential memory management (ERO-ESMM). The proposed 
framework and its algorithm are shown in Fig. 2 and Algorithm 
2, respectively. 

Algorithm 2: ERO-ESMM Enhanced DDPG  

Initialize policy  , replay policy   and buffer B 
For (each iteration) do 
 For (each time-step t) do 

  Select action at according to   and state st 

  Execute action at and observe st+1 and rt 

  If (B is full) then 

   If (index i+1 == ½ len(B) ) then 

   i=0 

   Else 

   i =(i+1) mod len(B) 

   End 

   Store transition(st, at, rt, st+1) at    

  End 

  If (episode is complete) then 

   Calculate the cumulative reward   
  

   If (     
       ) then 

      = PolicyUpdate(    
 ,  

  , B)      

   End 

   Set     
     

  

  End 

 End 

 For (each training step) do 

 Uniformly sample a batch *  } from    
 Update the critic of   

 Update the actor of   

 Update the target networks 

 Update the   for each transition in *  } 

 End 

End 
 

D. Setup of RL Environment 

To ascertain the efficiency of the proposed framework, we 
conducted a series of experiments in the Pendulum-v0, 
MountainCarContinuous-v0, LunarLandarContinuous-v2, and 
the BipedalWalker-v3 environments [48] of the OpenAI Gym 
as a platform for the evaluation and analysis of results. 
Screenshots of these environments are shown in Fig. 3. 

  
(a)   (b) 

  
(c)   (d) 

Fig. 3. Screenshots of two Classic Control (top row) and two Box2D (down 

row) environments from the OpenAI Gym. Fig. 3(a) and (b) represent the 

Pendulum-v0 and MountainCarContinuous-v0 environments, respectively. 

Fig. 3(c) and (d) represents the LunarLandarContinuous-v2 and the 
BipedalWalker-v3 environments respectively. 

Pendulum-v0 presents a classical inverted pendulum swing-
up problem, which demands that the agent persistently swing 
up the pendulum from an initial arbitrary position until it 
attains an upright position while its 3-dimensional observation 
space comprises angle, acceleration, and angular velocity, its 
action space is continuous, ranging between -2.0 (anti-
clockwise torque) and 2.0 (clockwise torque). The agent's 
rewards depend on its actions and the associated state. 

The MountainCarContinuous-v0 environment is another 
benchmark classical control environment that requires the RL 
agent to apply actions to a car to reach the top of a hill as 
quickly as possible. It is an extension of the classic 
"MountainCar-v0" environment but with continuous action 
space, making it more suitable for problems requiring 
continuous control. It consists of a 2-dimensional observation 
space of the car's position and velocity and a continuous action 
space between -1.0 and 1.0. The RL agent is negatively 
rewarded each time an action is taken until the car reaches the 
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top of the hill. Hence, the agent applies continuous efficient 
actions to overcome the car's inertia and climb the hill. 

LunarLanderContinuous-v2 is an extension of the original 
Box2D discrete action space LunarLander-v2 environment, 
where the agent controls a lunar lander attempting to land on a 
designated landing pad on the moon's surface. In contrast to the 
discrete version, this environment allows the agent to apply a 
range of continuous actions (a throttle that varies between 0 
and 1 and a rotation angle between -1 and 1) instead of 
selecting from a fixed set of discrete actions. It has an 8-
dimensional observation space that includes information about 
the lander's position, velocity, orientation, angular velocity, 
whether the legs are touching the ground, and whether the 
lander has successfully landed. The RL agent receives positive 
rewards for moving closer to the landing pad and a significant 
positive reward for landing safely. Negative rewards are given 
for using fuel, and a slight negative reward is given for each 
time step. 

BipedalWalker-v3 is similarly a Box2D environment where 
the agent controls a bipedal robot with four legs and must learn 
to make it walk and navigate through a complex terrain while 
avoiding obstacles. The challenge lies in learning a coordinated 
sequence of actions to control the robot's joints and achieve 
stable and efficient locomotion. This environment is 
represented by a 24-dimensional observation space, which 
contains information about the position, velocity, angle, 
angular velocity, and state of the joints, feet, and lidar sensors. 
The agent receives positive rewards for progressing forward 
and avoiding obstacles. However, negative rewards are given 
for using excessive torque or falling, encouraging the agent to 
discover stable and effective locomotion strategies. 

The suitability of these environments for the DDPG 
algorithm is attributable to the availability of continuous 
tasks[30]. Thus, the selection of these environments was 
motivated by their compatibility with the requirements of the 
DDPG algorithm and their standard use in previous studies for 
evaluating RL algorithms [49]. 

E. Parameter Setting 

Because the proposed framework extends the ERO-
enhanced DDPG algorithm, the experimental configurations 
were based on the OpenAI DDPG stable baseline[50], and the 
hyperparameters for the sampling and retention methods were 
in line with ERO and PSMM, respectively. However, the 
memory size and number of time steps were adjusted during 
implementation. 

In Table III, six notations and their explanations are clearly 
shown to facilitate comprehension of our visualizations. Aside 
from the Full DB, which has the memory size and number of 
time steps set to 2 × 106, the other five retention strategies 
were evaluated with a memory size of 1 × 106 and time steps 
of 2 × 106. Similar to PSMM[25], we set               
    and        = 0.5 when implementing PSMM( ). In the 
PSMM(α), we rely on an α value 0.6[21]. Other parameters for 
the evaluation of experiments were done on an Intel(R) 
Xeon(R) CPU E3-1220 v6 @ 3.00GHz(4CPUs) with 32GB 
RAM and a Windows Server 2012R2 operating system. 

TABLE III.  EXPERIENCE RETENTION STRATEGIES EVALUATED IN THE 

STUDY 

Notation Explanation 

FIFO Sequentially overwrite old experiences with new ones. 

ESMM 
Replace experiences in the first half of the buffer with new 

ones. 

Full DB 
Experiences are not overwritten. The replay memory stores all 
experiences. 

Resv 
Experiences are uniformly, at random, overwritten with new 

ones. 

PSMM(α) Experiences are stochastically overwritten based on (8) 

PSMM( ) Experiences are stochastically overwritten based on (9) 

IV. RESULTS AND DISCUSSION 

This section examines the comparative effectiveness of the 
retention strategies within each environment. The metric for 
quantifying the performance of the evaluated strategies is the 
mean return. The return, also known as cumulative reward or 
cumulative return, is a measure of the overall success of the RL 
agent in achieving its goals. It is the summation of rewards 
received by the agent at each time step from the start of an 
episode until its termination[1], [51], [52]. The return is 
typically used to evaluate and compare the performance of 
different algorithms and policies in a specific reinforcement 
learning task. The mean return can be derived as follows: 

                                 (10) 

            
  

                  
       (11) 

where,    is the return,      is the reward at time step t, 
and T is the final time-step. 

The performance of each retention strategy was evaluated 
based on the progressive average returns computed using Eq. 
(11). The results are illustrated in Fig. 4 to Fig. 7. 

 In the Pendulum environment, as shown in Fig. 4, the 
ESMM and PSMM(α) strategies exhibit superior performance 
compared to FIFO, while Full DB and PSMM(ρ) strategies 
perform worse. The Resv strategy exhibits limited 
effectiveness as it faces challenges in learning optimal policies 
to stabilize the pendulum. This struggle is reflected in a mean 
return of -1061.29. 

Regarding the MountainCarContinuous-v0 environment, as 
indicated in Fig. 5, the ESMM strategy outperforms all other 
models, including FIFO. The Full DB and Resv strategies 
show some improvement over FIFO, while PSMM(α) and 
PSMM(ρ) perform worse with rewards of -6.05 and -6.46, 
respectively. 

In the LunarLanderContinuous-v2 environment, as shown 
in Fig. 6, the ESMM, PSMM(α), and PSMM(ρ) strategies 
demonstrate superior performance compared to FIFO. The Full 
DB model performs worse than FIFO and PSMM(ρ), while the 
Resv model exhibits the poorest performance. 

Likewise, in the BipedalWalker-v3 environment, the 
ESMM and PSMM(α) models perform better than the FIFO 
strategy. However, the Full DB and Resv models perform 
worse than ESMM and PSMM(α), with PSMM(ρ) showing the 
poorest performance among all models in this environment. 
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Fig. 4. Performance comparison of the six retention strategies evaluated on 

the Pendulum-v0 environment. 

 
Fig. 5. Performance comparison of the six retention strategies evaluated on 

the MountainCarContinuous-v0 environment. 

 
Fig. 6. Performance comparison of the six retention strategies evaluated on 

the LunarLandarContinuous-v2 environment. 

 
Fig. 7. Performance comparison of the six retention strategies evaluated on 

the BipedalWalker-v3 environment. 

The results indicate significant model performance 
variation across different OpenAI Gym environments. The 
ESMM strategy generally exhibits better and more stable 
performance across the experimented environments, which can 
be attributed to its fair distribution of experiences in the replay 
buffer. While the PSMM(α) model performs better in the 
Pendulum environment, the PSMM(ρ) strategy performs better 
than other models, except ESMM, in the Lunar Lander 
Continuous-v2 environment. 

Conversely, the Full DB model tends to perform worse in 
most environments because all experiences are stored, 
including the worst experiences obtained during the early 
stages of the RL agent's training. The Resv strategy's 
performance shows inconsistency across the environments due 
to its entirely random strategy for identifying the experience to 
remove when the replay buffer is full. 

V. CONCLUSION 

In this study, we developed three new retention strategies to 
improve the effectiveness of experience replay. These 
strategies include ESMM, PSMM(α), and PSMM(ρ). The 
development of these strategies is significant, as they provide 
new alternatives for managing the memory of an RL agent in a 
reinforcement learning setting. These strategies addressed 
specific challenges encountered in experience replay, such as 
the trade-off between memory usage and retention of relevant 
experiences. 

This study also investigated the effects of six different 
retention strategies on the ERO-enhanced DDPG algorithm. 
These strategies include FIFO, Full DB, Resv, PSMM (α), 
PSMM(ρ), and our proposed method (ESMM). The results of 
this investigation are significant because they provide insights 
into the comparative performance of different retention 
strategies and help identify the most effective strategy. This 
information can guide the design of more efficient 
reinforcement learning algorithms. 
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Finally, we propose an enhanced framework incorporating 
the highest-performing retention strategy into the ERO 
framework. This enhanced framework, called experience-
replay optimization with enhanced sequential memory 
management (ERO-ESMM), significantly contributes to 
reinforcement learning. By integrating the best-performing 
retention strategy, the framework offers a more optimized 
approach to experience replay, leading to improved 
performance in reinforcement-learning tasks. 

Overall, the experimental results suggest that developing 
new retention strategies, combined with their investigation and 
incorporation into existing frameworks, can significantly 
improve the performance of reinforcement learning algorithms. 
These results have implications for future research and 
demonstrate the importance of exploring new techniques for 
optimizing reinforcement learning. In the future, we will use a 
separate neural network to predict the index of the experience 
to delete from the replay buffer when it exceeds its limit. 
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Abstract—The development of communication networks has 

made information security more important than ever for both 

transmission and storage. Since the majority of networks involve 

images, image security is becoming a difficult challenge. In order 

to provide real-time image encryption and decryption, this study 

suggests an FPGA implementation of a video cryptosystem that 

has been well-optimized based on high level synthesis. The 

MATLAB HDL coder and Vivado Tools from Xilinx are used in 

the design, implementation, and validation of the algorithm on 

the Xilinx Zynq FPGA platform. Low resource consumption and 

pipeline processing are well-suited to the hardware architecture. 

For real-time applications involving secret picture encryption 

and decryption, the suggested hardware approach is widely 

utilized. This study suggests an implementation of the 

encryption-decryption system that is both very efficient and area-

optimized. A unique high-level synthesis (HLS) design technique 

based on application-specific bit widths for intermediate data 

nodes was used to realize the proposed implementation. For 

HLS, MATLAB HDL coder was used to generate register 

transfer level RTL design. Using Vivado software, the RTL 

design was implemented on the Xilinx ZedBoard, and its 

functioning was tested in real time using an input video stream. 

The results produced are faster and more area- efficient (target 

FPGA has fewer gates than before) than those of earlier solutions 

for the same target board. 

Keywords—Security; encryption; decryption; AES; HDL coder; 

high level synthesis; FPGA; Zynq7000 

I. INTRODUCTION 

The development of strong, computationally light, and 
efficient encryption algorithms is therefore necessary to sup- 
port the ongoing increase in data volume and throughput in 
Internet of Things applications, as well as video streaming, 
real-time video processing, mobile transmissions, and other 
related activities. This is because network security has become. 
A constant topic for business activities due to the 
advancements of information technology (IT) applications 
involving sensitive data [1,2]. For governments, banks, and 
high-security systems worldwide, the Advanced Encryption 
Standard (AES) continues to be the recommended encryption 
standard [3,4]. The last encryption technique is the most often 
used; it is utilized in 5G systems, WiMAX, Gigabit Ethernet, 
and Worldwide Interoperability for Microwave Access [5,6,7]. 
Furthermore, this algorithm can be effectively implemented on 
both software and hardware platforms; AES software versions 
give poorer physical security but require fewer resources [8, 9]. 

However, the increasing need for secure data transmissions 
at high speeds and volumes while maintaining physical 
security makes hardware implementation of the AES algorithm 
imperative [10,11]. The primary challenge with applications 
utilized in these domains is to ensure real-time system 
operation [2]. Implementing real-time functionality on a 
general-purpose computer is often unfeasible due to the 
inherent limitations of memory, CPU, and peripheral devices. 
Typically, numerous actions are executed on every pixel in the 
majority of image processing programs. The sequential 
execution of these operations by general-purpose processors 
has detrimental effects on both resource use and performance 
[2,3]. Nevertheless, FPGAs (Field Programmable Gate Arrays) 
possess the potential to function in a parallel manner in relation 
to hardware, setting them apart from conventional CPUs. 
Operations in FPGAs are partitioned into segments, allowing 
for concurrent execution of many operations [12,13]. Fig. 1 
presents a complete system for real-time image and video 
processing using an embedded system. 

The landscape of smart video encryption is evolving 
rapidly, demanding sophisticated analysis of live video streams 
to accurately identify objects, scenes, and critical events. This 
has led to the integration of advanced analysis mechanisms into 
the traditional image processing pipelines of modern video 
cameras [14]. However, the stringent constraints of real-time 
processing and low power consumption inherent in camera 
modules limit the complexity and number of operations that 
can be feasibly implemented [15]. To address this challenge, 
researchers have focused on a select few pre-processing tasks 
like motion estimation, image segmentation, and robust video 
encryption [15]. 

Recognizing the growing complexity of computer vision 
systems, designers are increasingly turning to higher-level 
programming and synthesis tools to expedite the development 
process and overcome hardware limitations. Two prominent 
tools in this arena are Simulink Hardware Description 
Language (HDL) Coder and Xilinx High-Level Synthesis 
(HLS) [16, 17]. Xilinx HLS stands out for its exceptional 
suitability for designing large-scale computer vision systems. It 
boasts the ability to seamlessly integrate pre-existing standard 
algorithms and offers comprehensive functional verification, 
ensuring accuracy and efficiency [17]. Additionally, HDL 
Coder empowers rapid synthesis and verification of diverse 
image processing methods, ranging from picture statistics 
gathering and custom filtering to color space conversion [16]. 
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Fig. 1. Embedded real time image and video processing system. 

Nevertheless, there is no specific support for picture 
segmentation tasks in the present toolbox version. To 
accomplish this, a Simulink model is created that increases this 
toolbox’s capacity and supports this essential feature. While 
academics have recently proposed a number of advanced 
methods for image encryption, implement” encryption 
decryption algorithm” implemented [14, 15] into our proposed 
hardware in order to minimize the use of logic resources. 
Moreover, it has been shown that switching from moving 
averaging to weighted averaging reduces the amount of logic 
resources needed without sacrificing the accuracy of the 
results. As a result, the following can be used to summarize the 
contributions of the completed work: Creation of a 
synthesizable Simulink model for the AES-based 
cryptosystem, which isn’t yet accessible as an intrinsic block in 
the Simulink HDL Coder/Vision HDL Coder toolbox 
(MATLAB R2018b). By substituting the weighted average for 
the moving average, which necessitates an expensive division 
operation, logic resource conservation is achieved. In 
comparison to earlier methods, this work presents a real-time 
implementation of video encryption and decryption on a Xilinx 
ZedBoard and shows that it is faster and uses less space on the 
FPGA. A unique high-level design technique was used to 
create the design, which synthesizes the design with 
intermediate signal widths limited by the application (input 
stimulus). The rest of this essay is structured as follows: An 
introduction to high- level synthesis is given in Section I. 
Related work is given in Section II. FPGA High level synthesis 
is given in Section III. The AES Encryption and Decryption 
architecture is explained in Section IV. Image and video 
acceleration is given in Section V. RTL design implementation 
mentioned in Section VI. Finally Section VII concludes the 
paper. 

II. RELATED WORK 

Recently, numerous researchers have undertaken 
investigations on cryptographic algorithms inside the realm of 
Internet of Things (IoT). Reference [18] introduced a dynamic 
pass- word access approach for uniformly storing the key 

matrix on all nodes. The sender did not need to transmit a basic 
key, but rather the storage coordinates of the key matrix. The 
receiver then extracted the key from the matrix based on these 
coordinates, therefore enhancing the security of key 
transmission. Reference [19] introduced a Very Large-Scale 
Integration (VLSI) design that incorporates a 64-bit data path 
for the lightweight cipher present. This architecture achieves 
excellent performance, low power consumption, and a compact 
footprint on FPGA, resulting in a high throughput rate. In order 
to fulfill the security demands of various application contexts, 
distinct techniques are necessary for the encryption and 
decryption system to handle data. Reference [20] developed a 
customizable encryption system that allowed users to choose 
their preferred encryption method from a range of options 
specified in the FPGA configuration file, hence enhancing the 
flexibility of the system. Reference [21] suggested a hybrid 
protocol architecture for Short Message Services (SMS) that 
incorporates AES and Rivest Cipher 4 (RC4) algorithms to 
enhance the security of smart houses. This solution offered 
secure communication in the IoT context, ensuring 
confidentiality and randomness. However, it incurred a certain 
level of cost in terms of both time and space. Hossain et al. In 
study [21] author developed a flexible encryption method on 
the FPGA. Users have the option to choose between the AES, 
Data Encryption Standard (DES), and 3DES algorithms for 
encryption, based on their specific needs. This design enhanced 
system adaptability, but incurred wastage of logic resources. 
The advent of dynamically reconfigurable technology offered a 
superior option to achieve a balance between system flexibility 
and hardware resource usage. 

Many studies are devoted to creating specialized hardware 
accelerators that can be utilized to carry out specific tasks in 
applications related to image and video processing. To 
showcase the system's functionality, spatial filters were 
implemented on the embedded platform Zedboard [22]. The 
paper examines a recent study on a hardware accelerator for 
video processing, which was developed on an Altera Cyclone 
IV FPGA. The accelerator is engineered to possess reduced 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 1, 2024 

726 | P a g e  

www.ijacsa.thesai.org 

processing and memory bandwidth demands. The research 
findings are detailed in citation [23, 24]. Platforms Based 
Design (PBD) analyzes the Virtex-5 FPGA's performance in 
real time while processing images and videos by looking for 
commonalities and differences among different design criteria. 
To implement an effective architectural solution, the Xilinx 
ML-507 platform runs a PBD. This system is capable of real-
time 60 fps video capturing in VGA resolution [5]. On the 
Xilinx Zynq7000 System on a Chip (SoC), different designs 
have been constructed using the Histogram of Oriented 
Gradients, or HOG, method. These designs can process images 
with a resolution of 1920 x 1080 pixels and achieve a frame 
rate of 39.6 frames per second: [6]. The authors demonstrated 
how to use the OpenCV function on an ARM processor for 
hardware implementation. The several classifications of 
hardware accelerated systems that employ Field-Programmable 
Gate Arrays (FPGAs) for image analysis are concisely listed in 
reference [2]. FPGAs have the capability to perform concurrent 
execution of several threads, allowing them to effectively 
handle a diverse array of applications, including those 
commonly encountered in the automotive industry. When it 
comes to driver assistance systems (DA), most researchers 
have highlighted the improvements in image and video 
processing [14]. Claus et al. [15] proposed the utilization of 
dynamic partial reconfiguration (DPR) in driver assistance 
(DA) systems, employing Multiple Processor System-on-Chip 
(MPSoC) architecture, to enhance security in various driving 
situations. The "Autovision" architecture was designed to 
demonstrate the benefits of DPR by utilizing hardware 
accelerated engines. Several observations focus on the 
development of hardware-based real-time lane identification 
for advanced driving assistance systems. Using the Hough 
Transform, real-time lane detection is implemented at a clock 
speed of 100 MHz on the Xilinx Zynq-7000 platform. Thanks 
to its 480 × 270-pixels resolution, it can run at 130 fps per 
second. The implementation is performed via the Vivado HLS 
tool [16]. FPGAs are well-suited for complex video and image 
processing workloads, such as K-means clustering. 

 The process of dividing an image into segments and 
compressing it without any loss of data is referred to as picture 
segmentation and compressing without loss [17]. Edge 
detection is an advanced image processing technique mostly 
used in surveillance systems. The article authored by 
Kowalczyk et al. [8] examines the practical execution of 4K 
streaming of videos on Xilinx devices. A high-definition video 
streaming system utilizing quick prototyping has been 
developed, employing an FPGA-based edge detection design 
[9]. The research presents a comparative analysis and 
investigation into edge recognition filters implemented on 
Field-Programmable Gate Arrays (FPGAs) for real-time 
processing of video and images techniques [10]. Babu et al. 
[11] present a succinct analysis of the various classifications of 
FPGA architecture and their corresponding applications. 

III. FPGA HIGH-LEVEL SYNTHESIS FOR IMAGE 

PROCESSING SYSTEM WITH MATLAB HDL CODER 

After the text edit has been completed, the paper is ready 
for the template. Duplicate the template file by using the Save 
As command and use the naming convention prescribed by 
your conference for the name of your paper. In this newly 

created file, highlight all of the contents and import your 
prepared text file. You are now ready to style your paper; use 
the scroll down window on the left of the MS Word Formatting 
toolbar. 

Fig. 2 displays the simplified block diagram of the 
proposed system architecture. The design is suitable for both 
image and video encryption and decryption, as it allows for the 
sequential streaming of information for each pixel. However, 
when it comes to video processing, the method may require a 
single pixel or several pixels. 

The system comprises a range of video processing 
processes that can be controlled by specific algorithms, 
resulting in the faster execution of certain filters on the 
integrated blocks of the Xilinx SoC platform. The output is 
directly transferred to a video processing component and 
display component. In addition, the processed output is 
produced and displayed outside on an HDMI monitor. Xilinx 
implements various video processing accelerators in the 
programmable logic (PL) based on the design. 

Fig. 2 shows the design schematic for the proposed system. 
This method is applicable to video and image processing due to 
the sequential processing of the input pixels. When encrypting 
and decrypting embedded videos, mega pixels are required. 
Built on the embedded Xilinx SoC platform blocks, it can run 
complex algorithms faster thanks to a video block that can be 
configured with unique algorithms. The video processing block 
and display component directly accept the output from the 
video and picture systems [16]. The Xilinx Zynq 7000 platform 
systems are utilized for the implementation of several FPGA 
video and image processing accelerators [5,14]. The Advanced 
Extensible Interface (AXI) in the architecture shown in Fig. 1 
connects the processor responsible for transferring the 
incoming video to the video processing pipeline system. The 
ARM CPU and the USB camera communicate over interfaces 
and exchange data. The memory controller contains the frame 
data. The HDMI display exhibits the method when the video IP 
core has finished executing it on the frame. The pipeline is 
being maintained for future versions [10]. 

The necessity to create intricate DSP systems that call for 
specialized arithmetic units, such the addition-compare- select 
unit for the Viterbi decoder, gave rise to the MBD approach for 
FPGAs. A more refined degree of FPGA-based circuit 
optimization is needed for these computing units [17]. This 
degree of optimization is typically linked to conventional 
digital design systems for processing images and videos. In 
essence, model-based design describes the real- time 
interactions that a system will have with the analog 
environment. The bulk of these apps make use of the widely 
used Unified Modeling Language (UML). The methods by 
which these tools establish and describe a system differ. These 
tools may employ various implementation tactics, some of 
which may prove to be less effective than others. However, 
they assure rapid system prototyping, ensuring punctuality. 
Some factors that affect the choice of a tool are its level of 
flexibility, its availability as pre-built libraries and blocks, and 
its general understanding. 
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Fig. 2. Crypto-video system on FPGA based on Zynq7000 platform. 

Matlab, Simulink Realtime Workshop, Arti-Real Time 
Studio, and Rhapsody from Ilogix are among the UML-based 
tools [15]. These instruments are used in the creation of 
embedded multiprocessor environments. There are two types 
of tools that facilitate the creation of HDL code for FPGA: 
block-based tools and C language-based tools that utilize 
blocks to produce HDL code from block diagrams. Following 
that, the HDL code is utilized by the hardware of the synthesis 
tool in order to put the system design into action on the FPGA 
computer. Synplify DSP, Xilinx System Generator, DSP 
Builder Altera, and Simulink HDL Coder are some of the tools 
that are predicated on the Simulink and MATLAB 
environments. The majority of these tools are based on these 
environments. These technologies ensure a sophisticated 
modeling environment for signal processing algorithms. 
Combining the IP cores from FPGA manufacturers with blocks 
from the Simulink library results in the creation of HDL code 
that is singular to the platform in question. The designer 
benefits from more freedom through the utilization of tools 
such as Simulink HDL Coder, which seamlessly incorporates 
MATLAB functions and m-block files. The designer generates 
a Simulink model and subsequently transforms it into the 
FPGA environment with these tools. 

The second group of MBD tools uses C to construct a 
system design abstraction. Among these are the Handel-C from 
Celoxica and the Catapult C from Mentor Graphics. A popular 
tool for developing embedded systems on FPGA, the Simulink 
HDL coder is the main engine behind these products [9]. 

MathWorks introduced its hardware/software workflow for 
Zynq-7000, with a specific focus on Model-Based Design 
(MBD), in September 2013, as stated in references [10, 11]. 
According to the depicted process in Fig. 3, Simulink is 
utilized with HDL toolkit to create models that may effectively 
demonstrate a fully dynamic system. These encompass a 
Simulink model designed for algorithms specifically tailored 
for the Xilinx Zynq SoC platform. Additionally, it enables the 
rapid creation of software-hardware implementations for the 
Zynq platform directly from the algorithm and system 
architecture. 

 

Fig. 3. Model based design prototyping with MATLAB / HDL coder. 

The development of the suggested real-time video 
processing system is bifurcated into two components: 1) 
Designing the architecture of a video processing system, and 2) 
Designing algorithms for video processing. The initial section 
examines the primary elements that contribute to the video 
processing system on the Zynq platform, specifically focusing 
on the AXI4 Interfaces utilized for efficient data transmissions. 
The subsequent section delves into the strategies and 
enhancements implemented for constructing video processing 
algorithms using Vivado HLS [25]. The proposed approach is 
founded upon the following fundamental principle: 

 The utilization of Simulink simulation by system de- 
signers and algorithm developers serves two purposes. 
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The designer’s task is building models for an entire 
system, encompassing communications, image, and 
video processing components. The second purpose is to 
enable the division of the model into hardware and 
software components and achieve a favorable balance 
for high-level synthesis. 

 The Xilinx Zynq 7000 platform can be equipped with 
high-speed I/O cores and IP cores through the 
utilization of HDL code generation from HDL coder 
TM. 

 The Zynq Cortex-A9 cores can be programmed using 
the embedded coder from Simulink, which facilitates 
quick iteration of embedded software development. 

 The ARM processor system and programmable logic 
with support for Xilinx Zynq 7000 may generate 
automatic AXI4 interface cores. 

 Integration with subsequent processes, such as soft- 
ware compilation, generating the executable for the 
ARM, and creating bit streams using Xilinx imple- 
mentation tools like Vivado, allows for a fast prototype 
process. These jobs can be directly downloaded to Zynq 
7000 platform boards. 

IV. FUNDAMENTALS OF THE AES-128 ENCRYPTION / 

DECRYPTION ALGORITHM 

Similar to the Data Encryption Standard (DES), the AES 
algorithm presented in Fig. 4 operates as a block cipher at the 
bit level. Each block length is set at 128 bits, whereas the key 
length can be any value between 128 and 256 bits [20]. Every 
128-bit data block is divided into 16 bytes, which are then 
mapped onto a 4 × 4 array called state. Every byte in the state 
represents a 2 x 8 cardinality Galois Field (GF) element. The 
algorithm consists of n rounds, or iterations, depending on the 
length of the key. For a key length of 128 bits, 192 bits, or 256 
bits, the number of rounds is 10, 12, or 14. With the exception 
of the final round, each encryption round consists of the 
following four operations: 

 Substitute Bytes 

 Shift Rows 

 Mix Columns 

 
Fig. 4. AES encryption and decryption process. 

 Add Round Key 

Every operation is executed in turn throughout each round, 
with the exception of the first Add Round Key; the Mix 
Columns action is skipped in the last round (see Fig. 5). 

 
Fig. 5. AES 128 encryption algorithm. 

The Substitute Bytes step is a non-linear transformation in 
which the relationship between the key and the cipher-text is 
hidden by replacing each byte in the state array with the entry 
of a fixed 8-bit Substitution Box (Sbox), which is implemented 
as a lookup table with 2 8 words of 8 bits each. To prevent 
assaults based on basic algebraic features, the Sbox utilized is 
constructed from the multiplicative inverse over GF(28) and 
paired with an invertible geometric transformation, yielding a 
16 × 16 bytes table (see Fig. 5). Based on the most and least 
significant nibbles of the 8-bit input data, the permutation is 
obtained T The bytes in each row are circularly shifted by a 
specified offset during the Shift Rows step’s operation on the 
state array’s rows. Every byte in the second row is moved one 
position to the left; similarly, the third and fourth rows are 
shifted by two and three bytes to the left, respectively. The first 
row remains unmodified. In the Mix Columns phase, each 
column of the state array is mixed linearly by treating it as a 
polynomial over GF(28). Each column is then multiplied, 
modulo z4 + 1, by a fixed polynomial (c(z) = 03z3 + 01z2 + 
01z + 02). The relationship between the plain text and the 
ciphertext must be concealed using both the Mix Columns and 
Shift Rows methods. 

V. IMAGE AND VIDEO ACCELERATION WITH HIGH LEVEL 

SYNTHESIS 

The functional diagram of the suggested system design is 
displayed in Fig. 6. Since the input pixels are processed 
sequentially, the approach can be used to both image and video 
processing. Mega pixels are needed in the embedded video 
processing process. It is constructed from a video block that 
can be programmed with customized algorithms, speeding up 
complicated and resource- and time-consuming algorithms on 
the embedded Xilinx SoC platform blocks. A video processing 
block and a display component receive the output directly from 
the video and image systems [16]. The Xilinx Zynq 7000 
platform systems are used to implement the several FPGA 
video and image processing accelerators [5] One MBD tool 
that makes system modeling, analysis, and simulation possible 
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is Simulink HDL coder. It provides the designer with an 
organized graphical environment that enables the creation of 
highly complicated system designs. Moreover, the user of this 
application can generate adaptable custom blocks using 
MATLAB functions. utilizing Simulink blocks, the designer 
can produce bit-precise and synthesizable HDL code from the 
model by utilizing the Simulink HDL coder. Altera Quartus II, 

Synplify, and Xilinx Vivado are some of the tools that can be 
used to synthesis and map the obtained HDL code to the target 
FPGA board. There are numerous built libraries in the 
Simulink HDL coder [11]. Adders, multipliers, accumulators, 
integrators, multi-port switches, lookup tables, etc. are a few 
examples of these preset libraries. 

 
Fig. 6. FPGA crypto system design. 

A typical MBD design flow for implementing FPGA- 
based video and image processing system is shown in Fig. 6. 
this system is divided on two part,First part is to generate a 
complete video processing system based on Matlab/HDL 
Coder . This generated vivado project system is without 
encryption and decryption IPs.The second part is designing 
with VHDL language the top level for encryption and 
decrytion block.After Encryption and decryption IPs 
simulation and verification. Theese IPs are added to the full 
complete vivado project for real time video process- 
ing.Finally the final combined system for video encryption and 
decryption is implemented and verified on zynq7000 paltform. 

VI. RTL DESIGN IMPLEMENTATION 

A. Simulation 

To validate the accuracy of the encryptions and decryption 
implementation, a testbench has been created to compare two 
distinct ciphertexts generated by this implementation with the 
expected true ciphertexts provided in reference. The 
implementation successfully passes the verification process, 
and a snapshot of the waveform produced from the simulation 
using the vivado 2017.4 simulator is shown in Fig. 7. 

B. Synthesis and FPGA Implementation 

In the third and final phase (see Fig. 8), the Simulink HDL 
Coder transforms the Software-Hardware model of the video 
processing system into an IP core that is compliant with the 
AXI4 streaming bus and is in the form of HDL (VHDL) source 

code. Encryption and decryption IP designed with VHDL 
language are integrated using Vivado to the full System to 
generate the RTL video encryption and decryption design as 
presented in Fig. 8. 

In order to confirm the functionality of this IP core in a 
real-time, practical setting, a Hard- ware–Software co-design 
(HW–SW) has been directly implemented on a 170MHz Xilinx 
Zynq-7000 AP SoC XC7Z020- CLG484 FPGA. A Full Vivado 
project is generated for the HW-SW by the Simulink HDL 
coder. The Xilinx Vivado tool (version 2017.4), along with all 
the hardware and software add-ons, can be used to implement 
this project. Additionally, a single bus connects the Sobel core 
and the Color transform IP core. The video processing system 
Vivado project now includes the AES encryption-decryption 
based on VHDL as an IP. The RTL design for our crypto-
video system is shown in Fig. 8. 

 
Fig. 7. RTL simulation for AES encryption. 
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Fig. 8. RTL video encryption and decryption design. 

C. Resource Utilization 

The proposed system used the Zynq-7000 SOC to 
implement the cores of our video processing system. Table I 
lists the materials that were utilized. BRAM is used to store 
data values, firmware, and instruction memory. 

The architecture of the processor, which includes control 
signals, internal registers, and mi- crocode, is defined by the 
consumed LUTs and DFFs. Our suggested system core 
operates best at about 296MHz with a throughput of 95FPS. 
The Zynq7000 SOC’s resources are impacted by the intricacy 
of the applied design. The suggested architecture operates with 
a 1080-1920 frame input resolution. These findings support the 
Vivado-based reconfigurable SOC platform.Table I provides a 
breakdown of the resources used by the system, including 
Block RAM (BRAM) for data storage and Look-Up Tables 
(LUTs) and Flip-Flops (DFFs) for the processor 
architecture. This information is crucial for understanding the 
resource footprint of the design and its feasibility for different 
Zynq-7020 models. 

D. Encryption / Decryption Time Test 

Encryption and dcreyption speed is crucial. The timer is 
implemented to precisely track encryption and decryption 
cycles, determining the exact number of operations needed for 
each process. This granular data allows us to optimize 
performance and ensure efficient data protection. 

                
  

        
 

where, Nc, the total encryption cycles for the image, is 
calculated by multiplying the clock cycle duration (Tcycle = 
1/FPGAFreq) by the total execution time. 

For a 512x512 image, the proposed encryption decryption  
algorithm required approximately 53.96 million cycles (75ms) 
and decryption required 54.85 million cycles (80ms). This 
compares favorably to other solutions in the literature (see 
Table II). 

TABLE I.  VIDEO ENCRYTION AND DECRYPTION RESOURCES 

UTILISATION 

Xilinx Platform Zynq 7000 XC7Z020-1CLG484C 

Maximum Frequency 296.789MHz 

LUT-FF Pairs 1104 

LUTs as Logic 1104 

LUTs as Memory 18 

Slice Registers 264 

RAM 36/18 1 

Frame Rate 95FPS 

TABLE II.  PROPOSED SYSTEM TIME COMPARISON 

IP Time (s) 

Encryption Time 0,075 

Decryption time 0,08 

Image preprocessing time 0.035 

Total 0.19 

VII. CONCLUSION 

Accurate implementation PPA details can be difficult, if not 
impossible, to obtain during the algorithm development phase 
in a normal design flow because doing so means putting a lot 
of work on the implementation team to complete experimental 
implementations. Algorithm developers employ imprecise 
estimations for PPA prediction because of this difficult task. 
The PPA objectives are frequently not met as a result of 
algorithm developers’ inaccurate estimations. Algorithm 
developers an quickly obtain precise PPA information using 
the MATLAB connection with Stratus HLS, which enables 
measurement- driven algorithm improvement. The solution 
automates a large portion of the manual process from 
MATLAB to implementation details with minimal disruption 
to the current design flow. Additionally, this connection 
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automates the creation of more optimal RTL and micro-
architectural exploration, resulting in shorter design deadlines 
and better PPA. According to preliminary findings, this process 
will essentially become the norm for creating and executing 
silicon-targeted algorithms. In this study, the application of 
typical AES encryption is investigated on a Xilinx ZedBoard 
equipped with a Zynq- 7000 SoPC. This effort concentrated on 
the encryption side of AES128; however, it would not be 
difficult to construct and test the decryption side as well. Xilinx 
Vivado High Level Synthesis was used to implement the AES 
after it was first coded in a high-level language. It will be easy 
to swiftly implement our design and perform changes that 
significantly raised the AES algorithm’s throughput thanks to 
the Xilinx HLS tool. Additionally, HLS has the ability to 
enable thorough examination of a design’s resource utilization 
in comparison to high-level code placement, as well as 
hardware testing during the early phases of design.future work 
will explore expanding the HLS-MATLAB integration to 
encompass the decryption side of AES as well as investigating 
its application to a wider range of algorithms across diverse 
domains. This continued exploration holds immense promise 
for revolutionizing the way the proposed system is developed 
and deployed efficiently, high-performance hardware solutions. 
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Abstract—For a significant period, conventional 

methodologies have been employed to assess fundamental and 

technical aspects in forecasting and analyzing stock market 

performance. The precision and availability of stock market 

predictions have been enhanced by machine learning. Various 

machine learning methods have been utilized for stock market 

predictions. A novel, optimized machine-learning approach for 

financial market analysis is aimed to be introduced by this study. 

A unique method for improving the accuracy of stock price 

forecasting by incorporating support vector regression with the 

slime mould algorithm is presented in the present work. Other 

optimization algorithms were employed to enhance the 

prediction accuracy and the convergence speed of the network, 

which were Biogeography-based optimization and Gray Wolf 

Optimizer. An assessment of the proposed model's effectiveness 

in predicting stock prices was conducted through research 

employing Nasdaq index data extending from January 1, 2015, to 

June 29, 2023. Substantial improvements in accuracy for the 

proposed model were indicated by the results compared to other 

models, with an R-squared value of 0.991, a root mean absolute 

error of 149.248, a mean absolute percentage error of 0.930, and 

a mean absolute error of 116.260. Furthermore, not only is the 

prediction accuracy enhanced by the integration of the proposed 

model, but the model's adaptability to dynamic market 

conditions is also increased. 

Keywords—Machine learning; Nasdaq index; support vector 

regression; gray wolf optimizer; slime mould algorithm 

I. INTRODUCTION 

The stability and safety of the stock market are considered 
of utmost importance, as it is regarded as a crucial element 
within national economies [1] [2]. The behaviors and 
consequences of the stock markets have become a vital area of 
scholarly investigation owing to the potential risks associated 
with them [3]. The forecasting of stock price trajectories is 
deemed a crucial responsibility as it serves the dual purpose of 
maintaining stability within financial markets by regulators and 
enabling investors to make informed choices while mitigating 
potential risks. The utilization of uncertain prediction processes 
and the subsequent generation of erroneous predictions can 
potentially lead to significant hazards [4]. Hence, the 
development of a robust and compelling predictive model is 
deemed crucial for mitigating potential hazards. The issue of 
stock market uncertainty is addressed by other theories, while 
conventional forecasting techniques rely on patterns that 
exhibit consistent behaviour across time. The aforementioned 
approach fails to account for the inherent volatility of the stock 
market, and when combined with the multitude of variables 
involved, the task of predicting stock values becomes a 
complex endeavor. Nevertheless, the emergence of machine 

learning (ML) [5] [6] is being considered. A comprehensive 
approach that utilizes a variety of algorithms to optimize 
performance in various situations is demonstrated by the 
solution offered. This emerging advancement exhibits 
considerable promise in its capacity to fundamentally 
transform our methodologies for forecasting stock market 
trends. The notion that trustworthy information can be 
discerned and patterns within a given dataset can be identified 
through machine learning is commonly accepted [7]. 

The anticipation of stock market trends has been an 
enduring area of interest for scholars, and machine learning 
methodologies are progressively assuming a more prominent 
role in this regard. By conducting a comparative analysis of 
state-of-the-art machine learning methods using a decade of 
daily historical data from the top 10 equities on the Casablanca 
Stock Exchange, our study contributes to this ongoing 
dialogue. It is worth mentioning that ensemble learning has 
been utilized in the past for this purpose, as demonstrated by 
Bilal et al. [8]. These efforts employed various classifiers, 
including ridge regression, LASSO regression, support-vector 
machine (SVM), k-nearest neighbors, random forest, and 
adaptive boosting. SVM, adaptive boosting, random forests, 
and SVM were discovered to perform exceptionally well in 
short-term forecasting, demonstrating the effectiveness of 
ensemble learning across a range of prediction horizons. 
Expanding upon the aforementioned groundwork, Sonkavde et 
al. [9] investigated a variety of methodologies including time 
series analysis, ensemble algorithms, deep learning, and 
supervised and unsupervised machine learning, in order to 
address the complexities associated with stock price 
classification and prediction. Furthermore, a comprehensive 
analysis of the Nasdaq stock market was presented by Ashfaq 
et al. [10], who employed a variety of machine learning 
regressors to forecast the opening prices of specific companies 
the following day. For the purpose of evaluation, they utilized 
metrics such as the mean square error and coefficient of 
determination, thereby enhancing our comprehension of 
predictive modelling within this particular domain. Agrawal et 
al. [11] presented a seminal study in which they described an 
algorithmic approach for predicting the stock market that 
utilized deep learning and non-linear regression. The 
researchers' investigation, which utilized a decade's worth of 
data from the New York Stock Exchange and Tesla Stock 
Price, demonstrated that their proposed solution outperformed 
currently available machine learning algorithms. However, in 
their inability to adapt to the volatile and unpredictable nature 
of financial markets, these methodologies frequently 
encountered obstacles. The trade-offs that existed between 
accuracy and computational efficiency exposed this dilemma. 
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The advantages and disadvantages of these literatures are 
presented in the Table I. In order to fill this void, our research 
presents an enhanced machine-learning methodology that 
integrates the slime mould algorithm and support vector 
regression in a synergistic fashion. The objective of this 
innovative approach is to surmount the limitations identified in 
prior investigations through the improvement of forecast 
accuracy and flexibility in the face of market volatility. Our 
methodology signifies a substantial deviation from traditional 
approaches, enabling a more intricate examination of intricate 
market data and surmounting the constraints intrinsic in 
conventional models. Our objective is to provide a 
comprehensive resolution to the persistent difficulty of 
precisely forecasting stock market fluctuations within a 
dynamic financial environment. 

TABLE I.  THE ADVANTAGES AND DISADVANTAGES OF THE RELEVANT 

LITERATURE 

Authors Advantages Disadvantages 

Bilal et al. 
[8] 

Effective for short-term 

forecasting across a range of 

prediction horizons. 

Lack of adaptability to 

unpredictable and 

volatile stock market. 

Sonkavde 

et al. [9] 

Addresses complexities of 
stock price classification and 

prediction. 

Unable to adapt to stock 
markets that are volatile and 

unpredictable. 

Ashfaq et 

al. [10] 

Enhanced understanding of 

predictive modeling. 

Unableness to adjust to 
unexpected and chaotic stock 

markets. 

Agrawal et 

al. [11] 

Outperformed existing 

machine learning algorithms. 

Inability to adapt to volatile 

and unpredictable financial 
markets. 

Linear regression is one of the machine learning models 
most frequently utilized for forecasting. A valuable statistical 
technique that can be employed to make predictions about a 
numerical outcome is provided by linear regression [12]. 
Artificial neural networks (ANN) [13], Support vector 
machines (SVM) [13], Decision trees [14], Random Forest 
[15], Logistic regression [16], Gradient boosting [17], time 
series forecasting [18], and more. All of these models possess 
the limitations and advantages that exert a substantial influence 
on the accuracy of predictions. 

The method of research employed in this study is support 
vector regression (SVR), which is a resilient form of 
supervised learning. In SVR, an effort is made to minimize 
both structural risk and empirical risk while also reducing the 
range of trust in training examples. A significant level of 
efficacy is demonstrated by the previously mentioned 
methodology in addressing intricate nonlinear issues, 
particularly those characterized by a limited sample size. 
Notable efficacy in addressing intricate nonlinear issues, 
particularly those characterized by a limited sample size, is 
demonstrated by the mentioned methodology. A crucial role is 
played by SVR in mitigating risk and enhancing the overall 
predictive accuracy of future samples. This, in turn, facilitates 
the extraction of useful insights and enhances the decision-
making process [19]. An in-depth understanding of the 
principles and advantages of SVR is imperative for achieving 
ideal outcomes and accomplishments in several fields, such as 
machine learning, data science, and related domains. 

The behavior and performance of a model during training 
are significantly influenced by a range of hyperparameters. 
Several factors, such as model complexity, regularization 
power, and learning rate, among other considerations, are 
encompassed by the hyperparameters. To optimize the model's 
efficacy, the careful selection and meticulous refinement of 
appropriate hyperparameters are imperative. Engaging in this 
practice has the potential to greatly affect the precision, 
resilience, and the applicability of the model, enabling it to 
more effectively align with the dataset on which it is being 
trained. Hence, the meticulous fine-tuning of the 
hyperparameters is an essential stage in achieving the utmost 
performance of the model. Various techniques and algorithms 
are employed for the optimization of hyperparameters for 
models, such as grey wolf optimization (GWO) [20] [21], 
Biogeography-based optimization (BBO) [22], Grasshopper 
optimization algorithm (GOA) [23], Slime mould algorithm 
(SMA) [24], Moth flame optimization (MFO) [25], and more. 
Some of the above optimization techniques are nature-inspired. 
Three strategies were applied to improve the proposed model's 
hyperparameters: Biogeography-based optimization, grey wolf 
optimization, and the Slime mould algorithm. 

The GWO algorithm, as proposed by Mirjalili et al. [21], is 
inspired by the hierarchical structure of leadership and hunting 
patterns observed in grey wolves. Fundamentally, the grey 
wolf species are categorized into four distinct groupings, 
namely alpha, beta, delta, and omega. A methodology known 
as BBO, proposed by Nazari et al. [26], is utilized. A 
pioneering methodology called SMA was presented in a study 
conducted by Chen et al. This methodology is inspired by the 
behavioural patterns exhibited by slime mould organisms in 
natural environments. One intriguing attribute of slime mould 
is its capacity to perceive the olfactory cues associated with the 
presence of food particles in the surrounding environment. The 
olfactory perception of food odors in the surrounding 
environment is a notable characteristic that contributes to the 
intriguing nature of slime mold. The SMA approach aims to 
replicate this inherent mechanism to optimize its efficacy in 
attaining its goals. 

In the present study, a comprehensive dataset covering the 
period from January 2015 to June 2023 was analyzed using 
many models. To ensure the accuracy and reliability of the 
produced outputs, thorough training was conducted for the 
SVR method, taking into account a wide array of input factors. 
The criteria included several factors such as daily transaction 
volume, high and low prices, as well as the opening and 
closing prices. To assess the accuracy of the model's results, a 
comprehensive testing procedure was conducted, employing 
the same parameters as those used during the initial phase. The 
outcome of this intensive training and evaluation procedure 
yields a model capable of furnishing traders and investors with 
invaluable market insights, facilitating well-informed decision-
making, and ultimately fostering profitable investments. The 
variable data was acquired from the stock market of the 
Nasdaq. In order to achieve its objectives, the research 
employed a methodology comprising multiple analytical 
stages. The research paper presents a comprehensive 
examination of the data source and its relevant elements in the 
subsequent section. The data are analyzed utilizing a variety of 
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methods, including the SMA optimizer, evaluation metrics, and 
the SVR model. Following the presentation of the analyses' 
results in the third section, those obtained from alternative 
methodologies are contrasted. The study concludes with a 
concise presentation of the results in the concluding section. 

II. METHODOLOGY 

A. Support Vector Regression 

A very effective technique utilized in the domain of 
machine learning, particularly for nonlinear classification. The 
SVR has become a widely adopted technique among data 
scientists due to its ability to handle inputs with high 
dimensions effectively [27] [28]. The SVR, as seen in Fig. 1, 
has demonstrated remarkable efficacy in resolving 
classification problems, prompting its extension to tackle 
challenges associated with regression. Similar to its 
predecessor, the present improvement, referred to as SVR, 
demonstrates exceptional proficiency in managing intricate 
data sets. SVR and its many extensions have emerged as vital 
tools in the field of machine learning due to their ability to 
provide a flexible and accurate methodology for addressing 
regression and classification problems [29]. 

 
Fig. 1. The diagram of the SVR. 

The initial description pertains to a linear function, denoted 
as f(x), which is characterized by the following mathematical 
form: 

 ( )         (1) 

where,   is the input vector,   is a constant that has to be 
calculated, and   is the vector holding the parameters. In 
instances involving nonlinear problems, the data is transformed 
into a higher-dimensional space by the utilization of a 
nonlinear kernel. 

 ( )     ( )     (2) 

where, φ(x) is the kernel function. 

The utilization of a feature space with larger dimensions 
can be employed to facilitate the mapping of data, hence 
enabling the implementation of a linear regression approach. 

The coefficients   and   can be obtained by minimizing a 
given function as follows: 
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where, the positive and negative errors are denoted by    
and   

 , respectively. The constant C>0 is a hyperparameter that 
enables the adjustment of the trade-off between the permissible 
error and the flatness of the function  ( ). 

B. Biogeography-based Optimization 

The BBO algorithm operates by simulating the movement 
of various species, which is determined by the suitability of 
their respective habitats. This process allows for a 
comprehensive analysis of the complex relationships between 
different species and their environments, ultimately leading to 
more refined and accurate predictions about ecological 
patterns. In the context of an optimization issue, it might be 
argued that a solution bears resemblance to a habitat. An 
optimal approach for addressing population concerns involves 
the establishment of densely populated habitats that offer 
superior living circumstances for various species compared to 
alternative habitats. The environment in which living animals 
encounter significant challenges is where the least optimal 
solution within the population is found. Therefore, the superior 
solutions can attract the inferior solutions due to their shared 
characteristics. The method of sharing features is accomplished 
by the utilization of the outlined operators. 

Operation of Migration: Migration is a procedure through 
which a poorer habitat is swapped with a better one based on 
emigration rates. The quantification of the influx of species in a 
given area is referred to as the immigration rate. The migration 
incidence is anticipated to be greater under a more favourable 
solution compared to a less favourable option. 

On the contrary, the quantitative assessment of the number 
of individuals within a species that depart from their 
environment is known as the rate of migration. Consequently, 
the emigration rate is expected to be greater under a suboptimal 
solution compared to an optimal option. The basic form of 
BBO has utilized straight paths as shown in Eq. (4). 

   
   

 
    (  

 

 
)  (5) 

  : Migration amount of  th habitat. 

  : Migration amount of  th habitat. 

I: Maximum immigration amount. 

E: Maximum emigration rate. 

  : Maximum number of species that a habitat can 
support. 

K: Number of species count. 
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Mutation: Mutation in BBO may be likened to an abrupt 
alteration in the environmental circumstances experienced by 
living organisms, such as those caused by natural disasters like 
earthquakes, volcanic eruptions, or tornadoes. Similarly, the 
random modifications in the genetic makeup of a species 
prompt its migration to a new habitat, as the previous habitat 
becomes unsuitable for its survival. 

C. Gray Wolf Optimizer 

The GWO is a unique optimization approach that has been 
developed through the utilization of a meta-heuristic method. 
The strategy, initially introduced by Mirjalili et al. [18], 
emulates the social hierarchy and hunting strategies employed 
by grey wolves. Alpha is often regarded as the most optimum 
choice, whereas Omega is positioned as the final challenger 
inside the hierarchical framework of leadership. 

Three principal hunting techniques are utilized by the 
method in order to emulate the behaviours of wolves: The 
action of following, confining, and assaulting prey. To simulate 
the locomotion patterns of grey wolves during hunting 
activities in their natural habitat, the following relate was 
employed: 

 ⃗⃗  |      ( )    ( )| 

   (   )     ( )      ⃗⃗               (6) 

In which,   is the current iteration,  ⃗⃗  denotes movement, 

 ⃗⃗    denotes prey location,   ⃗⃗  ⃗and  ⃗⃗   denotes coefficient vectors, 

and  ⃗⃗  denotes the grey wolf's position. The coefficient vectors 

( ⃗⃗  and  ⃗⃗  ) are constructed using the relationships shown 
below. 

              

                    (7) 

The spatial allocation of novel search representatives 
pertaining to omegas is modified by using data derived from 
alpha, beta, and delta in the following manner: 

 ⃗⃗   |          |  ⃗⃗   |          |  ⃗⃗   |          |

 (8) 

             ⃗⃗                ⃗⃗                ⃗⃗  
 (9) 

  (   )  
 ⃗    ⃗    ⃗  

 
  (10) 

The wolves, denoted by the subscripts          , 
converge to initiate a conclusive assault in order to accomplish 
the objective successfully. The variable  ⃗⃗  is used in order to 
replicate the previous assault by altering a value from 2 to 0. 
On the other hand, the variable a represents a random variable 
that falls between the range of      and    . Consequently, if  

    is lowered, it will also lead to a decrease in the value of   . 
The wolves were compelled to grasp their prey due to the 

factor tightly       . Grey wolves engage in cooperative 
hunting strategies by forming packs and exhibiting a 
hierarchical social structure. These packs are led by an alpha 

wolf, who guides the group's activities. The pack members 
disperse to forage for food individually, and then afterwards 
regroup to launch coordinated attacks. Wolves may separate in 

search of prey when | ⃗⃗ | has a random value greater than unity. 

The wolf count and generation number are considered to be the 
two most critical configuration parameters for the GWO 
algorithm. This means that the total number of objective 
function evaluations will be equal to the wolf population times 
the size of the generation or, 

            (11) 

D. Slime Mould Algorithm 

Li et al. introduced a unique approach called SMA, which 
draws inspiration from the behaviour of slime mould seen in 
natural environments [24]. The slime mould, which is 
represented in Fig. 3, uses its olfactory perception and detects 
the volatilized scent of nourishment in the air in order to 
approach its prey. Fig. 2 provides a comprehensive illustration 
of the general characteristics of SMA. 

The behaviour of the slime mould may be mathematically 
described by the equation that goes as follows: 

 (   )⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗  {
  ( )⃗⃗⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗    ⃗⃗⃗⃗   ( ⃗⃗⃗     ( )⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗     ( )⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗ )        

  ⃗⃗  ⃗  ( )⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗                                                        
 (12) 

In which,    ( )  reflects the specific area of the slime 
mould that now exhibits the greatest level of odour, the 
variables  ( )  and  (   )  represent the locations of the 
slime mould in iteration   and    , respectively.   ( ) and  
   represent two randomly selected sites of slime mould. The 
variable    varies over time within the range [- ,  ], where r is 
a random number between 0 and 1. The parameter   is 

specified as (          ( (
 

      
)   )), and    is a linearly 

decreasing parameter ranging from 0 to 1. 

         ( )                     (13) 

where,    denotes the fittest iteration overall, and  ( ) 

denotes the fitness of    ⃗⃗  ⃗ . Following is a definition of the 
weight   equation: 
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                ( )  (15) 

The variable  ( )  represents the initial half of the 
population in the given equation.    for the best fitness,    
for the poorest fitness, and the scent index for the sorted fitness 
values. By utilizing the formula provided, the spatial 
coordinates of the slime mould are revised: 

  ⃗⃗ ⃗⃗   {

    (     )                                     
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    (16) 
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Fig. 2. The diagram of the Slime mould algorithm. 

In this context, the parameter denoted as   is constrained to 
a range between 0 and 0.1. The terms    and    refer to the 
lower and upper borders of the search interval correspondingly. 

 
Fig. 3. The illustration of the SMA algorithm. 

E. Dataset Collection 

In order to conduct a thorough analysis, it is imperative to 
include trade volume and Open, High, Low, and Close 
(OHLC) prices during a designated period. Data for this 
investigation was collected via Yahoo Finance from January 2, 
2015, to June 29, 2023. The Nasdaq, which was founded in 
1971, is notable for being the inaugural electronic stock 
exchange in the globe. It distinguishes itself from conventional 
exchanges by functioning exclusively electronically and 
utilizing a digital infrastructure that optimizes the trading 
process. This allows for efficient and rapid transaction 
processing. In addition to technology firms, the Nasdaq 
Composite Index comprises companies from consumer 
services, healthcare, and a variety of other sectors. Due, in part, 
to its emphasis on emerging sectors and technology, the 
Nasdaq is a centre for innovative and expanding businesses, 
given its status as a major participant in international financial 
markets. Investors routinely track the Nasdaq Composite Index 
in order to assess the financial well-being of technology and 
growth firms, as well as to deduce wider economic patterns and 
investor sentiment. 
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F. Dataset Description 

The process of ensuring the high quality of the raw data is a 
crucial and fundamental stage in the pursuit of obtaining 
meaningful insights. The process of data preparation is of 
utmost importance in attaining this objective. The process 
encompasses a variety of tasks, such as the elimination of 
undesirable data, the establishment of standardized formats for 
widespread applicability, and the arrangement of information 
in a manner that promotes the retrieval of valuable insights. 
This has special significance in initiatives that entail substantial 
quantities of data because data quality takes precedence over 
mere numerical values. Data preparation activities encompass a 
range of tasks, such as encoding categorical data, cleaning and 
organizing data, scaling, standardization, and normalization in 
accordance with established industry standards. By engaging in 
these activities, the precision and dependability of the insights 
derived from the data can be enhanced. To achieve data scaling 
and normalization, Min-Max scalers were utilized in the 
project's data pre-processing step. This approach facilitated the 
removal of inconsistencies, as well as the measurement of null, 
missing, and unknown values. The methodology was illustrated 
using the data from the Nasdaq index. The dataset 
encompasses the timeframe spanning from January 2015 to 
June 2023 and has undergone several preparatory procedures, 
such as standardization. 

The process of transforming numerical attributes inside a 
dataset to a specific range, commonly ranging from zero to 
one, is referred to as feature scaling. This technique is 
alternatively recognized as Min-Max normalization or data 
preparation. The objective is to maintain the relative 
relationships between the values while ensuring that all 
features are brought to a comparable scale. The consideration 
of input feature quantity holds particular significance in 
machine learning algorithms that exhibit sensitivity towards 
this aspect. The formula for the data normalization procedure is 
as follows: 

XSc led  
(      )

(         )
     (17) 

G. Evaluation Metrics 

Evaluation metrics are commonly used in the fields of 
statistics and machine learning to assess the effectiveness of 
forecasting models quantitatively. They aid in evaluating the 
predictive accuracy of a model on data that has not yet been 
observed. The selection of the optimal evaluation metric is 
contingent upon the particular analytical objectives and the 
nature of the predictive task at hand. Performance indicators 

such as R-squared (  ), Root Mean Square Error (RMSE), 
Mean Absolute Percentage Error (MAPE), Mean Squared 
Error (MSE), Relative Squared Error (RSE), and Mean 
Absolute Error (MAE) were utilized in this study to evaluate 
the prediction accuracy of the developed forecasting models. 
Below, a compilation of mathematical formulas pertaining to 
these metrics is provided: 
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III. RESULT AND DISCUSSION 

A. Statistical Results 

Table II displays the statistical characteristics, such as 
mean, std., min, 25%, 50%, 75%, max, and variance. The 
central tendency of a data set is quantified by the mean, a 
statistical term. The calculation involves the sum of all values 
inside the dataset, followed by the division of the resulting sum 
by the total count of values. The dispersion or spread of data 
points relative to the mean is quantified by the standard 
deviation, a statistical metric. The minimum, minimum value, 
or minimal observation is the term used for the smallest data 
point or value in a dataset. It assists in finding the lowest 
number within a batch of data as well as understanding the 
range and distribution of the data. The degree to which 
individual data points in a dataset differ from the average 
(mean) of the dataset is described by the statistical concept of 
variance. A low variance denotes that data points are close to 
the mean, whereas a high variance suggests that data points are 
dispersed from the mean. Quantiles, specifically the 25th, 50th, 
and 75th percentiles, play a pivotal role in comprehending the 
data distribution. As indicated by the 25th percentile (also 
referred to as the first quartile), 25% of the observed values are 
situated below this threshold. As an illustration, a 25% 
percentile of 5776.33 for the opening price indicates that 25% 
of the dataset's initial prices fall below this threshold. As the 
50th percentile, which is also equal to the median, divides the 
dataset in half, it is a significant indicator. With a median value 
of 7833.27, the proportion of closing prices that occur either 
above or below this value is half. The third quartile, or 75th 
percentile, indicates that 75% of the data are located below this 
value. A 75% percentile of the close price (1,590.78) indicates 
that 75% of the closing prices fall below this threshold. These 
quantiles offer valuable insights regarding the market's overall 
trend and stability. A significant disparity between the 25th and 
75th percentiles, for instance, may suggest that stock prices are 
more volatile. A comprehension of the distribution of the 
majority of data points, namely stock prices, can assist analysts 
and investors in recognising customary price ranges, detecting 
anomalies, and identifying substantial changes in market 
trends. 

The closing price data is shown in Fig. 4, whereby it has 
been partitioned into two distinct zones for the purposes of 
training and testing. This strategy ensures the precision of the 
data while aiding consumers in acquiring reliable insights. 
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TABLE II.  RESULTS OF THE STATISTICS FOR THE OHCLV MODELS THAT WERE PRESENTED 

 
Open High Low Volume Close 

mean 8744.356 8805.287 8677.574 3143.8 8745.821 

Std. 3332.744 3362.163 3298.311 1551.37 3332.058 

min 4218.81 4293.22 4209.76 706.88 4266.84 

25% 5776.33 5821.95 5769.39 1908.94 5793.83 

50% 7829.03 7867.15 7791.98 2318.76 7833.27 

75% 11573.14 11699.63 11476.66 4416.84 11590.78 

max 16120.92 16212.23 16017.23 11621.19 16057.44 

variance 11107186 11304139 10878852 2406747 11102609 

 
Fig. 4. Data set division into the train and test. 

B. Comparative Analysis 

The algorithms BBO, GWO, and SMA, which were chosen 
for comparison in this research, are widely acknowledged for 
their efficacy and efficiency in a range of optimization tasks, 
including financial market analysis. The selection of these 
algorithms is based on their established history of success in 
handling intricate optimization tasks, which is consistent with 
the aims of our research. Relevant benchmarks, these 
algorithms have been extensively implemented and cited in 
prior research for comparable applications. Their widespread 
usage and recognition within the scientific community signifies 
their acceptability and validation, thereby furnishing a strong 
foundation for comparative analysis. The exclusion of other 
algorithms is warranted due to the fact that our research is 
primarily concerned with algorithms that have demonstrated 
exceptional potential in the analysis of financial markets. 
Furthermore, an excessive number of algorithms may 

compromise the precision and comprehensibility of the 
comparative analysis. 

In order to accomplish the crucial objective of forecasting 
the Nasdaq index, an identical dataset was used by each model. 
In this article, a meticulous analysis and evaluation of the 
outcomes of each model were conducted to provide a complete 
and informative comparison of their respective performances. 
Establishing a comprehensive and equitable comparison 
requires the clarification of performance indicators used for 
evaluating the models. By employing a diverse set of 
significant metrics, as explained in the methodology section, 
the models were assessed. A comprehensive evaluation of the 
performance of each model can be conducted by using a 
variety of indicators, thus facilitating the determination of the 
model that most effectively meets the established requirements. 
All the many nuances of how each model performed are 
displayed in a thorough Table III with the findings. 
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TABLE III.  THE OUTCOMES OF THE  MODEL'S EVALUATION CRITERIA AND TIME COMPUTING 

Train/Test Metrics SVR BBO-SVR GWO-SVR SMA-SVR 

TRAIN SET 

   0.980 0.985 0.989 0.992 

RMSE 417.512 356.900 303.741 264.583 

MAPE 5.482 4.240 3.028 1.763 

MAE 382.054 329.413 225.660 158.062 

RSE 590.803 505.028 429.810 374.396 

MSE 174316.292 127377.539 92258.490 70004.188 

TEST SET 

   0.972 0.981 0.988 0.991 

RMSE 265.540 217.667 173.450 149.248 

MAPE 1.666 1.376 1.073 0.930 

MAE 215.186 174.385 134.495 116.260 

RSE 376.411 308.550 245.870 211.564 

MSE 70511.446 47379.041 30084.774 22275.026 

Time Second 0.156 163.85 221.81 139.94 
 

Initially, the obtained outcome was used in the selection 
process of the SVR model. The decision to develop the SVR 
model was made after a comprehensive review of the data due 
to its exceptional performance. Between the commencement of 
2015 and the midpoint of 2023, the Nasdaq index data 
underwent a procedure that included the selection of relevant 
data and normalization. The collection of important insights 
will benefit the decision-making process using this detailed 
technique. The evaluation score for SVR alone is 0.972 in   , 
which, as shown in Table III, has increased due to 
improvements in the problematic optimizers. The    criteria 
values for the BBO, GWO, and SMA algorithms are 0.981, 
0.988, and 0.991, respectively, indicating the possibility of 
selecting the optimal course of action. When compared to other 
optimizers, superior results are produced by the SMA 
optimizer. The findings of the RMSE model shown in Table III 
also confirm the superiority of the SMA optimizer. The RMSE 
values for SVR, BBO-SVR, GWO-SVR, and SMA-SVR are 
265.54, 217.667, 17.3450, and 149.248, respectively. 
Furthermore, the hybrid models outperform the SVR model, 
suggesting that tweaking the model's hyperparameters can be 
beneficial for optimization. However compared to SVR, hybrid 
models require longer running times. The rationale is that 
while hyperparameters of the SVR are manually set, hybrid-
model hyperparameters are optimized via metaheuristic 
algorithms. A consistent upward trend in all metrics is 
observed in the training set, progressing from the SVR model 
to the SMA-SVR model. More precisely, the    value, which 
indicates the extent to which the independent variables account 
for the variability of the dependent variable's variance, 
increases from 0.980 in the SVR model to 0.992 in the SMA-
SVR model. This suggests that the SMA-SVR model exhibits 
superior predictive capability regarding the outcomes. The 
RMSE, an indicator of prediction error standard deviation, 
exhibits a substantial reduction from 417.512 in the SVR 
model to 264.583 in the SMA-SVR model. This pattern is 

similarly evident in MAPE and MAE, where SMA-SVR 
exhibits a significant decline in errors, signifying its 
exceptional precision in prognostication. In addition, the 
reduction in RSE and MSE provides additional evidence that, 
among the four models evaluated for the train set, SMA-SVR 
exhibits the most accurate predictions and the lowest error 
rates. Similar results are observed when the SMA-SVR model 
is applied to the test set. The model attains the maximum    
value of 0.991, indicating an exceptional capacity for variance 
prediction. The SMA-SVR model exhibits the lowest values of 
RMSE, MAPE, and MAE, which further validate its 
exceptional accuracy and dependability when forecasting on 
unseen data. The comparatively reduced RSE and MSE values 
of SMA-SVR, in contrast to the alternative models, provide 
additional validation for its status as the most precise and 
dependable model across training and testing scenarios. Fig. 5 
shows ev lu tion of the suggested model’s perform nce in 
comparison to other models during training. 

 

Fig. 5. Evaluation of the suggested model's performance in comparison to 
other models during training. 
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Fig. 6. Evaluation of the suggested model's performance in comparison to 

other models during testing. 

The outcomes of the conducted tests are illustrated in Fig. 7 
and Fig. 8, showcasing a robust connection between the model 
and the empirical data. Among the models tested, the SMA-
SVR model exhibited superior performance in comparison to 
the individual SVR, BBO-SVR, and GWO-SVR models. It is 
worth mentioning that the utilization of the optimizer approach 
resulted in a substantial enhancement in the performance of the 
SVR model. Fig. 6 and Fig. 7 provide a comprehensive 
examination of the four models, therefore validating the 
superior performance of the chosen model. These results 
indicate that the SMA-SVR model is a potential method for 
precisely forecasting the intended results in the context. These 
results indicate that the SMA-SVR model is a potential method 
for precisely forecasting the intended results in the context. The 
proposed model has the following limitations: 

The high R-squared value of 0.991 may potentially signify 
the occurrence of overfitting in the model. This is the result of 
an excessive learning load imposed by the training data, which 
may include noise and outliers, and may consequently hinder 
the model's performance when applied to novel, unseen data. 

 
Fig. 7. Evaluation metrics outcomes for the attending models during train. 
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Fig. 8. Evaluation metrics outcomes for the attending models during the test. 

The impact of external variables on market volatility: The 
model may not comprehensively capture the stock market's 
vulnerability to various elements, including economic 
indicators, political occurrences, and market sentiment. This 
constraint serves to underscore the intrinsic indeterminacy of 
the market. 

The effectiveness of the model is widely recognized to be 
significantly contingent upon the provision of high-quality and 
exhaustive data. The predictive accuracy may be substantially 
affected by constraints in the data, including biases or 
incomplete historical information. 

The augmentation of computational demands and 
complexity is an acknowledged consequence of integrating 
support vector regression with the slime mould algorithm. 
Potentially reducing the efficacy of real-time predictions, this 
could require additional processing time and power. 

Market-Specific Variability in Generalizability: It has been 
noted that the efficacy of the model may differ when applied to 
various financial instruments or stock markets. This feature 

highlights the necessity for additional verification and 
assessment. 

It is observed that the performance of the model is highly 
susceptible to changes in the hyperparameters it is configured 
with. Potentially inconsistent performance across a variety of 
datasets may result from the intricacy associated with fine-
tuning these parameters. 

Restriction on the Study's Scope: The study's concentration 
on particular algorithms and optimization techniques may have 
overlooked alternative approaches that have yet to be 
investigated but could have proven to be more effective. 

Concerns Regarding Regulatory Compliance, 
Transparency, Fairness, and Ethics: The application of 
sophisticated predictive models in the realm of stock trading 
gives rise to ethical and regulatory issues. Careful attention 
should be given to these critical considerations. 

Further research could be focused on a number of critical 
domains in light of the study's findings and methodologies: 
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Algorithm Improvement: To further enhance the accuracy 
and adaptability of predictions, further improvements could be 
made to the integration of support vector regression and the 
slime mould algorithm through the investigation of additional 
parameters or alternative configurations. 

Conducting comparative analyses with novel or less 
prevalent optimization algorithms could provide fresh 
perspectives on fluctuating market conditions by evaluating the 
performance of the present model. 

Analyses of Real-Time Data: The model's practical efficacy 
and resilience in authentic market situations could be evaluated 
through its implementation in a real-time trading environment. 

Additional Market Segments: To assess the model's 
adaptability across various market sectors, it might be 
advantageous to expand its scope to encompass a more 
extensive array of financial instruments, including bonds, 
commodities, and cryptocurrencies. 

The model's performance in diverse economic and 
regulatory environments could be better comprehended 
through cross-market analysis, which involves the application 
of the model to stock markets in different countries or regions. 

Enhancement through Inclusion of Supplementary Data 
Sources: The predictive accuracy of the model could 
potentially be improved through the integration of alternative 
data sources, such as social media trends, news sentiment 
analysis, or economic indicators. 

The potential for enhanced prediction capabilities and the 
ability to process more intricate data patterns could be 
investigated through the incorporation of deep learning 
techniques with the existing model. 

The model could be rendered accessible to a wider 
spectrum of users, including individuals lacking technical 
expertise, through the development of a user interface that is 
intuitive and easy to use. 

In order to aid investors in comprehending and alleviating 
potential losses, risk management functionalities might be 
integrated into the model. 

An evaluation of the model's consistency and dependability 
over prolonged durations could be accomplished through the 
implementation of a long-term performance analysis. 

The examination of the model's reaction to market 
anomalies or exceptional circumstances, such as unanticipated 
global events or financial crises, may have valuable 
implications. 

An investigation into the feasibility of attaining a more 
precise or resilient prediction outcome might involve the 
implementation of ensemble techniques, wherein the current 
model is combined with additional predictive models. 

Further investigation could be warranted into the ethical 
and regulatory ramifications associated with the utilization of 
sophisticated AI for forecasting the stock market, with a 
specific focus on the principles of trading transparency and 
fairness. 

IV. CONCLUSION 

By employing stock prediction techniques to evaluate asset 
values and ascertain prevailing market trends, a substantial 
competitive advantage can be gained by both individual and 
institutional investors. Informed decisions regarding 
purchasing, selling, or retaining stocks can be made by 
investors through the utilization of historical data and advanced 
algorithms. The implementation of this particular method holds 
significant importance for investors committed to making 
prudent investment decisions, as it effectively mitigates risks 
and increases the likelihood of achieving profitable outcomes. 
Many predictive algorithms and data sources were employed in 
this research to evaluate the complex and ever-changing 
domain of stock prediction. The findings suggest that the 
accuracy of forecasting might potentially be enhanced through 
the utilization of a hybrid model or an ensemble technique. 
Finally, the construction and evaluation of the prediction model 
underscored the need to use data-driven insights to establish 
dependable decision-making processes. This highlights the 
benefits of a data-centric strategy in the modern, rapidly 
changing business environment, as well as the possible 
applications of predictive analytics across a wide variety of 
sectors. The objective of this research was to develop models 
with enhanced predictive capabilities for stock prices, enabling 
traders and investors to use these algorithms to make informed 
decisions on the optimal timing and price for purchasing 
stocks. 

In this study, the following findings were reached: 

 First, the data preparation and normalization process 
were completed, potentially impacting how the 
prediction model is presented. The chosen model was 
then prepared to begin its data analysis. 

 The best model was selected, findings were analyzed, 
and hyperparameters were adjusted to increase the 
model's effectiveness. 

 The identification of the most accurate optimization 
technique as the primary optimizer of the model was 
achieved through a comparative analysis of the 
outcomes produced by several optimization algorithms. 
Among the three optimization algorithms, namely 
BBO, GWO, and SMA, the SMA technique exhibited 
the highest performance in terms of the    evaluation 
criterion, with a result of 0.991, surpassing the results of 
0.981 and 0.988 achieved by BBO and GWO, 
respectively. 
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Abstract—In the finance sector, stock price forecasting is 
deemed crucial for traders and investors. In this study, a detailed 
comparison and analysis of various machine learning models for 
stock price forecasting were undertaken. Historical stock data 
and an array of technical indicators were utilized in these 
models. The enhancement of the Histogram-Based Gradient 
Boosting (HGBR) method for predicting the Nasdaq stock index 
was the focus. Optimization techniques such as genetic algorithm 
optimization, biologically-based optimization, and the 
grasshopper optimization algorithm were applied. Among these, 
the most promising results were shown by the grasshopper 
optimization method. The optimized HGBR models, namely GA-
HGBR, BBO-HGBR, and GOA-HGBR, were found to have 
achieved significant improvements, with coefficient of 
determination values of 0.96, 0.98, and 0.99, respectively. These 
figures underscore the substantial advancement of these models 
as compared to the baseline HGBR model. Metrics such as Mean 
Absolute Error, Root Mean Square Error, Mean Absolute 
Percentage Error, and the Coefficient of Determination were 
employed to assess the performance of the models. 

Keywords—Stock prediction; machine learning approaches; 
ensemble learning; grasshopper optimization; histogram-based 
gradient boosting 

I. INTRODUCTION 
The task of predicting stock prices is undeniably 

challenging, primarily due to the inherent long-term 
uncertainties involved [1]. The traditional market hypothesis 
suggests that stock prices are unpredictable and random, but 
current technical analysis has revealed that previous records 
hold valuable information that can assist in predicting future 
stock values [2]. Furthermore, factors such as political 
developments, general economic conditions, commodity 
prices, investor expectations, and other stock market 
movements can also have a significant impact on the stock 
market [3]. High market capitalization is utilized to calculate 
stock group values, and a variety of technical factors can be 
used to generate statistical data on stock prices [4]. Therefore, 
it is essential to consider all of these factors when attempting to 
predict stock prices accurately. Inherent challenges arise when 
attempting to anticipate stock values because many traditional 
techniques for doing so rely on stagnant trends. 

Furthermore, because there are so many variables at play, 
forecasting stock values is inherently difficult. The market 
operates like a voting machine in the near term but more like a 
weighing machine in the long term, indicating the possibility of 
forecasting longer-term market changes [5]. Machine learning 
(ML) is a potent technology that includes a variety of 
algorithms and has been shown to improve performance in 

particular case studies considerably. Many people think that 
ML has the ability to find important information and recognize 
patterns in datasets [6]. Ensemble models are a machine 
learning strategy where common algorithms are used to handle 
a particular problem, in contrast to standard ML approaches, 
and they have consistently shown higher performance when it 
comes to time series prediction [7][8][9]. 

In the field of forecasting, utilizing ensemble approaches 
has been found to yield more accurate results compared to 
single models [10]. The reason behind this is that ensembles 
are able to combine the predictions of multiple models, 
enabling them to account for potential errors and uncertainties. 
One of the major challenges in machine learning is overfitting, 
which occurs when a model performs exceedingly well on 
training data but fails to generalize to new data. However, 
ensembles are less prone to overfitting due to their reliance on 
multiple base models, such as bagging and boosting, which 
help to mitigate the risk of overfitting [11]. These techniques 
work by creating multiple models and combining their 
predictions, thereby reducing the likelihood of a single model 
overfitting to the training data. Ultimately, the use of ensemble 
approaches in forecasting can lead to more reliable and 
accurate predictions [12]. To conduct a comparative analysis of 
cutting-edge machine learning methods for forecasting stock 
market returns, ten years of daily historical data pertaining to 
the top ten equities on the Casablanca Stock Exchange were 
utilized. When Bilal et al. [13] used an ensemble learning 
approach was utilized to train six classifiers (ridge regression, 
LASSO regression, support-vector machine, k-nearest 
neighbors, random forest, and adaptive boosting) to forecast 
price directions one day, one week, and one month in advance. 
In contrast to other models, support vector machines, random 
forests, and adaptive boosting exhibited superior performance 
in short-term predictions. Ensemble learning enhanced 
performance metrics across all prediction horizons by a 
substantial margin. Sonkavde et al. [14] investigated a range of 
algorithms to address challenges related to stock price 
prediction and classification. These algorithms comprised 
ensemble algorithms, deep learning, supervised and 
unsupervised machine learning, and time series analysis. 

The model presented for forecasting the Nasdaq stock 
market in this work is a Histogram gradient boosting regressor 
(HGBR). Nasdaq is one of the major stock exchanges in the 
United States, particularly associated with technology and 
internet-based businesses, and renowned for its electronic 
trading platform. The HGBR is a machine-learning approach 
that addresses regression-related issues by combining the 
principles of gradient boosting with histogram-based feature 
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splitting. It is an adaptation of the popular Gradient Boosting 
Machine (GBM) technique [15]. Regression and classification 
are the two primary subtypes of gradient boosting, a machine-
learning approach for prediction. This paradigm is intended to 
manage complicated and substantial difficulties as opposed to 
simple and small ones, in contrast to previous techniques. The 
gradient-boosting technique known as HGBR was created 
expressly to overcome regression issues. This technique is 
renowned for its quickness and capacity to hasten decision-tree 
learning. By discretizing the input variables, HGBR does this 
by splitting extra trees into several values [16]. 

Providing precise forecasts is the primary goal of prediction 
models. To achieve this, optimizing these models can 
significantly improve their accuracy, especially in sectors 
where even a minor increase in accuracy can have a substantial 
impact, such as healthcare, banking, and manufacturing [17]. 
Different methods and models are provided to optimize the 
HGBR. Some of them, like Moth flame optimization [18], 
Biogeography-based optimization [19] and gray wolf 
optimization [20], are inspired by nature. The optimization 
methods used to optimize for the model of this paper are 
genetic algorithm, biogeography-based optimization and grey 
wolf optimization. 

The genetic algorithm is a computational optimization 
technique that draws inspiration from natural selection and 
evolution. This powerful tool is widely employed to solve or 
estimate a wide variety of optimization and search problems, 
ranging from engineering and finance to biology and physics 
[21]. By mimicking the process of natural selection, genetic 
algorithms are able to efficiently navigate complex search 
spaces and identify optimal solutions for a wide range of 
problems. In essence, this approach is based on the idea that 
the fittest solutions are more likely to survive and reproduce, 
leading to a gradual improvement in the overall quality of the 
solution over time [22]. Overall, the genetic algorithm is a 
versatile and powerful tool that has revolutionized the field of 
optimization and has enabled researchers and practitioners to 
tackle some of the most challenging problems of our time [23].  
Another optimization method in this paper is biogeography-
based optimization is a method of optimization that takes its 
cues from nature. Biogeography is the study of how organisms 
spread and adapt through time in various habitats [19]. BBO is 
used to solve numerous optimization problems in a variety of 
disciplines, including engineering, biology, economics, and 
data science. Biogeography is the scientific study of the 
geographical distribution of living organisms. The 1960s saw 
the discovery and development of the fundamental 
mathematical equations regulating the spread of organisms 
[24]. The GWO algorithm [20] is an innovative solution that 
finds its inspiration in the social hierarchy and hunting habits 
of grey wolves in the wild. This nature-inspired optimization 
technique has gained popularity in the fields of computational 
intelligence and machine learning due to its effectiveness in 
solving complex search and optimization problems [25]. By 
mimicking the social behavior of grey wolves, the GWO 
algorithm proves to be an efficient and effective way to tackle 
real-world optimization challenges. Its unique approach 
provides a fresh perspective on the problem-solving process, 
allowing for a more comprehensive and dynamic method of 

finding solutions [26]. This paper makes a substantial 
contribution to the current research on predicting stock prices 
by thoroughly examining and analyzing several machine-
learning algorithms. The application of optimization 
techniques, like genetic algorithm optimization, biologically-
based optimization, and the grasshopper optimization 
algorithm, adds a layer of depth to the inquiry. The focus on 
improving the Histogram-Based Gradient Boosting technique 
for forecasting the Nasdaq stock index is remarkable. This 
study underscores the pragmatic significance for investors, 
emphasizing the cruciality of utilizing historical data and 
sophisticated algorithms to guide investment choices. The 
proposal to utilize ensemble techniques or hybrid models is in 
line with the progressive nature of stock prediction, 
recognizing the intricate and dynamic character of the market. 
The recognition of the grasshopper optimization algorithm as 
the most efficient optimizer contradicts current beliefs and 
offers a nuanced viewpoint on optimization methods in 
predicting stock prices. To summarize, this study enhances 
previous research by improving and perfecting the HGBR 
method, demonstrating the efficacy of particular optimization 
techniques, and providing practical guidance for investors in 
the ever-changing field of stock prediction. 

According to the reviewed literatures, the main research 
gaps and novelties of the paper can be stated as follows. 

A. Research Gaps 
The field of stock price prediction, especially for the 

Nasdaq stock index, has long faced difficulties because of the 
complex interplay between contributing factors and the stock's 
intrinsic unpredictability. Due to their dependence on stagnant 
trends and inadequate analysis of the numerous factors 
influencing the stock market, traditional tactics frequently fail. 
The intricacy of this problem is exacerbated by the tendency of 
many machine learning models to overfit, which causes them 
to perform incredibly well on training data but poorly on new, 
untested data. Moreover, ensemble approaches are often 
underutilized in current models, despite the fact that they have 
been demonstrated to provide improved time series prediction 
accuracy by combining several predictions and reducing errors 
and uncertainties. Furthermore, although a number of 
optimization strategies, including Moth flame, Biogeography-
based, and Gray Wolf optimization, have been studied in the 
literature, there is a dearth of thorough evaluation and 
comparison of these strategies, especially when it comes to 
using them to optimize the Histogram-Based Gradient 
Boosting (HGBR) method for stock price forecast-making. 

B. Novelties of the Work 
Using the powerful Histogram-Based Gradient Boosting 

Regressor (HGBR) in conjunction with cutting-edge 
optimization methods like genetic algorithms, biologically-
based optimization, and most notably, the grasshopper 
optimization algorithm, this study presents an optimized hybrid 
model for the prediction of Nasdaq stock prices. The creation 
of the GA-HGBR, BBO-HGBR, and GOA-HGBR models is 
the result of a thorough comparison and empirical examination 
of various optimization techniques, which is where the 
innovation lies. These models have amazing coefficients of 
determination values and show significant improvements over 
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the baseline HGBR model. The exceptional efficacy of the 
grasshopper optimization method is revealed in this study, 
which is innovative in its application to stock price prediction. 
Furthermore, the huge dataset that was obtained from Yahoo 
Finance and the Nasdaq Stock Exchange and included a wide 
range of factors over a long period of time offers a distinctive 
and reliable basis for the predictive analysis. By lowering the 
chance of overfitting, this study not only fills in the holes in the 
current predictive models but also offers fresh perspectives on 
how well ensemble and nature-inspired optimization strategies 
might improve stock price predictions. 

Lastly, the paper's structure is broken down into multiple 
sections, each of which focuses on a different aspect of the in-
depth investigation that was done: 

In Section II, the research methodology is the main topic of 
discussion in this section. It includes the explanation of the 
data that was utilized, the specifics of the model that was used, 
the optimization strategies that were used, and the evaluation 
criteria. The purpose of Section III is to present the study's 
result and discussion. Finally, Section IV concludes the paper. 

II. METHODOLOGY 

A. Data Description 
This data was acquired from the Yahoo Finance Website to 

compile a complete historical dataset of publicly listed firms. A 
broad spectrum of valuable data, encompassing daily stock 
prices and trading volumes, was made available by this source. 
Five important variables—Open, High, Low, Close prices, and 
Trading Volume—were the main focus of the analysis in this 
work in order to train and test our model. To comprehend the 
dynamics of the stock market, these factors are essential. The 

opening price of a stock or other financial instrument is the 
price at which it is traded at the start of the trading day. It 
establishes the foundation for every trading day. The stock 
price may fluctuate and reach its highest point, referred to as 
the High price, during the trading day. This represents the day's 
peak demand or valuation. On the other hand, the price can 
potentially fall to what is known as the Low price—its lowest 
point of the day. This represents the lowest demand or 
valuation. The closing price is the last trading price at the 
conclusion of the day. It is frequently used as a benchmark for 
the day's performance of the stock. Additionally, trading 
volume is the total number of shares, contracts, or financial 
instruments that are exchanged in a given trading day. Elevated 
volumes may suggest heightened attention or involvement in a 
specific stock. Additionally, this dataset was supplemented 
with data collected directly from the Nasdaq Stock Exchange, 
ensuring its comprehensiveness. Access to supplementary trade 
metrics and market indicators was granted by this esteemed 
financial data source, enhancing our understanding of market 
dynamics. The dataset, which spans a significant timeframe 
from January 2015 to June 2023, includes various market 
conditions, including periods of stability and volatility, owing 
to its wide temporal range. Given its diverse array of data 
points that can be harnessed to construct a comprehensive 
industry portrait, it can be claimed that this dataset was ideally 
suited for robust model training and evaluation. 

Nasdaq, a preeminent global stock exchange established in 
1971, Nasdaq has come to represent innovation, technology, 
and sophisticated financial markets. Its inception aimed to 
modernize and streamline the stock trading process, 
introducing revolutionary changes to the conventional open-
outcry system [27]. 

 
Fig. 1. Data division into training and testing. 

2015 2017 2019 2021 2023
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The training and testing portions of the produced dataset 
are separated, as illustrated in Fig. 1. Data analysis and 
machine learning both start with the division of data into 
training and test sets. You may evaluate the results of the 
model and generalization skills using this technique. 

B. Description of the Applied Model 
1) Histogram-based gradient boosting: HGBR represents 

a subtype of Gradient Boosting Regressor that accelerates the 
computation of the gradients and Hessians of the loss function 
by using histograms [28]. The algorithm starts by fitting a 
regressor to the training data, and then it fits other regressors 
to the residual errors of the first ones [15]. Weak learners are 
weighted together to form the final algorithm. The algorithm's 
main goal is to reduce the loss function: 

L = ∑  𝑁
𝑖=1 (𝑦𝑖 − �̂�𝑖)2       (1) 

The approach fits a weak learner ℎ𝑡(𝑥)  to the residual 
errors of the prior regressors at each iteration. The decision tree 
used by the weak learner divides the data into bins according to 
the values of the input characteristics. The approach then 
directly determines, rather than estimating, the gradients and 
Hessians of the loss function using the histogram data. Then, 
using precise gradients and Hessians, the weight of the learner 
is determined. Understanding categorical characteristics and 
values that are missing organically by generating new bins for 
each category or missing value is one benefit of histogram 
gradient boosting. The ultimate model is a weighted average of 
each weak learner separately: 

�̂�(𝑥) = ∑  𝑇
𝑡=1 𝛼𝑡ℎ𝑡(𝑥)  (2) 

where, 𝛼𝑡 is the learner's weight for the 𝑡-th weak learner. 

C. Obtained Optimization Method 
When it comes to developing a reliable machine learning 

model, one of the most critical factors is optimizing the 
hyperparameters correctly. This can significantly impact the 
accuracy, precision, and recall of the model, which in turn can 
have a significant impact on the quality of the decisions and 
forecasts that it produces [29]. By taking the time to fine-tune 
the hyperparameters, developers can ensure that their model 
performs optimally and is better equipped to handle real-world 
scenarios [30]. 

1) Genetic algorithm: GA is an algorithm used for solving 
optimization and search issues that replicates the process of 
natural selection. Its basic principle is to repeatedly apply 
genetic operators like selection, crossover (recombination), 
and mutation on a population of candidate solutions or 
individuals to produce new individuals. The fitness function, 
which gauges the caliber of the solution, is then used to assess 
the new people. Until a workable solution is identified, this 
procedure is repeated over several generations [22]. 

a) GA consists of three key elements [31]: Each person 
is represented by a chromosome, which is a string of numbers 
or letters. The exact issue being handled determines the 
encoding. Evaluation of the fitness function is used to gauge 
each person's contribution to the quality of the solution. The 
fitness feature was created with the current issue in mind. 

Using evolutionary operators, new individuals can be 
produced from existing ones. Selection, crossover, and 
mutation are the three most often utilized operators. To choose 
the most fertile people, selection is utilized. Chromosomes 
from two people can be combined through a process called 
crossover to create a third person. The mutation is utilized to 
induce minor, random alterations in an individual's 
chromosomes. It's essential to remember that GA is a heuristic 
optimization technique; it cannot be relied upon to discover 
the best overall solution, but it can offer a good one at a 
reasonable computing cost. However, for large-scale issues, it 
could be computationally demanding and time-consuming, 
particularly if the dataset is sizable and the training procedure 
is drawn out [32]. 

2) Biological-based optimization: BBO, a natural-inspired 
optimization approach, is based on the concepts of 
biogeography, a scientific field that investigates how species 
are dispersed across time in varied ecosystems. BBO is used 
to handle optimization difficulties in various fields, including 
engineering, biology, economics, and data science. 
Biogeography is the study of how biological organisms are 
distributed geographically. The discovery and development of 
mathematical equations that control how organisms disperse 
occurred in the 1960s [24]. The concept of Biogeography-
Based Optimization has caught the attention of an engineer 
who believes that nature can teach us valuable lessons. This 
algorithmic approach was developed based on the principles 
of biogeography, which include the birth of new species, 
species migration between islands, and the extinction of 
species. Back in 2008, Dan Simon introduced this flexible and 
metaheuristic strategy. It uses a mathematical framework to 
explain how animals move across habitats, seeking refuge 
from unfavorable conditions and gravitating towards more 
hospitable ones. The Habitat Appropriateness Index is a 
helpful tool for evaluating and recording the suitability of 
different habitats. It relies solely on the objective function of 
the optimization problem. One of the most esteemed 
evolutionary algorithms is biogeography-based optimization. 
This algorithm systematically enhances the best solutions by 
optimizing a function based on a specific quality or fitness 
function [33]. 

3) Grasshopper optimization algorithm: The Grasshopper 
Optimization Algorithm, a popular metaheuristic algorithm, 
draws inspiration from nature. Finding the finest solutions that 
produce the biggest potential outcome is the key objective, 
and randomization is used to prevent being caught in local 
optima. The method has shown to be very effective and 
efficient in optimization thanks to its speedy convergence and 
impressive exploration abilities. GOA has performed better in 
test problems than a variety of other approaches, proving its 
excellence and promise in practical applications. GOA is also 
adaptable, balancing exploitation and exploration to ensure the 
optimal result is reached. This unique characteristic makes 
GOA an excellent choice for research applications. The 
overall cycle of the GOA optimizer is shown in Fig. 2. 
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Fig. 2. Comprehensive cycle of GOA. 

Suggested GOA, a Swarm Intelligence algorithm. [34] 
proposed GOA. Each grasshopper's position in the swarm, 
which is patterned after the behavior of grasshoppers, which 
regularly form swarms, represents a potential solution. The 
position of the 𝑖th grasshopper is indicated by the following 
equation: 

𝑋𝑖 = 𝑆𝑖 + 𝐺𝑖 + 𝐴𝑖  (3) 

where, 𝑆𝑖 is for social interaction, 𝐺𝑖 stands for gravity and 
𝐴𝑖 stands for wind advection. 

The following equation, with the gravity element removed 
and the direction of the wind considered to be toward the 
target, states the equation adjusted for 𝑁  grasshopper 
optimization: 

𝑋𝑖𝑑 = 𝑐 �∑  𝑁
𝑗=1
𝑗≠𝑖

 𝑢𝑏𝑑−𝑙𝑏𝑑
2

𝑠��𝑥𝑗𝑑 − 𝑥𝑖𝑑��
𝑥𝑗−𝑥𝑖
𝑑𝑖𝑗

� + 𝑇𝑑� (4) 

The symbol 𝑑𝑖𝑗  represents the separation among the 𝑖th and 
𝑗th grasshoppers, while the function 𝑠 represents the strength of 
the social forces, where 𝑙 stands for the attractiveness scale and 
𝑓 for the level of attraction, all of which are calculated using 
the equations below: 

𝑑𝑖𝑗 = �𝑑𝑗 − 𝑑𝑖�

𝑠(𝑟) = 𝑓𝑒
−𝑟
𝑇 − 𝑒−𝑟

   (5) 

The coefficient 𝑐 , which decreases the comfort zone 
proportionately to iterations, is found using the equation. 

𝑐 = 𝑐𝑚𝑎𝑥 − 𝑙 𝑐𝑚𝑎𝑥−𝑐𝑚𝑖𝑛
𝐿

   (6) 

where, 𝑙  is the current iteration, 𝐶𝑚𝑎𝑥  denotes the 
maximum value, 𝐶𝑚𝑖𝑛 denotes the minimum value, and 𝐿 
denotes the maximum number of iterations. How the GOA 
optimizer works from the beginning to the end of the process is 
shown in Fig. 3. 

D. Evaluation Criteria 
In statistics and machine learning, evaluation metrics are 

the chosen quantitative measurements for assessing the 
efficacy of prediction models. They assist in determining a 
model's ability to produce precise predictions on as-yet-
unobserved data. The kind of prediction problem and the 
specific analytic goals determine the optimum assessment 
metric. Performance metrics, including 𝑅𝑀𝑆𝐸, 𝑀𝐴𝐸, 𝑀𝐴𝑃𝐸, 
and 𝑅2 were employed in this study's predictive measures to 
assess the constructed forecasting models' predictive accuracy. 
A collection of mathematical formulas for these measurements 
is provided below: 

𝑅𝑀𝑆𝐸 = �∑ (𝑦𝑖−𝑦�𝑖)2
𝑛
𝑖=1

𝑛
      (7) 

𝑀𝐴𝑃𝐸 = 1
𝑛
∑ �𝑦𝑖−𝑦�𝑖

𝑦𝑖
�𝑛

𝑖=1       (8) 

𝑀𝐴𝐸 = ∑ |𝑦𝑖−𝑦�𝑖|
𝑛
𝑖=1

𝑛
  (9) 

𝑅2 = 1 − ∑ (𝑦𝑖−𝑦�𝑖)2
𝑛
𝑖=1  
∑ (𝑦𝑖−𝑦�)2𝑛
𝑖=1

  (10) 

Eggs

Nymph (without wings)

Adult (without wings)
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Fig. 3. Flowchart of the main optimization method. 
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III. RESULT AND DISCUSSION 

A. Data Statistical Results 
Table I presents the statistical results of these data points, 

offering insights into their distribution and variability. The 
table indicates the count, mean, standard deviation, minimum, 
25th percentile, 75th percentile, and maximum values for each 
variable. The count for all variables stands uniformly at 2,137, 
ensuring a consistent dataset for analysis. The mean values 
provide an average level of each variable, with the mean Close 
price at 8,745.821, suggesting an overall higher closing trend in 
the dataset. The standard deviation, particularly high in the 
case of High and Low prices (3,362.163 and 3,298.311 
respectively), indicates significant variability and potential 
volatility in the market. The minimum and maximum values 
highlight the range of the dataset, with a notable range in the 
High price (from 4,293.22 to 16,212.23). The 25th and 75th 
percentiles reveal the distribution's skewness, where a 
noticeable difference is seen in the volume, and indicating 
periods of both low and high trading activity. 

B. Comparative Analysis 
The efficacy of the models given was evaluated using a 

variety of standard metrics including 𝑀𝐴𝐸 , 𝑀𝐴𝑃𝐸 , 𝑅2 , and 
𝑅𝑀𝑆𝐸 . These metrics provide a thorough analysis of the 
forecast accuracy of the models. The performance indicators 
for four models, HGBR, GA-HGBR, BBO-HGBR, and GOA-
HGBR, are summarized in Table II. Utilizing historical stock 
price information for a Nasdaq stock market index, covering 
from January 2015 to June 2023, these models were created 
and assessed. 

Based on the results shown in Table II, it is clear that the 
GOA-HGBR model performs better than the other models in 
terms of predicting accuracy. The model's ability to accurately 
represent the complex temporal patterns and correlations 
contained in stock price data is demonstrated by its 
impressively low values for 𝑀𝐴𝐸, 𝑀𝐴𝑃𝐸, and 𝑅𝑀𝑆𝐸. These 
findings imply that the GOA-HGBR model may be a 
trustworthy resource for identifying potential market trends and 
making wise investment choices. 

TABLE I.  DATA STATISTICAL RESULTS 

count 2137 2137 2137 2137 2137 

mean 8744.356 8805.287 8677.574 3143.8 8745.821 

Std. 3332.744 3362.163 3298.311 1551.37 3332.058 

Min 4218.81 4293.22 4209.76 706.88 4266.84 

25% 5776.33 5821.95 5769.39 1908.94 5793.83 

75% 11573.14 11699.63 11476.66 4416.84 11590.78 

max 16120.92 16212.23 16017.23 11621.19 16057.44 

 
Fig. 4. The results of the evaluation criteria of the developed models during training. 
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Fig. 5. The results of the evaluation criteria of the developed models during testing. 

TABLE II.  THE RESULTS OF MODEL PERFORMANCE CRITERIA FOR THE NASDAQ INDEX 

MODEL / Metrics 
TRAIN SET TEST SET 

RMSE MAPE MAE R2 RMSE MAPE MAE R2 

HGBR 485.22 3.23 305.86 0.9726 337.05 2.18 274.83 0.9543 

GA-HGBR 394.17 3.06 259.86 0.9819 275.18 1.83 221.78 0.9609 

BBO-HGBR 324.99 2.86 231.27 0.9877 208.27 1.31 162.18 0.9825 

GOA-HGBR 278.33 2.38 197.58 0.9910 150.97 0.94 117.44 0.9908 
 

When the performance of the four models in Table II is 
compared, it can be observed that the GOA technique, 
followed by BBO and GA, produced the best results for 
optimizing the hyperparameters of the model that is being 
presented. The baseline HGBR model, although demonstrating 
robust prediction ability, acts as the standard for assessing the 
effectiveness of hybridization. The test set demonstrates an 
RMSE of 337.05 and an 𝑅2 of 0.9543, providing a solid basis 
for evaluating the hybrid models. The incorporation of the 
genetic algorithm in the hybrid model results in significant 
enhancements. The GA-HGBR model demonstrates a decrease 
in the RMSE to 275.18, the MAPE to 1.83, and the MAE to 
221.78 in the test set. The increase in 𝑅2 (0.9609) indicates a 
higher level of accuracy in fitting the data, implying that the 
genetic algorithm successfully optimizes the hyperparameters 
to improve prediction accuracy. The integration of BBO into 
the hybrid model showcases additional enhancement. 
Significantly, BBO-HGBR demonstrates superior performance 

in the test set, as evidenced by its lower RMSE (208.27), 
MAPE (1.31), and MAE (162.18), indicating an enhanced 
capacity to accurately capture stock price patterns. The 𝑅2 
value of 0.9825 confirms the effectiveness of BBO in 
optimizing the model for enhanced accuracy in forecasting. 
The outcomes of the GA-HGBR, BBO-HGBR, and GOA-
HGBR findings as 0.96, 0.98, and 0.99, respectively, 
demonstrate the improvement in the model outcomes. The 
evaluation results of the developed models are shown in Fig. 4 
and Fig. 5, and as it is evident in the figures, it can be seen that 
GOA-HGRB has the best results for all evaluation criteria. The 
outcomes demonstrate that the prediction result has been 
enhanced by the optimized model. For the 𝑅2  evaluation 
criterion, the GOA-HGBR model, which is optimized using the 
GOA technique, has a result of 0.99. This result demonstrates 
that optimization has a beneficial impact on predicting when 
compared to the HGBR model, which is not optimized. 
Without using the optimization approach, the HGBR was 0.95. 

R MAE
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The comparison of the developed models is illustrated in Fig. 6 
and Fig. 7. The principal objective of this research endeavor 
was to assess the efficacy of the GOA-HGBR model in 
predicting NIKKEI 225 closing prices between 2013 and 2022. 
The comprehensive findings of this investigation are detailed 
in Table III, which offers an abundance of information 
regarding the accuracy and effectiveness of the model across 
various indices. With a R^2 value of 0.9870 for the NIIKEI 
225 data set, the GOA-HGBR model exhibited superior 
performance compared to other models that were comparable 

to the NASDQE index data set. The results suggest that the 
GOA-HGBR model could potentially be a valuable instrument 
for forecasting the forthcoming values of the aforementioned 
indices. Financial analysts and investors may utilize this 
information to aid in the formation of well-informed 
investment decisions. In its entirety, this research offers 
substantial contributions to the existing body of knowledge 
regarding stock price forecasting and underscores the potential 
of the GOA-HGBR model in predicting forthcoming financial 
market trends. 

 
Fig. 6. Fit diagram of GOA-HGBR with other developed models during training. 

 
Fig. 7. Fit diagram of GOA-HGBR with other developed models during testing. 
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TABLE III.  THE RESULTS OF MODEL PERFORMANCE CRITERIA FOR THE NIKKEI 225 INDEX 

MODEL / Metrics 
TRAIN SET TEST SET 

RMSE MAPE MAE 𝑹𝟐 RMSE MAPE MAE 𝑹𝟐 

HGBR 359.5165 2.7144 288.0514 0.9783 185.5216 1.4299 145.5727 0.9688 

GA-HGBR 335.9287 2.4682 260.1081 0.9821 175.7187 1.4188 135.3647 0.9712 

BBO-HGBR 270.3312 2.1711 206.9693 0.9842 143.3115 1.4113 121.7996 0.9737 

GOA-HGBR 247.8360 2.0554 186.8910 0.9873 121.9168 1.3252 98.1423 0.9870 
 

In conclusion, the study and its findings warrant the 
following observations regarding future research and 
limitations: 

• One of the model's limitations is its significant 
dependence on historical stock data. Particularly in the 
volatile and unpredictable stock market, past 
performance is not always indicative of future results. 
Consequently, this may present a constraint. 

• The computational demands of sophisticated algorithms 
such as GA-HGBR, BBO-HGBR, and GOA-HGBR 
may restrict their practicality in real-time trading 
situations that require prompt decision-making. 

• Without substantial recalibration and testing, these 
models may not generalize well to other stock indices 
or markets, despite their impressive performance for the 
Nasdaq stock index. 

• Genetic algorithm, biologically-based optimization, and 
grasshopper optimization algorithm comprise the bulk 
of the study's attention. Alternative optimization 
techniques might potentially produce outcomes that are 
superior in quality or efficiency. 

Further investigations may be warranted to examine the 
extent to which these models can be applied to diverse 
financial instruments and stock markets, thereby evaluating 
their adaptability and resilience. 

Future Insights: 

• A substantial progression would be the development of 
a framework for real-time data analysis and prediction, 
which would enable investors and traders to formulate 
decisions in accordance with the most up-to-date 
market conditions. 

• Further examination of hybrid models, which 
amalgamate the merits of distinct algorithms, may result 
in the development of forecasting tools that are more 
precise and dependable. 

• Incorporating deep learning methodologies, which have 
demonstrated potential in numerous predictive 
modeling contexts, into stock price forecasting 
experiments may yield novel insights and 
enhancements. 

• Subsequent research endeavors may center on 
enhancing the models' capacity to navigate the frequent 
abrupt occurrences and market volatility that 
characterize the financial industry. 

• By integrating these sophisticated models into user-
friendly applications or platforms, they could be 
rendered more accessible to a wider spectrum of 
investors and speculators. 

IV. CONCLUSION 
The best course of action for investors to take, whether to 

buy, sell, or hold onto stocks, can be determined by using 
historical data and advanced algorithms. This approach is 
essential for investors who are committed to making intelligent 
investment decisions since it lowers risks and increases the 
likelihood of achieving profitable results. The complex and 
dynamic world of stock prediction was examined in this study 
using a variety of predictive algorithms and data sources. 
These findings suggest that an ensemble technique or a hybrid 
model may be able to anticipate more correctly. Last but not 
least, the creation and evaluation of the prediction model 
illustrated the need for data-driven insights in order to provide 
trustworthy conclusions. This shows the benefits of a data-
centric approach in the modern, quickly changing business 
environment, as well as the possible applications of predictive 
analytics across a wide variety of sectors. In order for 
interested traders and investors to utilize these algorithms to 
buy on the correct day and at the appropriate price, this study 
set out to create models that could more accurately predict 
stock prices. 

• The study's findings both support and question previous 
research. Utilizing a range of metrics, including Mean 
Absolute Error, Root Mean Square Error, Mean 
Absolute Percentage Error, and the Coefficient of 
Determination, allows for a thorough evaluation of the 
model's performance. The optimized hybrid genetic 
algorithm-based regression models, specifically GA-
HGBR, BBO-HGBR, and GOA-HGBR, demonstrate 
substantial enhancements, achieving a coefficient of 
determination value of 0.9908. This not only confirms 
the significance of machine learning models in 
predicting stock prices but also undermines 
conventional approaches by showcasing their superior 
prediction powers. 

• Deciding on the best model, examining the outcomes, 
and then modifying its hyperparameters to enhance the 
performance of the previously provided model. 

• To further validate the efficacy of the GOA-HGBR, 
these algorithms were applied to and contrasted with the 
NIKKEI 225 index data sets. 
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• By contrasting the outcomes of several optimizers, the 
most effective optimization has been determined as the 
main optimizer of the model. The GOA technique 
yields the best results when compared to GA, BBO, and 
GOA, whose 𝑅2  assessment criterion scores are 0.96, 
0.98, and 0.99, respectively. 
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Abstract—With the rapid development of electric vehicles, 

their charging strategies significantly impact the overall power 

grid. Solving the spatiotemporal scheduling problem of vehicle 

charging has become a hot research topic. This paper focuses on 

recommending suitable charging stations for electric vehicles and 

proposes a scalable accelerated intelligent charging strategy 

recommendation algorithm based on Deep Q-Networks (DQN). 

The strategy recommendation problem is formulated as a 

Markov decision process, where the continuous sequence of 

regional charging requests within a time slice is fed into the DQN 

network as the input state, enabling optimal charging strategy 

recommendations for each electric vehicle. The algorithm aims to 

maintain regional load balance while minimizing user waiting 

time. To enhance the algorithm's applicability, a scalable, 

accelerated charging strategy framework is further proposed, 

which incorporates information filtering and shared experience 

pool mechanisms to adapt to different expansion scenarios and 

expedite strategy iterations in new scenarios. Simulation results 

demonstrate that the proposed DQN-based strategy 

recommendation algorithm outperforms the shortest path-first 

strategy, and the scalable, accelerated charging strategy 

framework achieves a 64.3% improvement in iteration speed in 

new scenarios, which helps to reduce the cloud server load and 

saves overheads. 

Keywords—Scalable acceleration; smart charging; Deep Q-

network; Markov decision 

I. INTRODUCTION 

In recent years, the global energy structure has slowly 
transitioned towards low-carbon resources, with low-carbon 
energy gradually gaining a higher share in the power sector. 
China has also announced its efforts to achieve carbon 
neutrality by 2060, which will stimulate the development of the 
renewable energy industry in the country. According to the 
Renewable Energy Market Report 2023 published by the 
International Energy Agency, the global installed capacity of 
renewable energy saw an increase of over 50% in 2023 
compared to the previous year, marking the most significant 
annual increment since 1999. By the end of 2023, the number 
of new energy vehicles in China reached 20.41 million, with 
6.278 million charging piles available, resulting in an electric 
vehicle (EV) to charging pile ratio of approximately 3.3:1. The 
rapid growth of electric vehicles has led to an explosive 
demand for charging infrastructure, presenting both new 
challenges and opportunities for the power grid. In addition, in 

the face of a vast domestic user group, the existing charging 
stations in cities are gradually overburdened due to their sparse 
and uneven distribution, resulting in a severe mismatch 
between the current rate of new charging piles in China and the 
growth rate of new EV sales, and an urgent need for 
construction. This brings new challenges and opportunities for 
the intelligent charging strategy for electric vehicles. 

Existing research has mainly focused on two aspects: 
energy storage scheduling at charging stations [1-4] and 
recommendation of charging strategies for electric vehicles [5-
8]. Energy storage scheduling involves storing electrical 
energy generated by photovoltaic power generation [9-11] and 
managing cross-temporal energy dispatch to allocate electricity 
across different charging scenarios, mitigating sustained load 
pressure on the power grid [12]. In reference [13], a cross-
temporal scheduling model integrating photovoltaic power and 
energy storage systems was constructed. It stored electricity 
during periods of low power consumption and released it 
during peak periods to meet changing demands. However, such 
cross-temporal energy scheduling algorithms rely on accurate 
energy usage prediction and suffer from limited energy storage 
efficiency and high costs. Regarding the research on the 
recommendation of charging strategies for electric vehicles, 
reference [14] developed a data-driven framework for energy 
prediction and utilized dynamic programming algorithms to 
seek optimal charging strategies. However, data-driven 
approaches become increasingly ineffective as the volume of 
data grows. Reference [15] proposes a strategy for the 
localization and route planning of public charging 
infrastructure for logistics companies based on a two-tier 
scheme. A two-tier genetic algorithm is used to derive the 
optimal routing and charging plan, and a simulated annealing 
descent algorithm is used to select charging station locations. 
The proposed method is tested and compared with a meta-
heuristic approach using a benchmark instance with charging 
stations. Reference [16] proposes a nonlinear integer 
programming model with multiple objectives, including 
minimizing the average daily acquisition and charging costs of 
the electric bus routes, minimizing the time cost of waiting for 
charging of the electric buses and maximizing the charging 
revenues of the electric buses to synergistically realize the 
vehicle types allowed to be charged in each time window, the 
daily service journeys and charging journeys allocated to each 
electric bus. Subsequently, an algorithm was developed to 
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solve the formulated optimization model by combining 
enumeration with branching and pricing to solve the nonlinear 
problem. Reference [17] explored ordered charging strategies 
for electric vehicles using Monte Carlo algorithms, but the 
probabilistic nature of Monte Carlo algorithms introduces 
uncertainties in accurately assessing the quality of strategies. 
Reference [18] proposed a decision framework for charging 
and repositioning agent-based Shared Autonomous Electric 
Vehicles (SAEVs) fleets, which adjusts charging before 
expected demand, spatially and temporally dispersing the 
demand to reduce peak loads on the power grid and minimizes 
anticipated costs for operators. However, this framework does 
not consider the temporal evolution of SAEV demand and 
Electric Vehicle Charging Station (EVCS) supply or the cost of 
electricity, as its objective function only seeks to minimize 
response time rather than balancing charging frequency and 
response time. 

The recommendation of charging strategies for electric 
vehicles is essentially a temporal scheduling problem [19], but 
numerous uncertain factors complicate the problem. With the 
rapid development of reinforcement learning, Markov decision 
models are well suited for charging strategy recommendations. 
In reference [20], a novel Markov decision process was 
constructed, dividing all connected electric vehicles into groups 
at each time step based on their charging priorities. 
Reinforcement learning agents were then employed to 
determine the charging proportions for each group of vehicles 
during each time interval. However, the arrival time and 
battery level of each electric vehicle at the charging station 
must be known to allocate it to a priority group. In reference 
[21], a graph reinforcement learning-based representation 
method integrates multi-dimensional information from 
charging stations, traffic nodes, and grid buses into a graph 
using feature projections. Graph convolution of coupled system 
states can then be implemented to facilitate environment 
perception. In reference [22], a novel multi-agent mean-field 
hierarchical reinforcement learning (MFHRL) framework was 
proposed to provide proactive charging and relocation advice 
for electric taxi drivers, maximizing the long-term cumulative 
rewards of their orders. The framework employed hierarchical 
reinforcement learning, with the manager setting goals that 
inherently guide the decision-making of workers, who receive 
rewards for following these goals. The integration of each level 
in the two hierarchies with mean-field approximation was 
carried out to incorporate the mutual influence of agents in 
decision-making, enabling finer temporal resolution at short 
intervals. In reference [23], an incentive demand response 
model was proposed, analyzing user behavior through 
reinforcement learning and subsequently guiding users to select 
periods with sufficient power supply. However, this approach 
only addresses the temporal scheduling problem, while the 
spatial scheduling problem remains unresolved. In reference 
[24], a multi-agent spatiotemporal reinforcement learning 
approach was introduced, altering the charging decision of 
electric vehicles by simulating future competitive 
environments using a delayed access policy. Reference [25] 
employed neural networks as function approximators to model 
user demands, training a central agent to develop charging 
plans for electric vehicles. None of these spatio-temporal 

scheduling strategies discusses the variability of the actual 
environment. 

Considering that China is in a period of development of 
charging infrastructure construction, the number of charging 
stations in the region is increasing, and the expandability of the 
scheduling strategy in the actual operation process is 
particularly important. Existing recommendation studies 
seldom consider the stability of the electric power system and 
the load balance while adapting to the changing environment, 
resulting in the charging recommendation strategy having a 
high maintenance and upgrading cost, and the strategy's 
practicality is poor. 

The main contributions of this paper are mainly as follows: 

1) To address the spatiotemporal scheduling issues in 

traditional electric vehicle charging strategies, a smart 

charging strategy recommendation algorithm based on Deep Q 

Network (DQN) is proposed. In this approach, the charging 

requests within a time slot are treated as a continuous 

sequence of charging request states and fed into the DQN 

network to generate optimal charging strategy 

recommendations for each electric vehicle. 

2) To enhance the applicability of the proposed algorithm, 

an expandable and accelerated regional charging strategy 

recommendation algorithm framework is introduced. This 

framework utilizes a shared experience pool strategy to store 

strategy experiences from different regions. When a new 

region is added, the framework prioritizes training using 

experiences stored in the shared experience pool. At the same 

time, new experiences are stored in the experience pool of the 

new region. This significantly reduces the training iteration 

time of the model. Additionally, leveraging the experiences in 

the shared experience pool allows the model to converge 

faster and better fit the charging patterns of new regions. 

The overall structure of this paper is as follows. Section II 
provides an introduction to the smart charging strategy 
recommendation model for electric vehicles based on Deep Q 
Network (DQN). In Section III, an expandable and accelerated 
regional charging strategy recommendation algorithm network 
framework is proposed. Section IV discusses the simulation 
results of the algorithm. Finally, Section V presents the 
conclusions and future directions for further work. 

II. SMART CHARGING STRATEGY RECOMMENDATION 

ALGORITHM FOR ELECTRIC VEHICLES BASED ON DQN 

A. Basic DQN Concepts 

Deep Reinforcement Learning (DRL) [26] is a combination 
of Deep Learning (DL)[27] and Reinforcement Learning 
(RL)[28], which retains the ability of RL to solve policy 
problems. It involves the continuous interaction between an 
individual agent and an unknown environment, where the agent 
takes relevant control actions to maximize its future rewards. In 
theory, the value function can compute the reward value for 
any state and action, using methods such as Q-learning [29]. 
The Q-learning approach stores the state-action pairs and their 
corresponding rewards in a table, and when the state transitions 
to an environment corresponding to a table entry, the action's 
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reward value is obtained through table lookup. However, when 
there are a large number of states and actions, the computation 
or query time for the value or lookup function significantly 
increases. 

The key difference between DQN and RL lies in the use of 
neural networks to approximate the agent's value function. 
Specifically, the state, s, is used as input to the neural network, 
and the output is the value Q(s, a) and its corresponding action, 
a. The Greedy(s, a) function is then combined with Qmax(Q, a) 
to select the best value action while maintaining a certain level 
of exploration. DQN calculates the current action value in a 
manner similar to Q-learning, using the difference between it 
and the output of the value neural network as the loss value. 
This loss value is then passed into the loss function for iterative 
learning. During the iterative learning process, the insertion of 
memories from the experience pool facilitates mixed learning, 
resulting in a more efficient update of the neural network. 

   

{
        

               (         )                                                  

 

    (     (       ))
 


Eq. (1) and Eq. (2) represent the target value,    and the 
reward value,   _trespectively, at time step  . The learning 
discount rate is denoted as  , and     (         ) represents 
the value network value at time step    .    corresponds to 
the value of the loss function. 

B. A DQN-based Recommendation Model for Smart 

Charging Strategies for Electric Vehicles 

This study primarily focuses on providing charging strategy 
recommendations for electric vehicles (EVs) at public charging 
stations. As illustrated in Fig. 1, EVs with charging demands 
within a designated area send their charging requests to a 
central processor. They also transmit their specific vehicle 
information, including current battery level and location, to the 
central processor. The central processor collects all the 
charging requests from EVs within the same time period in the 
area, forming a temporal sequence of charging requests. This 
sequence serves as the input to the Deep Q-Network (DQN) for 
generating optimal charging strategy recommendations for all 
EVs within a time slice. Considering the timeliness of charging 
strategy recommendations, the study employs time slicing by 
dividing each minute into 60 time slices, with each time slice 
representing 1 second. Within a time slice, the processor 
composes timing input vectors from the states of all requests 
combined with the load conditions of the charging station and 
charging pile information, etc., and makes the correct strategy 
decision for the EV through a deep reinforcement learning 
model to guide the EV to complete the charging, which 
satisfies the need to maintain the load of the regional power 
grid while shortening the user's waiting time. 

The recommendation of charging strategies for electric 
vehicles (EVs) can be viewed as a Markov decision process, 
which involves coordinating the interaction between EVs and 
the regional charging environment. The goal is to guide each 
EV to make informed decisions regarding charging strategies 

while minimizing user waiting time and the load on the 
regional power grid. However, treating each individual EV as 
the main agent does not satisfy the continuity of the state space 
in the Markov decision process. Therefore, a time slicing 
approach is adopted, where all charging requests from EVs 
within a time slice in the region are sorted based on their 
submission time, forming a continuous state space for the 
regional charging requests. As shown in Fig. 2 and described 
by Eq. (3) and Eq. (4), when the agent    submits request   , 
its current location state      , state of charge     , and the 
location information of each charging station Larea are 
combined to form the overall state    . Subsequently, the state 

transitions from    to    as the vehicle    request is processed. 

The collection of all request states      within the time slice    

forms the aggregate state     , which serves as the input to the 

DQN network for training in a single episode. 

     (                      ) 

     {             } 

The DQN action space employed in this study corresponds 
to the selection of charging stations, where EVs continuously 
make decisions on charging stations within a time slice, and the 
action space is the same for all requests. As shown in Fig. 3, 
the action space corresponds to different discrete charging 
stations. The agent can choose from the following four actions: 

1、Charging station 1, 2、Charging station 2, 3、 Charging 

station 3, and 4、Charging station 4. These charging stations 

are randomly distributed, and their initial charging states are 
also randomized. The agent is trained in various stochastic 
environments to cope with challenges in real-world settings. 

 
Fig. 1. Scenario of the use of DQN-based recommendation model for smart 

charging strategy for electric vehicles. 

 

Fig. 2. Time slice model diagram. 
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Fig. 3. Action space diagram. 

Rewards provide direct or delayed feedback to the agent's 
decisions, enabling the agent to continually update its decisions 
to maximize the rewards. Rewards quantify higher-level 
objectives in multi-agent reinforcement learning. Specifically, 
in the context of electric vehicle charging strategies, the reward 
is set as a composite reward to expedite the training iteration of 
the intelligent agent. Upon making a decision regarding the 
request   , the intelligent agent receives the reward functions 
    (       ),      (       ), and      (       )as defined 

in Eq. (5) and Eq. (6), respectively: 
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The variables in the equation are defined as follows:         
represents the shortest distance to the charging station,          
denotes the difference between the selected station and the 
shortest station in terms of distance.         represents the 
minimum remaining mileage of the vehicle based on its current 
condition.       represents the charging waiting time.         

corresponds to the sequence number of the charging station. 
      and       respectively indicate the number of available 
charging piles at the currently selected station and the number 
of vehicles queuing for charging.     represents the current 
charging status of the station, which collectively determines the 
overall load of the region. Finally, ∂, β, and δ are discount 
factors. 

Observation value: To give the central processor a better 
grasp of the global information, an observation value is set for 
each intelligent body. They are set as shown in Eq. (7). 

      {                      } 

In the equation,    represents the state set composed of the 
position status and battery status of all electric vehicles within 
the current region.    denotes the number of available charging 
piles in the region, while    represents the total load of the 
region. 

C. Reinforcing the Learning Process 

The recommended smart charging strategy for electric 
vehicles based on DQN is illustrated in Fig. 4. The process 

begins by initializing the experience replay buffer, neural 
network parameters, and the initial state denoted as s in the 
DRL model. Subsequently, the states of all electric vehicles 
within the region are collected to form a state set. The charging 
policy network and the charging value network are separately 
utilized to obtain the actual reward r, value network reward   , 
next state   , and action a. These parameters are then stored in 
the experience replay buffer. At irregular intervals, parameters 
are randomly sampled from the experience replay buffer and 
added to the EV state set for training. Following this, the value 
network reward    and the actual reward   are input into the 
loss function to train the charging value network. The EV state 
  is updated to    and the EV state set is updated iteratively 
until the current training round is completed. Finally, the next 
LSTM model predicts the EV state, and this process continues 
until the training is completed, resulting in the output of the 
trained charging value network model. 

 
Fig. 4. Diagram of recommended smart charging strategies for electric 

vehicles. 

III. AN ALGORITHMIC FRAMEWORK FOR RECOMMENDING 

REGIONAL CHARGING STRATEGIES WITH SCALABLE 

ACCELERATION 

A. Framework Background 

Currently, electric vehicles are undergoing an incredible 
and rapid development, leading to a continuous increase in 
charging demand. To alleviate the pressure on charging load, 
many regions have started constructing new charging stations. 
However, existing charging strategies [30-32] have not 
addressed their scalability. Adding a new charging area and 
starting the training of charging recommendation strategies 
from scratch undoubtedly incurs additional costs. Therefore, 
this paper proposes a scalable and accelerated framework for 
regional charging strategy recommendation algorithm. 

B. Framework Scenario Analysis 

The individual charging station information within a single 
region is presented in Fig. 5 and Fig. 6, including the 
operational status, available quantity of charging piles, and 
specific locations of the charging stations. Initially, the 
information filtering layer is employed to select the 
information from the n closest charging stations to the 
charging-requesting vehicle, forming a new tuple of charging 
station information features with a length of n. The specific 
value of n will be described in detail in the experimental 
section. Subsequently, the new tuple of features is input into 
the DQN network for training, ultimately providing policy 
recommendations. The initial input states, decisions, rewards, 
and other parameters for each policy recommendation are 
stored in the network's own experience replay buffer and the 
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shared experience pool of the extended framework. During the 
training of policy recommendation across multiple regions, 
when updating the policy value network, random sampling 
from the shared experience pool is incorporated to achieve 
experience sharing. This facilitates accelerated training when 
new regions join the shared experience pool, effectively 
avoiding the issue of random recommendations due to 
insufficient initial experience pool capacity. Furthermore, the 
self-experience replay buffer is continually improved during 
the training process. Once its capacity is full and construction 
is completed, the framework utilizes its own experience replay 
buffer. Next, the applicability of this framework will be 
discussed based on three extended scenarios [33]. 

Scenario 1: Addition of new charging piles within the 
region. The purpose of this algorithm is to recommend the 
optimal charging station. Within the algorithm environment, 
there is a queue of information regarding available charging 
piles at the charging stations. When new charging piles are 
added to a charging station, it simply increases the count of 
available charging piles, without affecting the functionality of 
the algorithm. 

Scenario 2: Addition of new charging stations within the 
region. The first layer of the proposed recommendation 
algorithm framework filters the information of all charging 
stations within the region. It retains a tuple of information 
features with a length of n ensuring that the input dimension of 
the DQN network remains consistent. This, in turn, guarantees 
consistency in the action space dimension of the DQN 
network. Specifically, when a vehicle makes a request, the 
DQN network takes a filtered queue of n nearest charging 
station information as input and ultimately provides policy 
recommendations among these n charging stations for the 
vehicle. 

Scenario 3: Addition of a new charging area. The shared 
experience pool within the proposed recommendation 
algorithm framework is designed to address this scenario. The 
new region can directly utilize the shared experience pool to 
accelerate training, continuously accumulate and improve its 
own experience replay buffer, and eventually develop its 
specific charging strategy. 

 
Fig. 5. Framework of the scalable regional charging policy recommendation 

algorithm. 

 
Fig. 6. Flow chart of the shared experience pool. 

IV. ALGORITHM ANALYSIS 

A. DQN-based Algorithm for Recommending Smart Charging 

Strategies for Electric Vehicles 

1) Experiment description: This experiment primarily 

simulates the decision-making behavior of electric vehicles in 

a region regarding public charging stations. The region is set 

to a size of 2000*2000 grids, and at the beginning of each 

experimental round, the coordinates of the charging stations 

within the region, as well as the positions and coordinates of 

the charging requests within the region, are randomly 

initialized. The coordinates are used to simulate real-world 

latitude and longitude. 

In this experiment, a comparison will be made between the 
DQN-based intelligent charging strategy recommendation 
algorithm and the nearest distance-first strategy in terms of 
specific performance metrics such as average charging waiting 
time and average regional load. The experiment involves 
storing the location information of the region's charging 
stations on a server and simulating the application scenarios of 
the scalable regional charging strategy recommendation 
algorithm framework through local-server interactions. 

2) Parameter setting: To validate the proposed algorithm, 

the following experiments were conducted in the simulation 

environment as shown in Table I. In this algorithm, the batch 

size of 32 was selected for each training iteration. The 

learning rate    of the DQN network was set to 0.01, the 

exploration-exploitation trade-off rate   was set to 0.9, and the 

discount factor   for the policy was set to 0.9. The experience 

replay buffer size was set to 100,000, and the target network 

was updated every 100 iterations . 

TABLE I.  SIMULATION ENVIRONMENT CONFIGURATION TABLE 

Configuration of experiment Specific Parameters 

CPU Intel Core i7-11700K@ 5.0GHz 

GPU NVIDIA GeForce GTX 1660 Super 

Memory 16GB 

Operating system Windows10 

Programming environment python3.7、pytorch 1.10.2+cu102 

Reinforcement learning 
environment 

gym0.10.5 
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3) Analysis of results: After 5000 iterations of training, as 

shown in Fig. 7, where the first 1000 iterations were used for 

the experience replay buffer population, the reward values for 

the DQN-based intelligent charging strategy recommendation 

algorithm converged to approximately -3.5. To demonstrate 

the performance of the proposed algorithm, we will now 

discuss the simulation results in detail. Fig. 8(a) presents the 

load situation of the charging strategy recommendation 

algorithm based on DQN, while Fig. 8(b) shows the load 

situation for the nearest distance-first strategy. It can be 

observed that with the increase in time steps, our proposed 

algorithm exhibits some fluctuations. However, it shows an 

overall decreasing trend, significantly different from the 

nearest distance-first strategy. Based on calculations, the 

average load per step for the DQN-based charging strategy 

recommendation algorithm is 1.14, while for the nearest 

distance-first strategy, it is 1.20, resulting in an improvement 

of approximately 5.0%. 

 
Fig. 7. Iteration diagram of the DQN-based charging policy recomme-

ndation algorithm model. 

 
Fig. 8. DQN based intelligent charging strategy recommendation algorithm 

for electric vehicles and the nearest distance recommended load comparison 
diagram. 

In terms of waiting time, as shown in Fig. 9, where Fig. 
9(a) represents the DQN-based electric vehicle charging 
strategy recommendation algorithm's ability to make correct 
recommendations for immediate use when all charging stations 
in the area are initially vacant and to reasonably schedule 
charging plans even when all charging stations are under load 
in the latter part. In contrast, Fig. 9(b) depicts the nearest 
distance-first strategy, which fails to make optimal charging 
plan arrangements from the beginning. Based on calculations, 
the average waiting time per step for the DQN-based charging 
strategy recommendation algorithm is 1.75 ms, while for the 

nearest distance-first strategy, it is 1.91 ms, resulting in an 
improvement of approximately 8.37%. It can be observed that 
the DQN-based charging strategy recommendation algorithm 
proposed in this paper not only maintains balanced area loads 
but also significantly reduces users' waiting time, which helps 
alleviate user anxiety and enhances the user experience. 

 
Fig. 9. DQN based intelligent charging strategy recommendation algorithm 

for electric vehicles and the nearest distance recommended waiting time 

comparison diagram. 

In addition to waiting time, the distance to the 
recommended charging station is also a criterion for measuring 
the algorithm's accuracy. Fig. 10(a) and 10(b) below represent 
the DQN-based electric vehicle charging strategy 
recommendation algorithm and the nearest distance 
recommendation algorithm, respectively. From the figures, it 
can be observed that the DQN-based recommendation 
algorithm is primarily consistent with the nearest distance 
recommendation algorithm. Out of 300 testing steps, the DQN-
based recommendation algorithm recommended the nearest 
distance priority in 121 cases. In contrast, in the remaining 179 
cases, it selected other charging stations to minimize total time. 

 
Fig. 10. DQN based intelligent charging strategy recommendation algorithm 

for electric vehicles and the nearest distance recommendation algorithm 

recommended site distance comparison diagram. 

In terms of enablement, the experiments tested the DQN-
based scalable EV smart charging policy recommendation 
algorithm model size of 1.21M with an average delay of 
923ms, which has a strong real-time performance and can be 
applied to practical scenarios. 

B. Scalable Acceleration Algorithm for Electric Vehicle 

Charging Strategy Recommendation 

1) Experiment description: This experiment mainly 

simulates the expansion charging scenario in the region, the 

iteration speed of the model will be verified separately, and 

the expandability in different scenarios. 

2) Parameter setting: The experimental parameters of the 

network part of this experiment are consistent with the DQN 

strategy algorithm above, i.e. the number of samples selected 

for one training session is 32, the learning rate lr is 0.01, the 
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greed rate ε is 0.9, the discount rate γ is 0.9, the experience 

pool size is set to 100000, and the target network following 

frequency is 100. The total experience pool size in the 

algorithm is set to 10,000,000 and the following frequency is 

10,000. 

3) Analysis of results: To cope with increasingly complex 

charging scenarios, the proposed scalable and accelerated 

electric vehicle charging strategy recommendation algorithm 

in this paper filters the charging station information within a 

single region through an information filtering layer. It forms a 

new charging station information feature tuple of length n, as 

illustrated in Fig. 11. In order to observe the impact of n on 

the waiting time in the recommendation algorithm, we 

conducted the following experiments, and the average waiting 

time was minimized when n was set to 9. 

To validate the feasibility of the algorithm, this study 
conducted simulation experiments on the following scenarios 
based on practical application scenarios: Scenario 1: Adding 
new charging poles to charging stations within a region; 
Scenario 2: Adding new charging stations within a region; 
Scenario 3: Adding new charging regions; Scenario 4: 
Complex real-world scenarios. In Scenario 4, the number of 
experimental subjects in Scenario 3 was doubled. Specific 
parameters are shown in Table Ⅱ. 

Fig. 12 presents a comparison of the average waiting time 
for each scenario. Fig. 12(a) shows the original waiting time 
graph obtained from Experiment Ⅳ (A), while Fig. 12(b), Fig. 
12(c), and Fig. 12(d) correspond to Scenario 1, Scenario 2, and 
Scenario 3, respectively. In Scenario 1, adding new charging 
poles within the region provides the algorithm with more 
choices, resulting in a significant decrease in the average 
waiting time to 0.59 ms. In Scenario 2, adding new charging 
stations slightly reduces the average waiting time to 0.96 ms. In 
Scenario 3, expanding the charging region results in a 
decreased average waiting time of 1.69 ms, representing 
improvements of 66.3%, 45.1%, and 3.4%, respectively. Thus, 
it can be concluded that the proposed scalable and accelerated 
electric vehicle charging scheduling recommendation 
algorithm remains applicable in complex scenarios, and its 
performance improves as the complexity of the scenarios 
increases. 

In terms of the load aspect, as shown in Fig. 13, Fig. 13(a) 
represents the original load graph, Fig. 13(b) represents the 
load graph for Scenario 1 with an average load reduction of 
0.8, Fig. 13(c) represents the load graph for Scenario 2 with an 
average load reduction of 0.84, and Fig. 13(d) represents the 
load graph for Scenario 3 with an average load reduction of 
1.12. These reductions correspond to 29.8%, 26.3%, and 1.75% 
improvements, respectively. The average algorithm latency for 
each scenario is 889 ms, 893 ms, and 897 ms, representing 
reductions of 3.7%, 3.2%, and 2.8%, respectively. In 
conclusion, the proposed scalable and accelerated electric 
vehicle charging scheduling recommendation algorithm in this 
chapter reduces user waiting time while ensuring the stability 
of the regional load in complex scenarios. This contributes to 
better revenue generation for operators. 

 

Fig. 11. Graph of results for feature tuple length n. 

 

Fig. 12. Comparison of the average waiting time in each scenario. 

TABLE II.  COMPARISON TABLE OF SCENE PARAMETERS 

Scene Name The original scene Scenario 1 Scenario 2 Scenario 3 Scenario 4 

Size of grid 2000*2000 2000*2000 2000*2000 2000*2000 6000*6000 

Number of requests per unit time 300 300 300 300 300 

Number of charging stations 20 20 40 20 40 

Number of charging piles per charging station 20 40 20 20 40 
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Fig. 13. Load comparison diagram of each scenario. 

To validate the applicability of the proposed algorithm in 
real-world complex scenarios, we introduced increased 
complexity to the scenario parameters, and the results are 
shown in Fig. 14. Fig. 14(a) depicts the iteration graph of the 
charging strategy recommendation algorithm based on DQN, 
which converges after approximately 1400 iterations due to the 
need for experience pool storage. Fig. 14(b) represents the 
iteration graph for Scenario 3, while Fig. 14(c) corresponds to 
the iteration graph for Scenario 4. It is evident that compared to 
the DQN-based charging strategy recommendation algorithm, 
expanding the new region in training, as proposed in this study, 
using the shared experience pool approach eliminates the time 
required for storing the experience pool. Moreover, the 
experiences generated by the shared experience pool, 
compared to those randomly selected by DQN for action 
generation, are more practical and accelerate the fitting of 
model parameters, resulting in faster model iterations. In 
particular, the iteration speed is improved by 64.3% (500 
iterations) and 67.8% (450 iterations) for Scenario 3 and 
Scenario 4, respectively. This significantly reduces the load on 
the cloud server and saves costs. Regarding waiting time, as 
shown in Fig. 15, Scenario 4, with the addition of more 
charging stations and charging piles and an expanded map 
area, offers users more choices, leading to a decrease in 
average waiting time compared to Scenario 3, reaching 0.51ms. 
Complex scenarios often accompany increased model 
execution time. However, in the simulated experiments of this 
algorithm in Scenario 4, the average algorithm latency 
remained relatively unchanged at 901ms, as mentioned earlier. 
The results demonstrate that as the complexity of the 
application scenarios increases, this algorithm can further 
accelerate the model iteration speed, reduce average waiting 
time for users, and maintain a consistent algorithm latency, 
showcasing its high applicability. 

 
Fig. 14. Comparison diagram of training iteration speed of each scene. 

 
Fig. 15. Scenario 3 and Scenario 4 Waiting time comparison. 

V. CONCLUSION 

This paper presents an intelligent electric vehicle (EV) 
charging strategy recommendation algorithm based on Deep Q-
Network (DQN). The algorithm utilizes Markov modeling of 
user-requested charging events to formulate reasonable 
charging plans and effectively addresses the spatial scheduling 
issues in traditional EV charging strategies. Considering the 
rapid development of charging infrastructure construction in 
China, we propose a scalable and accelerated regional charging 
strategy recommendation algorithm framework. This 
framework not only adapts to increasingly complex and 
evolving charging scenarios but also maintains a consistent 
algorithm latency, further accelerating the iteration of the 
algorithm model. Experimental results show that the algorithm 
can improve the efficiency of charging strategy 
recommendation, charging waiting time, and charging demand 
response speed. In contrast, the expandable and accelerated 
charging strategy framework improves the iterative speed by 
64.3% in new scenarios, which reduces the cloud server load 
and saves overheads. In future work, we will further refine the 
hardware implementation of the algorithm to realize a more 
efficient, precise, and practical charging strategy 
recommendation algorithm. This will provide superior, 
efficient, and convenient charging services for EVs, positively 
contributing to the development of innovative urban 
transportation. 
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Abstract—This project introduces a web and mobile 

application that integrates Geographic Information Systems 

(GIS) to identify pharmacies with available prescription drugs, 

addressing the expanding role of Information and 

Communication Technology (ICT) in healthcare. The primary 

objective is to offer the general public an easy-to-use platform 

that locates the closest pharmacy having the searched drugs or 

medicines. Adopting the Rapid Application Development 

methodology ensures continuous engagement with stakeholders, 

allowing developers to closely align the application with user 

requirements.  Essential elements of the web platform include 

chat functionality, inventory management, pharmacy oversight, 

and the display of medication listings. General users may check 

medication lists, search pharmacies, find pharmacy locations and 

the best routes, search for specific medications, access 

comprehensive medication information, and more with the 

mobile application. Fifty respondents, comprising five 

pharmacists and forty-five general users, expressed overall 

satisfaction with the system's functionality, emphasizing its ease 

of use and straightforward navigation across most features. This 

project not only amplifies the importance of ICT in the 

healthcare industry, but it also shows how technology can be 

successfully integrated to improve accessibility and expedite 

healthcare procedures for both the general public and 

professionals. 

Keywords—ICT in health; mobile application; web application; 

GIS; pharmacy mapping 

I. INTRODUCTION 

Access to necessary medical care, especially prescription 
medication, is an essential aspect of public health, yet it is still 
a major problem in the Philippines. People seeking necessary 
medications face a complicated web of difficulties due to the 
convergence of factors like escalating medicine costs, 
insufficient delivery methods, and limited accessibility. As 
stipulated in international human rights agreements, the World 
Health Organization (WHO) states that guaranteeing access to 
necessary medications is a crucial part of the right to health [1]. 

But in the case of the Philippines, the difficulty in obtaining 
prescription drugs is made worse by the lack of reliable ICT 
(information and communication technology) tools that can 
help people find prescribed medication. Prescription medicine 
accessibility in the Philippines is impeded by a number of 
variables, such as geographic differences, financial limitations, 
and a disjointed healthcare system. The lack of a centralized, 
dependable system that makes it simple for people to find out 

whether their prescription medications are available at different 
pharmacies and medical facilities increases these difficulties. 
Clinical services offered by pharmacists positively impact 
disease management, contributing to the broader spectrum of 
healthcare [2] [3]. The role of pharmacies, often the initial 
point of contact for patients, is pivotal in diminishing health 
disparities and strategically influencing patient health [4] [5]   
The lack of efficient ICT tools complicates the problem of 
pharmaceutical accessibility in a nation where the healthcare 
sector faces logistical and infrastructural limitations. Even if 
the Philippines has achieved progress in the field of healthcare, 
the lack of digital tools to find pharmacies offering the 
necessary medications makes it difficult to make the most use 
of the resources that are available. 

Global Positioning System (GPS) and Geographic 
Information System (GIS) technologies play essential roles to 
the transformation of healthcare systems, particularly when it 
comes to medication location. By combining GIS and GPS, a 
potent toolkit can be developed for improving medication 
accessibility, resolving distribution issues, and improving 
public health outcomes [6] [7]. 

II. RELATED LITERATURES 

A. Global Perspectives on Healthcare Accessibility 

Access to Prescription medication in particular is a global 
issue with multiple factors to consider. In order to ensure every 
individual worldwide has access to necessary medical care 
without facing financial hardship; the World Health 
Organization (WHO) emphasizes the significance of Universal 
Health Coverage (UHC) [1]. Studies like the in [8], which 
examined the costs, accessibility, and availability of 
medications in 36 developing and middle-income nations and 
revealed structural and economic factors affecting 
pharmaceutical access, nevertheless, continue to show the 
persistence of worldwide inequities. Information technology is 
becoming a transformational force in the field of global health. 
The World Bank's "World Development Report 2021" notes 
how information technology, such as telemedicine and 
electronic health records, is enhancing access to and the quality 
of healthcare provided worldwide [9]. 

Tools for information and communication technology 
(ICT) have become vital for improving medicine delivery 
networks throughout the world. e-Prescribing platforms, digital 
health apps, and mobile health apps all help to provide better 
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patient access and effective prescription medication 
management [10]. Due to ongoing difficulties in 
pharmaceutical supply chains, organizations such as in [11] 
and [12] have launched the Access to Medicine Index, an 
assessment of pharmaceutical firms' global efforts to improve 
ethics and accessibility. The significance of inclusivity and 
innovation in tackling global healthcare accessible concerns is 
emphasized by collaborative worldwide efforts, patient-centric 
methods, and strategic collaborations [13]. 

B. Factors Affecting Medication Accessibility in the 

Philippines 

Medication accessibility in the Philippines has various 
problems influenced by the country's socioeconomic structure, 
healthcare system, and geographic dispersion. Affordability is 
a major concern, especially considering the wide economic 
gaps among the people. The Philippines has a mix of public 
and private healthcare services, and medicine out-of-pocket 
costs can be a burden for a lot of people, particularly those 
without appropriate insurance coverage [14]. High drug costs 
add to financial hurdles, influencing treatment adherence and 
may compromise health results. 

The decentralization of the Philippines healthcare system 
and the geographic dispersal of healthcare institutions offer 
challenges to pharmaceutical accessibility, particularly in rural 
or isolated locations. In these areas, limited access to 
pharmacies and healthcare practitioners might result in 
increased travel costs and drug outages, adding to health 
inequities [15]. The government's initiatives to address these 
concerns, such as the passage of the Universal Healthcare Law, 
seek to enhance access to vital medications by reducing 
financial risk and extending healthcare coverage [16]. 
However, obstacles remain in ensuring that such policies are 
implemented effectively. 

Disruptions in pharmaceutical delivery, for example, might 
have an influence on drug supply in the Philippines. The 
country has faced medicine shortages, impacting the 
population's access to some prescriptions [17]. Pharmaceutical 
accessibility in the Philippines is also influenced by regulatory 
constraints such as demanding licensing processes and limits 
on specific treatments. Understanding and addressing these 
characteristics is critical for devising tailored treatments to 
increase drug availability and adherence, especially given the 
country's unique healthcare system. Future research and policy 
initiatives should continue to investigate approaches to 
improve pharmaceutical accessibility while taking into account 
the distinct challenges and potential of the Philippine 
healthcare system. 

Finally, healthcare delivery technologies such as 
telemedicine and digital health solutions have the potential to 
improve pharmaceutical accessibility by offering alternate 
channels for prescription distribution and monitoring [18]. 
Integrating these technologies into healthcare systems can 
increase convenience and accessibility, particularly for people 
with mobility issues or who live in rural places. 

C. Role of ICT in Pharmaceutical Services 

The use of ICT in pharmaceutical supply chain 
management has substantially increased the distribution 

process's reliability and transparency. ICT also makes 
inventory management, order processing, and demand 
forecasting easier, ensuring that pharmaceutical items are 
accessible when and where they are required, resulting in a 
more dependable and responsive supply network. ICT-enabled 
pharmacy information systems and electronic health records 
(EHRs) have transformed patient care and drug administration. 
Telepharmacy services, a subset of ICT in pharmaceutical 
services, have been recognized, particularly in rural or 
disadvantaged regions, through offering patients with 
prescription consultations and professional guidance without 
the need to visit a physical pharmacy [19]. 

In the Philippines, Information and Communication 
Technology (ICT), specifically Geographic Information 
System (GIS) applications, are establishing themselves as a 
valuable tool for addressing difficulties linked to 
pharmaceutical supply and monitoring within the healthcare 
system. GIS technology proves essential for mapping and 
visualizing the geographical distribution of healthcare 
institutions, pharmacies, and pharmaceutical supply chains. 
This assists in identifying overlooked regions and improving 
the distribution of healthcare resources across the archipelago 
to promote more equal access to medications [20]. 
Furthermore, GIS applications serve to track and monitor drug 
availability by providing real-time data on the condition of 
pharmaceutical supplies in various locations, assisting in the 
management of shortages and improving overall supply chain 
management. 

Integrating GIS into pharmacy information systems has the 
potential to transform pharmaceutical monitoring and 
prescription administration. GIS enables pharmacy geospatial 
mapping, allowing healthcare professionals to analyze the 
accessibility of pharmaceutical services and identify locations 
with drug distribution shortages [21]. This data is useful in 
establishing targeted actions to enhance medicine availability, 
particularly in rural or isolated areas. The use of GIS in 
pharmacy information systems can help improve medication 
adherence monitoring by providing insights into patient 
demographics and their proximity to healthcare institutions. 

While incorporating ICT such as GIS into pharmaceutical 
services has significant advantages, problems such as data 
security, interoperability, and providing fair access to digital 
healthcare solutions must be carefully considered. To realize 
the potential of ICT in pharmaceutical services, ongoing 
research and deliberate implementation efforts are required, 
ensuring that technological innovations contribute favorably to 
the overall quality, safety, and accessibility of pharmaceutical 
care. 

III. METHODOLOGY 

This study adopts the Rapid Application Development 
(RAD) approach, a methodological framework designed to 
address the drawbacks inherent in total system development 
methods [22]. The RAD model emphasizes on flexibility and 
adaptability facilitating the swift and cost-effective 
development of high-quality systems that can easily meet 
changing user needs. The method comprises four main phases: 
requirement planning, iterative development, system 
prototyping, and the throwaway prototype as shown in Fig. 1. 
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Central to this process is the initial development of the alpha 
version, where subsequent user testing and feedback inform the 
refinement of subsequent versions. This iterative process 
establishes a clear and linear understanding of the project's 
scope, enabling the development team to develop systems with 
extensive functionality within timelines [22]. 

 

Fig. 1. Rapid application development. 

A. Planning 

A web application and a mobile application are the two 
separate application models that are integrated into the system's 
architecture based on the requirements set by stakeholders. 
Every model has a different set of features and is designed to 
meet the needs of particular user groups based on discussions. 
While the mobile application is meant for general users and 
offers a user-friendly interface for a wider audience, the web 
application has been tailored for pharmacists to use, catering to 
their unique demands such as the management and inventory of 
medical drugs. The inherent features of mobile applications 
frequently contribute to their being considered as more 
adaptive which is more preferred by general users. Research on 
user-centric design concepts highlights how mobile app 
development must be customized to users' demands and touch 
interfaces and smaller screens [23]. Usability and 
responsiveness are often given first priority in these apps, 
which makes them ideal for mobile use. Furthermore, mobile 
applications can be easily integrated with device-specific 
functionality, such as cameras and GPS, to provide enhanced 
user experiences. 

B. User Design 

The system comprises two integral components: the 
frontend and the backend as shown in Fig. 2. Together, these 
parts function collectively to provide an effective and logical 
experience. 

The frontend, or user interface, is in the forefront and 
allows users to interact with the system. When users initiate 
requests, the frontend actively collects input data, creating a 
bridge between the user and the system. This input data is then 
encapsulated into JavaScript Object Notation (JSON), a 
lightweight data interchange format, preparing it to 
communicate with the backend. 

The backend, which functions as the system's engine, 
receives the JSON data that has been processed. In this case, 
the complex task of processing the received request is handled 
by the backend, which makes use of a number of well-defined 
system logics to guarantee correct and effective handling. This 
covers tasks such as running algorithms, querying databases, 
and managing the system's general operation. 

To ensure consistency in data transmission, the backend 
encodes the response into JSON format after processing is 
complete.  The frontend receives this response, which presents 
the results of the user's request. The JSON respond to is then 
decoded by the frontend and formatted such that it can be 
readily read and understood by the user. 

 
Fig. 2. Pharmacy navigator architectural framework. 

On the other hand, after three iteration and frequent 
consultations from stakeholders, two of whom were 
pharmacist, five general users, and two developers, features 
which are distinct and common to both applications are shown 
in Table I. 

TABLE I.  LIST OF FEATURES, DISTINCT AND COMMON TO THE MOBILE 

AND WEB APPLICATION 

Application Model Features 

Web Application 

The software is intended for use by pharmacists and 
their staff. It includes a thorough list of all the 

prescription medications that the pharmacy has on 

hand. A specialized component of the system is 
designed to manage the stock of pharmaceutical drugs 

that are available. This section offers a simplified 

interface to facilitate effective inventory management. 

Geographic information systems are incorporated into 

both models, which improves their functionality by 

offering location-based information like the closest 
pharmacy having the needed prescription medication. 

Chat system is also incorporated to allow users to 

communicate with the pharmacy or the client vice 
versa. 

Mobile Application 
The application is exclusively designed for patients or 

general users. It incorporates a search feature that 

enables users to check the availability of specific 
pharmaceutical medicines. Upon initiating a search, 

the system provides information on the nearest 

pharmacy where the desired pharmaceutical drug is 
available. 

The system has been purposefully developed to meet the 
user requirements collected during the Rapid Planning Phase, 
translating these requirements into an effective system design. 
Table II and Table III provided below present a list of the 
functional requirements distinct for web and mobile 
applications respectively. 
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TABLE II.  LIST OF FUNCTIONALITY AVAILABLE FOR THE WEB 

APPLICATION 

Web Application 

Functions Actions 

User Registration 

The system is expected to prompt an error message 

for unsuccessful registration and confirmation 
message if successfully registered. 

Login/Logout 

The system has a validation process for registered 

users. 

If either or both of the username or password are/is 
invalid, the system is expected to prompt an error 

message. 

The system will allow the entry of the user in the 
system of username and password are verified. 

 
The system is expected to allow the user to logout 

from the system 

Display List of 

Medicines 

The system is expected to display all medicines 

stored in the pharmacy. 
 

The system is expected to display the medicine 

searched by the user 

Manage Inventory 
The system will prompt a response message when 

updating, adding, and deleting inventory 

Manage Pharmacy 

Information 

The system allows the management of information 

and is expected to prompt a response message for 
every action performed. 

Chat System 
The system is capable of sending and receiving 

messages 

TABLE III.  LIST OF FUNCTIONALITY AVAILABLE FOR THE MOBILE 

APPLICATION 

Mobile Application 

Functions Actions 

View List of 

Pharmacies 

The system is expected to show the list of 

pharmacies available in the database. 

Search Pharmacy 

The system is expected to display the information of 

the pharmacy, based on the information provided to 

the system. 

Get Pharmacy’s 

Location 

This allows the user to get information of the 
pharmacy selected by tapping or navigating within 

the map. 

Get Pharmacy’s 

Shortest Route 

The system is expected to show the shortest route 
leading to the selected pharmacy having the 

prescribed medicine. 

Search Medicine 
The system is expected to display the drug(s) 
information based on the search item. 

Display Medicine 
The system is expected to display all stored 

medicine in the database. 

Chat System 
The system is capable of sending and receiving 
messages 

C. Testing 

For the usability test of the mobile application, the study 
targeted random participants aged eighteen (18) and above who 
met at least one of the following criteria: (a) residing in Iligan 
City, (b) having studied in Iligan City, or (c) currently enrolled 
in a school in Iligan City. 

This research study includes the voluntary participation of 
respondents with basic understanding of pharmaceuticals and 
be able to perform activities such as naming, classification, and 
categorization of pharmaceutical goods. Participants are not 
required to live or study in Iligan City. 

Demographic information was collected as part of the 
questionnaire. To uphold ethical standards, letters of consent 
were provided to participating respondents. A total of forty-
five respondents have tested the mobile application while there 
were only five pharmacists for the web application. 

The tests were conducted online, utilizing the "Play Store" 
for the mobile application (for general users) and a URL for the 
web application (pharmacist/staff role). The main goals of the 
alpha test, which is the initial assessment stage, were to get 
relevant user feedback and validate that the developers had 
successfully complied with the user system requirements. 

To begin the testing procedure, participants were given a 
Google Form with instructions and tasks. This method allowed 
for "freestyle" testing, allowing participants to explore the 
application in their own way. The given activities were 
designed to determine if the application efficiently meets the 
research questions and preserves the integrity of its 
functionality, especially in the context of the mobile 
application and web application. A survey was given after the 
task. This survey was essential in determining how well the 
application met the users' expectations and requirements. It 
examined a number of issues, such as overall application 
satisfaction, interface design, and user experience. A five-level 
Likert scale was employed for rating each question.  

A key part of the survey was obtaining qualitative input 
from users. It was encouraged for participants to share thoughts 
and recommendations, especially with reference to areas where 
changes or enhancements could improve their experience. 
Users were encouraged to provide their opinions on possible 
improvements by answering questions like "Is there anything 
else you would like us to improve or change?" in order to 
gather insights that might not be addressed by initial activities. 

IV. RESULTS AND DISCUSSION 

The design, functionality, and user interfaces of the desktop 
and mobile applications are assessed and compared in this 
section. Aiming to improve stakeholders' engagement and 
satisfaction, developers designed at incorporating all of their 
requirements in the digital interfaces and functionalities. 

Incorporating participants’ feedback from the alpha testing 
is enhanced in the beta testing phase, which is the final stage of 
assessing the mobile application in the research study. 
Coherence with the parameters and constraints of the research 
is certain through this method.  During the alpha testing, the 
researchers identified human errors, which prompted a series of 
UI/UX re-engineering for the program. 

A. Mobile Application 

This mobile application is intended for patients or general 
users, and it was developed to a user-friendly search option that 
lets people locate whether certain prescription medications are 
available. The following are the features of the mobile 
application. 

1) View list of pharmacies, search pharmacy and get 

pharmacy’s location: This functionality enables users to 

navigate, tap, and untap specific pharmacy using the 

participant's geo-coordinates, facilitating interaction with the 
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application map. A persistent bottom sheet emerges on the 

bottom left, displaying the pharmacy's name and a "view" 

button that directs the user to the pharmacy's dedicated page. 

 
Fig. 3. Screenshot of the get pharmacy’s location feature in the alpha test. 

The challenge with this interface as shown in Fig. 3 during 
the alpha test was the number of underlying pages, which could 
be minimized for a clearly defined functionality. As a result, it 
becomes diverted by the multitude of page elements and 
deviates from its primary goal of locating a pharmacy. 

 
Fig. 4. Screenshot of the get pharmacy’s location feature in the beta test. 

Fig. 4 displays an improved iteration of the Get Pharmacy's 
Location Feature, incorporating feedback obtained during the 
alpha test. In this version, the search function is exclusively in 
the persistent bottom sheet, minimizes pages and buttons. 
Upon conducting a search for a specific medicine, the system 
displays all pharmacies offering the desired drug, allowing 
users to tap on a location/pharmacy to access detailed 
information. Each pharmacy's location is displayed, allowing 
users to make informed decisions based on proximity and 

convenience. The objective is to provide a user-friendly 
interface that promotes ease of use and accessibility. 

2) Get pharmacy’s shortest route: An essential component 

of the application's testing phase, this functionality uses the 

Google Map API in order to guide visitors from their starting 

place to the selected pharmacy. Based on the user's starting 

location and preferred method of transportation (walking, 

cycling, or driving), participants assess how well the program 

performs in providing directions. Walking is chosen as the 

default method to consider the means of transportation by the 

majority of users. Furthermore, the feature provides users with 

several route possibilities, enabling them to select the most 

appropriate direction. In order to enhance the entire process of 

decision-making, this user-centric approach also includes 

crucial information like arrival time, distance, and route 

means. 

Similar with the Get Pharmacy location, the alpha test 
result pointed out that this feature loses efficiency because it 
takes up numerous pages rather than being contained to one, 
making it difficult to use as shown in Fig. 5. 

 

Fig. 5. Screenshot of the get pharmacy’s shortest route in the alpha test. 

With the influence from Google Maps for navigation, 
showed that a single page approach was more practical and 
user-friendly which is shown in Fig. 6. In addition to being in 
line with this preference, combining the two pages into one, 
improves interaction and simplifies the functionality for users. 

3) Search medicine and display medicine: This tool makes 

it simple for consumers to search for a specific medication. It 

executes a case-insensitive search algorithm by interpreting 

the user's input and taking into account both the brand and 

generic names of medications. A list of medications that 

match the keyword entered appears as the result, making the 

search process simpler and user-friendly. 
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Fig. 6. Screenshot of the get pharmacy’s shortest route in the beta test. 

The researchers discovered that one issue with the previous 
version of the feature was that it displayed extraneous 
information and was not engaging enough as shown in Fig. 7. 
Instead of needing to present the results on another page, smart 
predictions will appear below the search box and, when 
clicked, will divert to another website. 

 
Fig. 7. Screenshot of the search medicine in the alpha test. 

In order to enhance user convenience, when a user chooses 

their preferred medicine, pertinent medical information will 
instantly display within the same window. This design 

improvement attempts to provide consumers fast access to 

important facts, reducing the need for further clicks and 

producing a more streamlined and user-friendly interface as 

shown in Fig. 8. 

 
Fig. 8. Screenshot of the search medicine in the beta test. 

B. Web Application 

The web application's core functionalities; Registration, 
Login, Medicine Display, Inventory Update, and Pharmacy 
Management, performed as expected during usability testing, 
aligning with the positive ratings provided by respondents. 
While the overall functionality met expectations, constructive 
feedback from one participant emphasized the need for 
enhancement in the UI/UX design. This feedback emphasizes 
the need of refining the user interface's perceived plainness and 
lack of vitality. 

Despite the feedback, the Pharmacy Management tool was 
a significant feature. This module is excellent for developing 
trust in both the general public and pharmacy management. 
The pharmacy must register the pertinent data in the Register 
Pharmacy feature, as depicted in Fig. 9 to keep track of 
important pharmacy information. It works by including a 
pharmacy log, which carefully documents every activity taken 
by a certain pharmacy. This thorough documentation process 
maintains transparency and prevents pharmaceutical brands 
from being swapped. As a result, this feature adds greatly to 
the pharmacy's operational integrity. 

The Display Medicine functionality, shown in Fig. 10, 
which allows the system to display every medication stocked in 
the pharmacy, is strength of the program. Notably, one 
respondent suggested that the presentation be improved by 
including the medication expiration dates for tracking. In 
addition, another respondent recommended changing the 
"Availability" label to "Stock" for consistency. This 
recommendation would include existing pharmaceutical 
information such as Generic Name, Brand Name, Dosage, 
Form, and Price, as well as real-time stock levels. The 
refinement intends to provide management a picture of the 
pharmacy's inventory, supporting informed decision-making 
and effective pharmaceutical resource management. 
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Fig. 9. Screenshot of the register pharmacy in the beta test. 

 
Fig. 10. Screenshot of the display / manage medicine in the alpha test. 

One of the distinguished features of the system is the 
incorporation of a messaging system that allows users to 
communicate directly with any pharmacy’s representative, 
enabling responsive and customized engagement environment. 
The feature was designed to serve as a dynamic link for users 
for inquiries, seek information, or address any concerns. As the 
system develop from the alpha test phase to the more polished 
beta version, the focus of development shifts to the 
complexities of its user interface. This shift is more than just a 
standard upgrade; it is a concerted attempt to improve the user 
experience. The refining process is extremely responsive to 
user feedback, ensuring that the system not only meets the 
different demands of its user base, but also delivers an intuitive 
platform. 

C. For Both System 

Fig. 11 shows the interface of the chat system incorporated 
into the system. Users can navigate questions about dose, 
possible side effects, and other options through interactions, 
which promotes a more informed and decision-making process. 
To put it simply, the integration of this chat system simplifies 
communication while also providing people with a useful tool 
for getting precise and customized information on their 
medical needs and health. 

D. Testing and Evaluation  

A majority found the implementation of the Google Map 
API, with the utilization of geo coordinates, to be successful in 
its early stages. A substantial 37 respondents, as shown in Fig. 
12 were extremely satisfied with the functionality of the Search 
and Locate Pharmacy. It is clear that the majority of 
respondents thought the feature was useful and functional, 
despite the fact that one and five respondents, respectively, 

expressed a modest satisfaction and neutrality with the feature. 
The majority of participants' overall favorable response 
highlights the usefulness of the Search and Locate Pharmacy 
capability, demonstrating that it satisfied their needs and 
expectations. 

Forty-four respondents were satisfied with the functionality 

of the "View Available Medicine/Drug" feature as shown in Fig. 
13. One of the comments emphasized how simple it was to 

locate particular medications, indicating that the search 

medicine feature answers the needs of most users. This feedback 

means how well the functionality works to give consumers a 

practical and easy-to-use experience when looking through the 

medications that are accessible. 

A word cloud of comments received during the alpha testing 

stage is shown in Fig. 14. Respondents generally expressed 

satisfaction for the application's overall convenience, ease of 
use, and user-friendliness. Users responded positively to the 

application's design and use, highlighting its simple navigation 

and easy operations. A subset of feedback highlighted concerns 

related to the redundancy of pages and experience (UI/UX) 

during testing. In response, the research team proactively 

addressed these issues, focusing on the refinement of redundant 
pages through a comprehensive re-engineering process. 

  
Fig. 11. Screenshot of the chat system. 

 
Fig. 12. Result of the locate and navigate pharmacy. 
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Fig. 13. Result of the view available medicine / drug. 

 

Fig. 14. Word cloud of the application during the alpha test. 

The word cloud in Fig. 15 depicts the input gathered 
throughout the beta testing stage. Remarkably, more users 
acknowledged the application as an improved version over the 
alpha test. The redesign prioritized resolving issues brought up 
in previous testing, making the experience more efficient and 
user-friendly. In particular, unnecessary pages and intricate 
content were improved for more basic versions, in line with 
user expectations for a more refined application. 

 

Fig. 15. Word cloud of the application during the beta test. 

In addition to verifying the changes made, the beta testing 
stage reaffirmed at improving the application in response to 
user feedback. The purpose is to make sure that the application 
satisfies the needs and preferences of a wide range of users by 
optimizing the user experience and improving the way 
information is presented. 

V. CONCLUSION 

In conclusion, the development and implementation of the 
web and mobile application integrating Geographical 
Information System (GIS) for locating prescribed medicine 
have been driven to enhance medication accessibility, 
distribution challenges, and improve public health outcomes 
[24] [25]. The adoption of the Rapid Application Development 
(RAD) methodology, having continuous engagement with 
stakeholders aims to meet user needs and requirements in 
efficiently locating prescribed medicines from nearby 
pharmacies. The mobile application, equipped with features 
such as viewing medicine lists, searching pharmacies, 
obtaining pharmacy locations and shortest routes, searching for 
specific medicines, displaying medicine details, and 
incorporating a chat system, serves as a user-friendly platform 
designed for the general public in managing their healthcare 
needs in terms of searching prescribed medicine. 
Simultaneously, the web system offers features like displaying 
medicine lists, managing inventory, overseeing pharmacy 
information, and integrating a chat system to cater to a wider 
range of user needs. The positive feedback received during 
both the alpha and beta testing phases further validates the 
success of the application's functionalities. Respondents 
consistently reported that the features were easy to use, easy to 
navigate, and aligned with their needs. This user-centric 
approach, with the set of features, positions the integrated web 
and mobile application as a valuable resource in locating 
medicines, and contributing to the overall improvement of 
public health outcomes. 
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Abstract—In order to furnish diverse resource requirements 

in cloud computing, numerous resources are integrated into a 

data centre. How to deliver resources in a timely and accurate 

manner to meet user expectations is a significant concern. 

However, the resource demands of users fluctuate greatly and 

frequently change regularly. It's possible that the resource 

provision won't happen on time. Furthermore, because some 

physical resources are shut down to save energy, there may 

occasionally not be enough of them to meet user requests. 

Therefore, it's critical to offer resource provision proactively to 

ensure positive user involvement using cloud computing. To 

enable resource provision in advance, it is essential to accurately 

estimate future resource demands. Using machine learning 

techniques, we offer a unique approach in this study that tries to 

identify key features, accelerating the forecast of cloud resource 

consumption. Finding the classification method with the greatest 

fit and maximum classification accuracy is crucial when 

predicting cloud resource consumption. The attribute selection 

method is used to decrease the dataset. The categorization 

process is then given the reduced data. The hybrid attribute 

selection method used in the investigation, which combines the 

bio-inspired algorithm genetic algorithm, the pulse-coupled 

neural network, and the particle swarm optimization algorithm, 

improves classification accuracy. The accuracy of prediction 

employing this technique is examined using a variety of 

performance criteria. When it comes to predicting the demand 

for cloud resources, the experimental results show that the 

suggested machine learning method performs more effectively 

than traditional machine learning models. 

Keywords—Cloud computing; resource demand; machine 

learning; cloud resource demand prediction; bio-inspired algorithm 

I. INTRODUCTION 

With the benefits of characteristic features like resource 
pool and a pay-as-you-go paradigm, cloud computing has 
found widespread use in a variety of industries. Infrastructure 
as a Service (IaaS) is a brand-new cloud service paradigm 
which offers clients virtual machines as resources (VMs). 
Accurate and timely allocation of VMs to client tasks in IaaS 
service model is a major concern. Some cloud providers 
continue to offer VMs statically, which results in increased 
operational cost for customers and reduced resource usage for 
cloud providers. A better alternative is to create VMs 
dynamically in response to the current resource demands. 

However, resource demands fluctuate significantly at times 
and change continuously throughout time. Users can quickly 
apply for numerous VMs, for instance. This causes these VMs 
to take a very lengthy time to create. Due to some of the 
physical resources being shut down to save energy, even those 
that are currently in operation may not be enough to meet user 
requests. For this reason, developing a proactive resource 
provision is essential to guaranteeing that customers get a 
positive cloud computing experience. In response to 
anticipated resource demands, proactive resource provision 
might offer resources in advance. However, if overestimated, 
this can be a resource waster. 

It goes without saying that if the resource demand is 
estimated to be less than the actual requirements, user demand 
of the resources are not met. Therefore, the main challenge is 
to effectively forecast future resource demands to reduce 
overestimation and underestimation. An overview of the 
challenges and approaches for forecasting usage of resources in 
cloud computing can be found in the study [1]. To prevent 
resource over-provisioning, Chen et al. [2] developed a forecast 
method exclusively for burst workload. To eliminate bursts and 
sounds, this technique employs the Fast Fourier Transform 
(FFT) algorithm, which increases prediction accuracy. A cloud 
workload prediction model is put out by Roy et al. [3]. This 
model predicts future workload using autoregressive moving 
average method of the second order (ARMA) and then uses a 
performance model of the average app response time to 
forecast resource requirements. 

Using ensemble models, two self-adaptive resource 
demand prediction techniques are proposed [4, 5]. In order to 
increase prediction accuracy, Xu et al. [6] propose the GFSS-
ANFIS/SARIMA prediction model, which integrates Seasonal 
Autoregressive Integrated Moving Average Model (ARIMA) 
and Generalized Fuzzy Soft Sets with Adaptive Neuro Fuzzy 
Inference System. Data mining and statistical techniques are 
used in Verma et al. [7] resource prediction framework for 
multi-tenant service clouds to forecast resource demands in 
order to minimize resources and provisioning time. To obtain 
precise performance forecasts in hybrid clouds, Imai et al. [8] 
suggest a model which has workload-tailored elastic compute 
unit (WECU) as a computing power unit. Brown's quadratic 
exponential smoothing approach is used by Mi et al. [9] to 
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forecast activities ahead and adjust resources as needed in a 
data center. 

The resource prediction method used by Minarolli et al. 
[10] incorporates the cross relation of asset utilization among 
VMs that are part of the same application. Bankole et al. [11] 
proposed three performance prediction models that employ 
neural networks (NN), linear regression (LR), and support 
vector regression (SVR) methods independently. The 
experimental findings demonstrate that SVR is the favored 
model, outperforming other models in terms of prediction 
accuracy. Similar to this, certain machine learning techniques, 
such as the multi-layer perceptron (MLP) [12], Support vector 
regression (SVR) [12], deep belief network (DBN) [13], and 
artificial neural network (ANN) [14], are used to forecast 
resource utilizations. There are two categories of prediction. 
The former involves statistical methods and the latter employs 
machine learning techniques. Even though machine learning 
methods can produce predictions with a higher degree of 
accuracy, it requires setting up the training model and 
extracting the features from a humungous amount of data. 
Though sampling data might occasionally change greatly and 
be insufficient as inputs for machine learning techniques. The 
prediction accuracy of statistical methods is often poor for non-
stationary and non-linear data. 

One such well-known metaheuristic method based on 
swarm-intelligence is particle swarm optimization (PSO), 
which has demonstrated its superiority in resolving a variety of 
real-world optimization issues from fluid mechanics, wireless 
sensor networks, engineering, applied sciences and academia 
[15]. Despite its success in locating competitive solutions, the 
PSO still has trouble sustaining strong exploration and is 
susceptible to becoming stuck in local optima, which leads to 
an insufficient exploration-exploitation tradeoff [16]. These 
flaws have an impact on the subsequent quality of the 
scheduling solution. Additionally, the "No Free Lunch 
Theorem (NFL)" [17] establishes the impossibility of finding a 
single metaheuristic algorithm capable of efficiently solving all 
optimization issues. These facts serve as powerful impetuses 
for the current research project, which proposes a hybrid PSO-
based scheduling solution to get over the constraints of regular 
PSO by combining it with genetic algorithm (GA) and pulse 
coupled neural networks (PCNN). 

The remainder of the paper is organized as below. Section 
II includes an overview of prior studies in the same field. The 
methodology, system workflow, feature extraction, and 
demand prediction employed in the proposed approach are 
covered in Section III. Section IV includes the performance 
analysis of the proposed hybrid solution. Section V provides a 
conclusion, marking the end of the paper. 

II. RELATED WORK 

To solve cloud based scheduling (CBS) difficulties, current 
research uses heuristics and metaheuristics, such as shortest job 
first (SJF), First come first served (FCFS), Max-min, Min-min, 
Minimum completion time (MCT), Minimum execution time 
(MET), and Suffrage [18]. Heuristics offer problem-specific 
solutions and are apt for solving minor problems. In contrast, 
ensemble methods (MHs), are simple, iterative, adaptable, 
highly speculative, algorithms that direct a subordinated 

heuristic through smart mechanism [19]. For complicated and 
larger scheduling issues, metaheuristics-based scheduling 
solutions have outperformed problem-specific heuristics [20]. 
However, MHs typically have a few flaws, such as premature 
convergence, getting stuck in neighboring best value, an 
absence diversity, and imbalance among the examination and 
development stages of the energy spectrum [21]. If these flaws 
are applied to work scheduling issues, the results can be 
undesirable. 

The research has also advocated the use of combination 
heuristics to address the drawbacks of solo metaheuristics [22]. 
Several whale optimization algorithms (WOA)-based 
scheduling approaches have already been put out for 
scheduling bag-of tasks (BoT) applications to get results that 
are almost optimal and are motivated by the humpback whales' 
hunting method. These solutions include those that employ 
conventional, customized, and fusion of WOA techniques [23]. 
A standard WOA, Gaussian model, and opposition-based 
learning (OBL) approaches are combined and used in a cloud 
scheduling solution called GCWOAS2 [24] to provide 
effective task-resource couples. One more current study paper 
[23] proposes a combination metaheuristic approach dubbed 
OWPSO to address the shortcomings of the original WOA by 
combining OBL and PSO algorithms. The authors of [25] 
proposed random double adaptive WOA (RDWOA) 
employing the  Bee optimization algorithm techniques for 
arranging cloud workloads to decrease implementation cost 
and time. 

The increase and decrease operators might be augmented to 
the typical WOA to enhance search efficiency, according to 
authors in [26], who also proposed utilizing two advanced 
optimization algorithms. In study [27], authors proposed an 
Improved WOA for Cloud task scheduling (IWC) algorithm 
that makes use of the local weight method to enhance 
neighboring explore effectiveness and prevent the basic 
WOA's early convergence. WOA and harmony search 
algorithm (HS) were hybridized to create WHOA by the 
authors of [28] in order to reduce execution costs and energy 
usage. The WOA-based cloud task scheduling solution, which 
simultaneously optimizes makepan and energy usage, was 
proposed by Sharma and Garg [29]. To schedule BoT 
applications over clouds, the whale-Scheduler technique was 
recommended, yielding the best makespan and execution cost 
[30]. There have been many different GA-based scheduling 
approaches proposed in the past, including the basic GA 
method [31], improved GA strategies employing modified 
mutation as well as crossover procedures, and fusion of GA 
results that combine classic GA among additional 
methodologies [32]. 

Numerous studies have greatly improved scheduling 
efficiency over cutting-edge heuristics by using basic variants 
of SOS and particular improvements to Symbiotic Organism 
Search (SOS) algorithms utilizing chaotic sequences with 
dissent learning [33]. To overcome CBS concerns and achieve 
different QoS objectives, researchers have suggested 
conventional ant colony optimization (ACO) as well as other 
altered ACO-based optimization techniques [34]. In numerous 
researches, classic PSO algorithms, modified PSO variations, 
and hybrid PSO variants have all been applied to handle CBS 
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situations in order to achieve a variety of objectives, including 
minimizing computation time and complexity and addressing 
load balance challenges [35]. An adjustable inertia weighting 
method is suggested for the CBS problem to tradeoff between 
exploration and exploitation [36]. For maintaining population 
variety and enhancing solution quality, Chen and Long [37] 
proposed a fusion of optimization approach integrating PSO 
and ACO algorithms. A bi-objective PSO scheduler was used 
by the developers of [38] to improve system performance and 
lower execution costs. A multi-objective PSO strategy is used 
in two deadline-constrained scheduling techniques to enhance 
QoS metrics values [39]. 

A non - linear and non PSO was employed by the authors 
of Ref. [40] to lessen the time for scheduling the workload. 
Several strategies for workload allocation in a cloud have been 
suggested, using both a standard Cuckoo Search (CS) 
implementation [41] as well as modifications to the CS's basic 
structure and the incorporation of additional metaheuristics. 
Chhabra et al. proposed a fusion of CS method in [42] to 
enhance the exploration potential of standard CS and to 
achieve more appropriate scheduling than current generation 
heuristics. This metheuristic merged CS and DE algorithms. a 
solid metaheuristic in the form. GWO has been employed in 
the past to create almost ideal scheduling solutions to improve 
various QoS metrics. To optimize both makespan and energy, 
for instance, a MO-GWO technique was recommended [43]. 
Modified GWO is formulated in [44] with alterations on the 
fitness function to consider makespan and cost. In [45], mean 
GWO is studied to achieve better performance tackling 
scheduling concerns. It results in lower makespan and reduced 
energy usage. 

Elaziz et al. in [46] integrated the DE algorithm's effective 
local searching feature and Moth search (MS) method for 
better scheduling solution. The Bacterial Foraging 
Optimization (BFO)-based scheduling strategy has been 
recommended by Milan et al. [47] to optimize extent of 
imbalance, idle time, and overall execution time. The study in 
[48] proposes a novel approach to cloud computing scheduling 
problem solution: Water Pressure Change Optimization 
(WPCO). The phenomena of water density changing as 
pressure is increased due to changes in the physical properties 
of water serves as the inspiration for the novel WPCO 
technology. WPCO provides the best solution quality in 
comparison to the standard metaheuristics. According to the 
authors of [49], a scheduling strategy based on social group 
optimization algorithm (SGO) is proposed for a diverse cloud 
environment that can be used to resolve CBS issues with the 
highest possible throughput and the shortest possible 
makespan. 

Inadequate exploration and utilization process balancing, 
slow convergence, a failure to focus on schedule order 
optimization, a lack of products developed using standard 
workloads, a lack of numerical solutions to tune metaheuristic 
variables, and concurrent performance and energy consumption 
optimization are common problems or limitations of the 
current research studies based on metaheuristic approach for 
scheduling BoT applications over cloud systems. These flaws 
leave a lot of room for developing new metaheuristics or 

refining already-existing ones to increase the CBS problem's 
efficiency. 

III. PROPOSED APPROACH 

Fig. 1 depicts the planned work's entire organizational 
structure. It consists of two phases namely training and using 
the constructed model for prediction. The major goal of the 
training phase is to learn about the cloud resource requirements 
and how to predict resource demand from provided data sets. 
As a result, it is referred to as the training phase. At this point, 
a method called attribute selection is used to cut down on the 
amount of data that was collected. The correlating attributes are 
identified when the data set's dimensions are reduced. These 
characteristics are crucial for forecasting cloud resource 
consumption. 

 

Fig. 1. Organizational structure of the proposed approach. 

The steps of training and prediction are the same. The 
similar procedure was performed throughout prediction for the 
test data. Finally, the anticipated outcomes will be attained. In 
the following section, each procedure is thoroughly explained. 
The following list of modules contains the working stages of 
the planned work. 

1) Attribute Selection using PCGPSONN. 

2) Correlation feature extraction. 

3) Cloud Resource Demand Prediction using SVM. 

A. Attribute Selection using PCGPSONN 

Only the unique Pulse Coupled Genetic Particle Swarm 
Optimization Neural Network (PCGPSONN) is used to 
determine the cloud resource database's most crucial 
properties. The attributes must be carefully chosen for an 
accurate demand prediction of cloud resources. Low accuracy, 
prediction inaccuracy, or failure might result from the incorrect 
selection of these attributes. If the feature selection initial 
selection was incorrect, the approach will never reach the 
global minimum and more runs will only take the algorithm to 
a local minimum. The best position for each particle, Pg, as 
determined by the Genetic Particle Swarm Optimization 
(GPSO) algorithm, is searched for in this work using the Pulse 
Coupled Neural Network (PCNN) algorithm. 
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In GPSO method, the GA operators and the PSO update 
mechanism typically operate with the same population 
throughout initialization step. Uniformly distributed random 
numbers should be used to create the initial population of all its 
members. Therefore, the attribute selection process must go 
through more iterations because of this random distribution's 
sluggish convergence. However, in our suggested method, 
GPCNN solutions are used to allocate the PSO's initial 
population. GPCNN and PSO split the entire number of 
iterations evenly. GPCNN runs the first half of the iterations, 
and the answers are provided as the PSO's initial population. 
PSO is in charge of the final iterations. Thus, the issue of 
delayed convergence is resolved, and the attribute selection 
process requires fewer iterations. 

Additionally, the hybrid approach we suggest should 
include local and worldwide search. Then, for each particle, 
generate the best position Pg, and the attribute selection 
method is then given these best positions Pg to further refine 
the search process. Consequently, our hybrid strategy performs 
better than this approach. The PCGPSONN algorithm is 
displayed below. 

Algorithm of PCGPSONN: 

Input: 

 Attributes (X) and their values. 

 Population Size (pop_size): Number of individuals in 

the population. 

 Max Generations (max_gen): Maximum number of 

generations. 

 Crossover Probability (crossover_prob): Probability 

of crossover occurring. 

 Mutation Probability (mutation_prob): Probability of 

mutation occurring. 

 Particle Swarm Size (swarm_size): Number of 

particles in the swarm. 

 Inertia Weight (inertia_wt): Weight for the inertia 

term in PSO. 

 C1 and C2 (c1, c2): Constants for the cognitive and 

social components in PSO. 

Output: 

 Best Attribute (S): The best solution found. 

 Fitness Value (W): The fitness value corresponding 

to the best solution. 

 
1. Initialize Population: 

 Generate an initial population of solutions 
(pop_size) randomly. 

2. Loop through Generations: 

 Repeat for a specified number of generations 
(max_gen) or until a convergence criterion is met. 

 2.1 Evaluate Fitness: 

 Evaluate the fitness W of each solution X in the 
population. 

 2.2 Genetic Algorithm Steps: 

 Select solutions S1 for crossover based on their 
fitness. 

 Perform crossover with a certain probability 
(crossover_prob). 

 Mutate selected solutions with a certain 
probability (mutation_prob). 

 2.3 Particle Swarm Optimization (PSO) Steps: 

 Initialize a particle swarm (swarm_size) with 
positions and velocities. 

 Evaluate the fitness W of each particle X. 

 Update particle positions and velocities based on 
PSO equations. 

 Track the global best position S2 found by the 
swarm. 

 2.4 Combine Genetic and PSO Steps: 

 Replace the worst solutions S1 in the population 
with the best particles from the swarm S2. 

 2.5 Update Population: 

 Create a new population for the next generation by 
combining the modified population and the PSO 
swarm. 

3. Return Best Solution: 

 Return the best solution S found in the final 
population. 

4. Execute PCNN: 

 Execute PCNN with W and S 
 

PCNN algorithm 

Alpha_F = 0.1 Decay term for feeding 

Alpha_L = 1.0 Decay term for linking 

Alpha_T = 1.0 Decay term for threshold 

V_F = 0.5 Magnitude scaling term for feeding 

V_L = 0.2 Magnitude scaling term for linking 

V_T = 20.0 Magnitude scaling term for linking 

Beta = 0.1 Linking strength 

Num = 100 The number of iterations 

W= [0.5 1 0.5;1 0 1;0.5 1 0.5] Initial values for W 

M = [0.5 1 0.5;1 0 1;0.5 1 0.5] Initial values for M 

F = zeros(size(S)) Initial values for F 

L = F Initial values for L 

Y = F Initial values for Y 

U = F Initial values for U 
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T = Ones(size(S)) Initial values for T 

S = im2double(S) Normalizing to lie within [0,1] 

for n = 1:Num 

F = exp(_Alpha_F) *F + V_F*conv2(Y,W) + S Update the 
feeding input 

L = exp(_Alpha_L) * L + V_L*conv2(Y,M) Update the 
linking input 

U = F_ *(1 + Beta*L) Compute the internal activation 

Y = double(UiT) Update the output 

T = exp(_Alpha_T) *T + V_T*Y Update the threshold 
input 

End 

The genetic algorithm's fitness value is W in this case and S 
is the best quality of genetic algorithms. The proposed 
approach chooses seven of the 11 attributes that are present in 
the cloud resource dataset. Table I provides a description of the 
complete attributes. Table II provides descriptions of the 
chosen features. 

Based on the values of the attribute weights, PCGPSONN 
chooses the attribute. Instead of using binary presentation, a 
population of 200 clients used real-valued representation since 
the parameter coefficients were expressed using real-valued 
numbers rather than just 0 and 1. Seven separate attribute 
weight sets totaling 28 qualities made up each individual. The 
beginning population's members were chosen using machine 
learning techniques and expert-set weights. More precisely 
specified is the initial population. The PCGPSONN used a 
uniform crossover with discrete recombination for offspring 
creation and a roulette-wheel selection for parent selection. 
80.0% of the time was spent on the crossover, and each gene's 
crossover points were selected separately and arbitrarily. The 
gene underwent mutation with a likelihood of 1.0% and was 
uniformly carried out by selecting a random value at random 
from the range and setting it as the new value at the present 
place. Additionally, elitism was employed during runs to 
preserve the greatest person among the population. The weight 
set that performed the best during evolution was something we 
did not want to lose. If the total population was higher than 21 
at the culmination of the generation, a strategy for survivor 
screening was used. Those with the lowest categorization 
accuracy were removed from the population after the 
individuals were graded according to their accuracy. After 20 
generations, the PCGPSONN algorithm concluded, or sooner if 
the best classification accuracy remained constant during a 
period of 10 iterations. Additionally, the examination came to 
an end if every member of the population were the same. The 
proposed PCGPSONN approach is contrasted with the GPSO 
and GPCNN approaches to demonstrate its efficacy. Tables III 
and IV display the GPSO and GPCNN results, respectively. 

The selected attribute list of GPSO is shown in Table III. In 
GPSO approach first genetic algorithm is completed to get the 
fitness values of all attributes and then it is given to the PSO 
approach to complete the attribute selection process. 

TABLE I.  FEATURES OF CLOUD RESOURCE DATASET 

S.No Feature name 

1 Timestamp 

2 Disk read throughput 

3 Disk write throughput 

4 Network transmitted throughput 

5 Provisioned capacity for CPU 

6 Use of CPU [MHZ] 

7 Use of CPU [%] 

8 Provisioned Memory capacity [KB] 

9 Memory consumed [KB] 

10 Network received throughput [KB/s] 

11 CPU cores 

TABLE II.  SELECTED FEATURES BY PCGPSONN 

S.No Feature name 

1 Provisioned capacity for CPU 

2 Use of CPU [MHZ] 

3 Use of CPU [%] 

4 Provisioned Memory capacity [KB] 

5 Memory consumed [KB] 

6 Network received throughput [KB/s] 

7 CPU cores 

TABLE III.  SELECTED ATTRIBUTES BY GPSO 

S.No Feature name 

1 Disk read throughput 

2 Disk write throughput 

3 Network transmitted throughput 

4 Provisioned capacity for CPU 

5 Use of CPU [MHZ] 

6 Use of CPU  [%] 

7 Memory capacity provisioned [KB] 

8 Memory usage [KB] 

9 Network received throughput [KB/s] 

10 CPU cores 

Table IV displays the GPCNN's chosen attribute list. When 
using the GPCNN strategy, all attributes' fitness values are first 
obtained using a genetic algorithm, and they are then given to 
the PCNN approach for double threshold operation during the 
attribute selection phase. 

TABLE IV.  SELECTED ATTRIBUTES BY GPCNN 

S.No Feature name 

1 Disk read throughput 

2 Disk write throughput 

3 CPU capacity provisioned 

4 Use of CPU [MHZ] 

5 Use of CPU [%] 

6 Memory capacity provisioned [KB] 

7 Memory usage [KB] 

8 Network received throughput [KB/s] 

9 CPU cores 
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B. Correlation Feature Extraction 

The degree to which two or more variables vary together is 
shown by a statistical metric known as correlation. It describes, 
in layman's terms, how much one variable changes in reaction 
to a slight variation in another. In accordance with the direction 
of the change, it might have positive, negative, or zero values. 
An independent attribute's strong significance in affecting the 
output is shown by a high correlation value between it and a 
dependent attribute. Finding the connection between the 
dependent and all of the independent variables in a multiple 
regression setup with numerous parameters is required to 
produce a more accurate and useful model. It is important to 
always keep in mind that additional characteristics do not 
necessarily translate into greater accuracy. Irrelevant 
characteristics would add unnecessary noise to our model and 
the accuracy could fall. 

The Pearson r correlation method used in this study can be 
used to identify correlation between two attributes. The 
Pearson r correlation is the most often used correlation statistic 
to assess the degree of relationship between two linearly 
related characteristics. It is possible to determine the Pearson 
correlation between any two qualities, x, and y using: 

      
            

√    
  (   )

 √    
  (   )

 
                       ()

 

Fig. 2. Correlation Feature extracted values using Pearson correlation 

method. 

Pearson correlation coefficient, often denoted as r, that 
calculate the Pearson correlation coefficients between each 
selected attributes which are derived from section 3.1 and the 
target variable (cloud resource demand). Using Pearson 
correlation coefficient, the extracted correlation feature table is 
shown in Fig. 2. In the Fig. 2, the Pearson correlation ranges 
from -1 to 1, where: 

 r=1 indicates a perfect positive linear relationship. 

 r=−1 indicates a perfect negative linear relationship. 

 r=0 indicates no linear relationship. 

These extracted correlation feature values are given into the 
SVM to predict the cloud resource demand. 

C. Cloud Resource Demand Prediction using SVM 

The equations are an exception to the prescribed 
specifications of this template. You will need to determine w 
Regression analysis and classification are two applications of 
support vector machines, commonly referred to as support 

vector networks or SVMs, which are supervised learning 
models in machine learning. They examine data and identify 
patterns. Provided a set of training examples that have been 
labelled as falling into one of two categories, an SVM training 
process builds a model that places new examples into either 
group. The model is now a non-probabilistic binary linear 
classifier as a result of this. The objective of an SVM model is 
to generate as big of a gap as possible between the instances of 
the different categories by mapping the examples as points in 
space. Next, by mapping them into the same region and 
identifying which side of the gap they fall into, new instances 
are projected to fit into a particular category. SVMs can 
perform non-linear classification as well as linear classification 
by implicitly translating their inputs into feature spaces with 
many dimensions, a method known as the "kernel trick." 

The primary objective of SVM in cloud resource demand 
prediction is to find a hyperplane that best separates data points 
belonging to different classes. The hyperplane is chosen to 
maximize the margin, which is the distance between the 
hyperplane and the nearest data points from each class, known 
as support vectors. The hyperplane serves as the decision 
boundary that separates data points into different classes. The 
margin in SVM is the distance between the hyperplane and the 
nearest data points from each class (support vectors). SVM 
aims to maximize this margin. Support vectors are the data 
points that lie closest to the decision boundary. They play a 
crucial role in defining the optimal hyperplane. Train an SVM 
model in this work, using correlation features as input and 
cloud resource prediction value as the target variable. Use the 
trained SVM model to predict cloud resource prediction value 
for new, unseen data. 

The work flow of SVM for cloud resource prediction is 
shown in Fig. 3. 

 
Fig. 3. SVM algorithm. 
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IV. RESULTS 

The dataset used for designing and developing the cloud 
resource demand prediction using SVM comprises information 
on resource utilization over a period of one month. In total, 
there were 123 million observed instances involving 1250 
machines. The dataset which is used in this work is Real-time 
dataset named GoCJ. The GoCJ datasets used in our work is 
the publicly available dataset collected from 
https://data.mendeley.com/datasets/b7bp6xhrcd/1. The new 
proposed approach is implemented in Matlab. 

A. Examination Parameters 

A wide range of assessment criteria are available to assess 
the prediction algorithms' performance. This work considers 
the following elements. 

Detection Accuracy is: 

             (  )              (  )

                 (  )                  (  )
          (2) 

Error Rate is: 

                                    

                 
                (3) 

Precision rate: 

  

     
                                    (4) 

Recall rate: 

  

     
                         (5) 

B. Performance Analysis 

Using the performance measures indicated above, the 
classifier system's performance is analyzed and contrasted with 
that of other techniques. The tables and graphs below 
demonstrate this. 

1) Experiment No #1: Newly Developed Attribute 

Selection Approach Evaluation with Accuracy. 

We will evaluate the impact of every attribute selection 
strategy used in the work in this research. Eq. (2) to Eq. (5) are 
used to evaluate the effectiveness of this cloud resource 
demand prediction technique. A great attribute selection 
strategy is preferred to have a high value of Eq. (2). The 
PCGPSONN accuracy analysis is listed in Table V. 

As is evident from Table V, the PCGPSONN has an 
accuracy of 96.29. The accuracy of attribute selection is shown 
in Fig. 4. 

TABLE V.  NEWLY DEVELOPED ATTRIBUTE SELECTION APPROACH 

EVALUATION WITH ACCURACY 

GPSO GPCNN PCGPSONN 

93.14 94.23 96.29 

 

Fig. 4. Accuracy of feature selection strategies. 

2) Experiment No #2: Newly Developed Attribute 

Selection Approach Evaluation with Precision Rate. 

Precision tells the proportion of instances that the models 
predicted as positive and were actually positive out of all the 
instances it predicted as positive. A high precision indicates 
that when the model predicts a positive outcome, it is likely to 
be correct. The PCGPSONN Precision rate analysis is listed in 
Table VI. 

TABLE VI.  NEWLY DEVELOPED ATTRIBUTE SELECTION APPROACH 

EVALUATION WITH PRECISION RATE 

GPSO GPCNN PCGPSONN 

90.21 91.35 93.10 

As is evident from Table VI, the PCGPSONN has Precision 
rate of 93.1, which is better than other approaches. As a result, 
the PCGPSONN classifier is thought to be the best for 
choosing attributes. The Precision rate of attribute selection is 
shown in Fig. 5. 

 
Fig. 5. Precision rate of attribute selection strategies. 
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3) Experiment No #3: Newly Developed Attribute 

Selection Approach Evaluation with Recall Rate. 

Recall depicts the proportion of actual positive instances 
that were correctly predicted by the model out of all the actual 
positive instances. A good attribute selection strategy is 
preferred to have a high value of Eq. (4). The PCGPSONN 
Recall rate analysis is listed in Table VII. 

TABLE VII.  NEWLY DEVELOPED ATTRIBUTE SELECTION APPROACH 

EVALUATION WITH RECALL RATE 

GPSO GPCNN PCGPSONN 

90.11 91.35 92.85 

As is evident from Table VII, the PCGPSONN has Recall 
rate of 93, which is better than other approaches. The Recall 
rate of attribute selection is shown in Fig. 6. 

 

Fig. 6. Recall rate of attribute selection strategies. 

As can be seen from the accompanying figure, the 
PCGPSONN's Recall Rate is better than other methods. 
Therefore, the PCGPSONN is the best for choosing attributes. 

4) Experiment No #4: Newly Developed Attribute 

Selection Approach Evaluation with Error Rate. 

Error rate, in the context of machine learning, is a metric 
that represents the proportion of incorrectly classified instances 
in a model's predictions. It is the complement of accuracy. The 
PCGPSONN error rate analysis is listed in Table VIII. 

TABLE VIII.  NEWLY DEVELOPED ATTRIBUTE SELECTION APPROACH 

EVALUATION WITH ERROR RATE 

GPSO GPCNN PCGPSONN 

6.86 5.77 0.03703704 

As is evident from Table VIII, the PCGPSONN has an 
error rate of 0.037. The error rate of attribute selection is 
shown in Fig. 7. 

As can be seen from the associated figure, the 
PCGPSONN's error rate is lower than other methods. 
Therefore, the PCGPSONN is the best for choosing attributes. 

 

Fig. 7. Error rate of feature selection strategies. 

V. CONCLUSION 

Demands on cloud resources can be sudden, intense, and 
volatile. The reactive resource providing approach may result 
in sluggish or insufficient resource delivery. Thus, to guarantee 
resource availability, it is imperative to predict resource 
demands. To process the raw data and produce a fresh and 
original prediction for Cloud resource demands, machine 
learning techniques were applied in this study. We were able to 
develop a more accurate model for cloud resource demand 
prediction in this study by effectively using a feature selection 
method based on data mining methodology. PCGPSONN 
showed to be quite accurate at predicting the demand for Cloud 
resource. The future direction of this research can be carried 
out with several machine learning approaches to enhance 
prediction techniques. Additionally, novel feature selection 
techniques can be used to develop a deeper comprehension of 
critical traits and enhance predictions of cloud resource 
consumption. 

REFERENCES 

[1] M. Ullrich and J. Lässig. 2013. Current Challenges and Approaches for 
Resource Demand Estimation in the Cloud. 2013 International 
Conference on Cloud Computing and Big Data, 2013:387-394. 

[2] L. Chen and H. Shen. 2016. Towards Resource-Efficient Cloud Systems: 
Avoiding Over-Provisioning in Demand-Prediction Based Resource 
Provisioning. 2016 IEEE International Conference on Big Data, 
2016:184-193. 

[3] N. Roy, A. Dubey and A. Gokhale. 2011. Efficient Autoscaling in the 
Cloud Using Predictive Models for Workload Forecasting. 2011 IEEE 
4th International Conference on Cloud Computing, 2011:500- 507. 

[4] Z. Chen, Y. Zhu, Y. Di and S. Feng. 2015. Self-Adaptive Prediction of 
Cloud Resource Demands Using Ensemble Model and Subtractive 
Fuzzy Clustering Based Fuzzy Neural Network. Computational 
Intelligence and Neuroscience, 2015:1-14. 

[5] Y. Jiang, C. Perng, T. Li, et al. 2011. ASAP: A Self-Adaptive Prediction 
System for Instant Cloud Resource Demand Provisioning. 2011 IEEE 
11th International Conference on Data Mining, 2011:1104-1109. 

[6] D. Xu, S. Yang and H. Luo. 2015. Research on Generalized Fuzzy Soft 
Sets Theory based Combined Model for Demanded Cloud Computing 
Resource Prediction. Chinese Journal of Management Science, 2015, 
23(5):56-64. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 1, 2024 

781 | P a g e  

www.ijacsa.thesai.org 

[7] M. Verma, G. R. Gangadharan, V. Ravi, et al. 2013. Resource Demand 
Prediction in Multi-tenant Service Clouds. 2013 IEEE International 
Conference on Cloud Computing in Emerging Marks, 2013, 28(17):1-8. 

[8] S. Imai, T. Chestna and C. A. Varela. 2013. Accurate Resource 
Prediction for Hybrid IaaS Clouds Using Workload-Tailored Elastic 
Compute Units. 2013 IEEE/ACM 6th International Conference on 
Utility and Cloud Computing, 2013:171-178. 

[9] H. Mi, H. Wang, G. Yin, D. Shi, Y. Zhou and L. Yuan. 2011. Resource 
On-Demand Reconfiguration Method for Virtualized Data Centers. 
Journal of Software, 2011, 22(9):2193-2205. 

[10] D. Minarolli and B. Freisleben. 2014. Cross-Correlation Prediction of 
Resource Demand for Virtual Machine Resource Allocation in Clouds. 
2014 Sixth International Conference on Computational Intelligence, 
Communication Systems and Networks, 2014:119-124. 

[11] A. A. Bankole and S. A. Ajila. 2013. Predicting Cloud Resource 
Provisioning Using Machine Learning Techniques. 2013 26th IEEE 
Canadian Conference of Electrical and Computer Engineering, 2013:1-4. 

[12] K. Rajaram and M. P. Malarvizhi. 2017. Utilization based Prediction 
Model for Resource Provisioning. 2017 IEEE International Conference 
on Computer, Communication and Signal Processing, 2017:1-6. 

[13] W. Zhang, P. Duan, L. T. Yang, et al. 2017. Resource Requests 
Prediction in the Cloud Computing Environment with a Deep Belief 
Network. Software Practice and Experience, 2017, 47(3):473-488. 

[14] M. Borkowski, S. Schulte and C. Hochreiner. 2016. Predicting Cloud 
Resource Utilization. 2016 IEEE/ACM 9th International Conference on 
Utility and Cloud Computing, 2016:37-42. 

[15] Mostafa Bozorgi, S., & Yazdani, S. (2019). IWOA: An improved whale 
optimization algorithm for optimization problems. Journal of 
Computational Design and Engineering, 6(3), 243-259. 

[16] Manikandan, N., Gobalakrishnan, N., & Pradeep, K. (2022). Bee 
optimization based random double adaptive whale optimization model 
for task scheduling in cloud computing environment. Computer 
Communications, 187, 35-44. 

[17] Chen, X.; Cheng, L.; Liu, C.; Liu, Q.; Liu, J.; Mao, Y.; Murphy, J. A 
WOA-based optimization approach for task scheduling in cloud 
computing systems. IEEE Syst. J. 2020, 14, 3117–3128. 

[18] Madni, S.H.H.; Abd Latiff, M.S.; Abdullahi, M.; Abdulhamid, S.M.; 
Usman, M.J. Performance comparison of heuristic algorithms for task 
scheduling in IaaS cloud computing environment. PLoS ONE 2017, 12, 
e0176321. 

[19] Bezdan, T.; Zivkovic, M.; Bacanin, N.; Strumberger, I.; Tuba, E.; Tuba, 
M. Multi-objective task scheduling in cloud computing environment by 
hybridized bat algorithm. IFS 2021, 42, 411–423. 

[20] Sukhoroslov, O., Nazarenko, A., & Aleksandrov, R. (2019). An 
experimental study of scheduling algorithms for many-task applications. 
The Journal of Supercomputing, 75, 7857-7871. 

[21] Buang, N.; Hanawi, S.A.; Mohamed, H.; Jenal, R. B-Spline Curve 
Modelling Based on Nature Inspired Algorithms. APJITM 2016. 

[22] Kumar, M., Sharma, S. C., Goel, A., & Singh, S. P. (2019). A 
comprehensive survey for scheduling techniques in cloud computing. 
Journal of Network and Computer Applications, 143, 1-33. 

[23] Chhabra, A., Huang, K. C., Bacanin, N., & Rashid, T. A. (2022). 
Optimizing bag-of-tasks scheduling on cloud data centers using hybrid 
swarm-intelligence meta-heuristic. The Journal of Supercomputing, 1-
63. 

[24] Ni, L., Sun, X., Li, X., & Zhang, J. (2021). GCWOAS2: multi objective 
task scheduling strategy based on Gaussian cloud-whale optimization in 
cloud computing. Computational Intelligence and Neuroscience, 2021, 
1-17. 

[25] Manikandan, N., Gobalakrishnan, N., & Pradeep, K. (2022). Bee 
optimization based random double adaptive whale optimization model 
for task scheduling in cloud computing environment. Computer 
Communications, 187, 35-44. 

[26] Chen, X.; Cheng, L.; Liu, C.; Liu, Q.; Liu, J.; Mao, Y.; Murphy, J. A 
WOA-based optimization approach for task scheduling in cloud 
computing systems. IEEE Syst. J. 2020, 14, 3117–3128. 

[27] Jia, L., Li, K., & Shi, X. (2021). Cloud computing task scheduling model 
based on improved whale optimization algorithm. Wireless 
Communications and Mobile Computing, 2021, 1-13. 

[28] Albert, P.; Nanjappan, M. WHOA: Hybrid based task scheduling in 
cloud computing environment. Wireless. Pers. Communication. 2021, 
121, 2327–2345. 

[29] Sharma, M.; Garg, R. Energy-aware whale-optimized task scheduler in 
cloud computing. In Proceedings of the 2017 International Conference 
on Intelligent Sustainable Systems (ICISS), Palladam, India, 7–8 
December 2017; pp. 121–126. 

[30] Sreenu, K.; Sreelatha, M. W-Scheduler: Whale optimization for task 
scheduling in cloud computing. Cluster Computing. 2019, 22, 1087–
1098. 

[31] Rekha, P.M.; Dakshayini, M. Efficient task allocation approach using 
genetic algorithm for cloud environment. Cluster Computing. 2019, 22, 
1241–1251. 

[32] Sun, Y., Li, J., Fu, X., Wang, H., & Li, H. (2020). Application research 
based on improved genetic algorithm in cloud task scheduling. Journal 
of Intelligent & Fuzzy Systems, 38(1), 239-246. 

[33] Abdullahi, M., & Ngadi, M. A. (2016). Symbiotic organism search 
optimization based task scheduling in cloud computing environment. 
Future Generation Computer Systems, 56, 640-650. 

[34] Li, G.; Wu, Z. Ant Colony Optimization Task Scheduling Algorithm for 
SWIM Based on Load Balancing. Future Internet 2019, 11, 90. 

[35] Huang, X.; Li, C.; Chen, H.; An, D. Task scheduling in cloud computing 
using particle swarm optimization with time varying inertia weight 
strategies. Cluster. Computing. 2020, 23, 1137–1147. 

[36] Nabi, S.; Ahmad, M.; Ibrahim, M.; Hamam, H. AdPSO: Adaptive pso-
based task scheduling approach for cloud computing. Sensors 2022, 22, 
920. 

[37] Chen, X.; Long, D. Task scheduling of cloud computing using integrated 
particle swarm algorithm and ant colony algorithm. Cluster. Computing. 
2019, 22, 2761–2769. 

[38] Kumar, M., & Sharma, S. C. (2018). PSO-COGENT: Cost and energy 
efficient scheduling in cloud environment with deadline constraint. 
Sustainable Computing: Informatics and Systems, 19, 147-164. 

[39] Zhou, Z.; Li, F.; Abawajy, J.H.; Gao, C. Improved PSO Algorithm 
Integrated with Opposition-Based Learning and Tentative Perception in 
Networked Data Centers. IEEE Access 2020, 8, 55872–55880. 

[40] Madni, S. H. H., Latiff, M. S. A., Ali, J., & Abdulhamid, S. I. M. (2019). 
Multi-objective-oriented cuckoo search optimization-based resource 
scheduling algorithm for clouds. Arabian Journal for Science and 
Engineering, 44, 3585-3602. 

[41] Madni, S.H.H.; Abd Latiff, M.S.; Abdulhamid, S.M.; Ali, J. Hybrid 
gradient descent cuckoo search (HGDCS) algorithm for resource 
scheduling in IaaS cloud computing environment. Cluster Computing. 
2019, 22, 301–334. 

[42] Chhabra, A.; Singh, G.; Kahlon, K.S. Multi-criteria HPC task scheduling 
on IaaS cloud infrastructures using meta-heuristics. Cluster. Computing 
2021, 24, 885–918. 

[43] Natesha, B.V.; Kumar Sharma, N.; Domanal, S.; Reddy Guddeti, R.M. 
GWOTS: Grey Wolf Optimization Based Task Scheduling at the Green 
Cloud Data Center. In Proceedings of the 2018 14th International 
Conference on Semantics, Knowledge and Grids (SKG), Guangzhou, 
China, 12–14 September 2018; pp. 181–187. 

[44] Alzaqebah, A.; Al-Sayyed, R.; Masadeh, R. Task Scheduling based on 
Modified Grey Wolf Optimizer in Cloud Computing Environment. In 
Proceedings of the 2nd International Conference on new Trends in 
Computing Sciences (ICTCS), Amman, Jordan, 9–11 October 2019; pp. 
1–6. 

[45] Natesan, G.; Chokkalingam, A. Task scheduling in heterogeneous cloud 
environment using mean grey wolf optimization algorithm. ICT Express 
2019, 5, 110–114. 

[46] Elaziz, M.A.; Xiong, S.; Jayasena, K.P.N.; Li, L. Task scheduling in 
cloud computing based on hybrid moth search algorithm and differential 
evolution. Knowl.-Based Syst. 2019, 169, 39–52. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 1, 2024 

782 | P a g e  

www.ijacsa.thesai.org 

[47] Srichandan, S., Kumar, T. A., & Bibhudatta, S. (2018). Task scheduling 
for cloud computing using multi-objective hybrid bacteria foraging 
algorithm. Future Computing and Informatics Journal, 3(2), 210-230. 

[48] Nasr, A.A.; Chronopoulos, A.T.; El-Bahnasawy, N.A.; Attiya, G.; El-
Sayed, A. A novel water pressure change optimization technique for 

solving scheduling problem in cloud computing. Cluster. Computing. 
2019, 22, 601–617. 

[49] Praveen, S.P.; Rao, K.T.; Janakiramaiah, B. Effective Allocation of 
Resources and Task Scheduling in Cloud Environment using Social 
Group Optimization. Arab. J. Sci. Eng. 2018, 43, 4265–4272. 

 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 1, 2024 

783 | P a g e  

www.ijacsa.thesai.org 

Spatial Display Model of Oil Painting Art Based on 

Digital Vision Design 

QiongYang
*
, Zixuan Yue 

School of Architecture Engineering, Xuzhou College of Industrial Technology, Xuzhou, 221000, China 

 

 
Abstract—Oil painting, owing to its unique expressive 

approach, holds infinite charm in classical artistic creation, yet 

introduces complexities in terms of manual maintenance. In 

pursuit of digital spatial visualization of oil painting art, this 

study employs a stereo matching algorithm and Efficient 

large-scale stereo matching, focusing on aspects like disparity 

maps and pixel contrasts. Furthermore, enhancements in the 

algorithm involve the incorporation of the cross-arms strategy 

for image registration and the selection of auxiliary point sets to 

optimize the handling of image features. Results indicate that the 

proposed model, evaluated on the Middlebury dataset, achieves 

high accuracy, recall rates, and F1 scores, measuring 97.2%, 

95.0%, and 97.5% respectively, surpassing the DecStereo 

algorithm by 3.4%, 8.2%, and 5.7%. When tested on the 

Photo2monet oil painting dataset, the proposed model achieves 

peak signal-to-noise ratio and average structural similarity index 

values of 16.781 and 0.833 respectively. This suggests that the 

proposed model excels in digital visual representation of oil 

paintings, exhibiting higher image precision, stronger stereo 

matching capabilities, and superior spatial display performance. 

Keywords—Oil painting; spatial visualization; Stereo matching; 

Spatial display; ELAS 

I. INTRODUCTION 

Oil painting is an art form that combines lines and colors, 
showcasing significant changes in color during creation, 
primarily reliant on the movement and intensity control of 
painting tools, employing layered pigment transitions to 
portray various color combinations [1]. Although colors may 
change during the creation of an oil painting, it essentially 
relies on precise control of the painting tools and changes in 
the layers of pigment to show different color effects. In recent 
years, with the development of technology, especially 
advances in digital visual design, the way oil painting art is 
displayed and created is undergoing a revolutionary change. 
Three-dimensional visualization methods demonstrate image 
content from multiple angles through 3D scanning and 
associated nodal information. Techniques and artistic styles 
hold pivotal positions in contemporary oil painting creation 
[2]. However, limitations in traditional oil painting methods 
and tools lead to susceptibility to damage or color fading, even 
with strict protective measures. Stereo matching technology, a 
critical component of stereo vision systems, has garnered 
increased attention and research among scholars [3]. This 
method rectifies positional differences between left and right 
images after epipolar line correction, determining matching 
cost values based on disparities among image points. As it 
utilizes partial window regions for computation, it boasts 
higher computational efficiency and suitability for parallel 

processing, especially in scenarios demanding high real-time 
performance [4]. Yet, due to its reliance on partial image 
windows, it yields numerous false matches, diminishing 
accuracy in disparity determination. Three-dimensional solid 
matching methods eschew cost aggregation, exclusively 
computing matching costs, disparities, and undergoing 
post-processing. Overall, employing holistic visual perception 
methods that consider individual pixel points across the entire 
image constructs an energy function to optimize disparity 
estimation for the whole image, thereby enhancing matching 
accuracy and overall visual effect [5]. Presently, scholars 
worldwide focus on enhancing image processing accuracy and 
real-time performance. However, no method adequately 
balances disparity and matching speed, where high-precision 
algorithms often sacrifice computational speed. This research 
focuses on developing a new type of spatial matching model 
for oil painting art images by applying stereo matching 
technology and three-dimensional visualization construction 
methods to enhance the presentation skills and styles of 
modern oil paintings. Traditional oil painting creation and 
display are limited by physical media and tools, and are prone 
to problems such as damage or color loss. In addition 
traditional methods often fail to provide an interactive and 
immersive art experience. Therefore, the research is dedicated 
to overcoming these limitations by utilizing digital technology 
to accurately capture and analyze the oil brush paths as well as 
the key frames of the paintings through 3D visualization 
techniques, so as to preserve and enhance the style and realism 
in the creation of contemporary oil paintings. In view of this, 
the stereo matching technique and 3D entity matching method 
used in this study can efficiently deal with the parallax 
problem in images and improve the matching accuracy. The 
use of this technique not only improves the accuracy and 
real-time of image processing, but also makes the digital 
presentation of art works more realistic and dynamic. A spatial 
matching model for oil painting art images based on a fast and 
effective stereo matching algorithm is developed. The model 
not only preserves the style and realism of contemporary oil 
painting, but also enhances the audience's participation and the 
expressiveness of the artwork. In addition, the research has 
innovatively transformed the way of displaying and 
appreciating oil painting art by integrating advanced 
technologies such as image processing, virtual reality and 
interaction design, which has brought a long-term impact on 
the art field. A spatial matching model for oil painting art 
images based on a fast and effective stereo matching algorithm 
is studied and developed. The model not only preserves the 
style and realism in the creation of contemporary oil paintings, 
but also enhances the audience's participation and the 
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expressiveness of the artwork. In addition, by integrating 
advanced technologies such as image processing, virtual 
reality and interaction design, the research has innovatively 
transformed the way of displaying and appreciating oil 
paintings, which has brought a long-term impact on the art 
field. 

The research is mainly divided into four sections: Section 
II involves a literature review related to digital visual design 
and art design; Section III focuses on the construction of an oil 
painting spatial display model based on image stereo matching 
algorithms; Section III analyzes the performance results and 
application outcomes of the image stereo matching algorithm; 
discussion and conclusion is given in Section V and VI 
respectively. 

II. RELATED WORKS 

Numerous scholars have conducted diverse research in the 
field of digital visual design. Logeshwaran et al. proposed a 
segmentation-based visual processing algorithm aimed at 
enhancing resolution and clarity to some extent through 
multi-visual enhanced pixels [6]. Parker and others studied the 
impact of digital technology on artwork design, illustrating 
how new technologies positively and negatively affect work 
resources based on various factors [7]. Peng and colleagues 
considered visibility analysis as an important research area in 
visual landscape research and developed a new computational 
algorithm for complex environments that can analyze views 
from multiple angles [8]. Johnson et al. constructed a 
pseudo-image-based color mapping table, optimized 3D 
scanning meshes for data visualization, and synthesized 
textures from pseudo-images. Additionally, there is an 
interactive rendering engine with custom algorithms and 
interfaces that can showcase various new visual styles to 
depict points, lines, surfaces, and volumetric data [9]. Ye et al. 
proposed a feasible method to quantitatively measure 
perception-based street visual quality and developed a 
Java-based program to automatically collect experienced 
urban designers' preferences for representative sample images. 
The results indicated that the evaluation model has satisfactory 
accuracy and provides insights into the perception-based 
visual quality and detailed mapping of various key elements in 
streets, offering accurate design guidance to aid more effective 
street renovations [10]. Chen et al. achieved a paradigm shift 
in perceptive environments by capturing local pixel-level 
intensity changes and generating asynchronous event streams. 
From standard computer vision to event-based neural 
morphological vision, advanced technologies in autonomous 
vehicle visual sensing systems have been developed [11]. Ren 
et al. systematically discussed the history and current status of 
optical lighting, image acquisition, image processing, and 
image analysis in the field of visual detection. The latest 
advances in machine vision-based industrial defect detection 
were introduced, emphasizing the increasing importance of 
deep learning in the further development of visual detection 
[12]. 

In the realm of digital research in art, particularly in the 
digitization of oil paintings, Castellano G and others have 
outlined some of the most relevant deep learning methods for 
pattern extraction and recognition in visual arts, especially in 

painting and sketching. The ongoing advancements in deep 
learning and computer vision, coupled with the 
ever-expanding collections of digitally visualized artworks, 
present new opportunities for computer science researchers 
[13]. Sandoval and colleagues introduced a novel two-stage 
image classification method aimed at enhancing the accuracy 
of style classification. Experiments conducted on three 
standard art classification datasets indicated a significant 
improvement over existing baseline techniques [14]. Scholar 
Mao W conducted research and analysis on oil painting art 
education videos using machine learning combined with 
virtual reality computing. Through the application of virtual 
reality technology in teaching practices, the study analyzed the 
effectiveness of teaching methods, allowing students to 
immerse themselves in art appreciation activities, embrace 
multiculturalism, experience learning, and enhance aesthetic 
qualities [15]. Mills and others investigated users' creative 
digital designs, including a popular 3D virtual painting 
program. The analysis focused on how students convey the 
same story in written, oral, and virtual painting modes, 
tracking key themes in students' virtual experiences [16]. 
Scholar Kent examined the works of McNeill and Hamill, 
emphasizing the importance of conducting abstract 
experiments in virtual reality as a creative medium [17]. 
Scholar van der Veen M approached the intersection of two 
visual modes from an augmented reality perspective. In this 
approach, the real environment is sensed by machines, 
magnified, scanned, located, and linked to a 3D model [18]. 
Scholar Doyle provided a historical overview of virtual reality, 
analyzed major works in the first wave, and discussed the 
application of virtual reality in contemporary practices 
through the concept of emotional engagement [19]. Ren 
Shihong et al. proposed a web-based VPL, JSPatcher, in order 
to address the problem of multimedia presentation or content 
generation.The tool allows users to build audio graphs using 
the Web Audio API and to graphically design and run digital 
signal processor algorithms using domain-specific audio 
processing languages. Experimental results show that the tool 
can be used with other JavaScript language built-ins, Web 
APIs, etc. to create interactive programs and artworks that can 
be shared online [20]. Nicole Johnson-Glauch et al. in order to 
explore how students can utilize representational features, 
proposed a synthesis of the results of two previous studies 
Method. The results suggest that visual representations have 
an impact on students' ability to access and use domain 
knowledge. Students may confuse concepts represented by 
similar features and not use concepts without salient features, 
and statics students are more coordinated in switching 
representations. These findings provide a generic domain 
pathway for redesigning the notation and representation of 
engineering concepts and suggest future research directions 
[21]. 

In summary, scholars have primarily focused their 
attention on environmental perception or programming 
methods in the digital visualization of images. There is a 
limited application of these approaches in the direction of oil 
painting. The integration of artworks and computer vision is 
often approached through theoretical analysis with a lesser 
emphasis on incorporating machine vision algorithms. In light 
of this, the current study aims to design a spatial display 
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model for oil painting art based on an improved image stereo 
matching algorithm. 

III. OIL PAINTING ART SPATIAL DISPLAY MODEL BASED 

ON IMPROVED STEREO MATCHING ALGORITHM 

To achieve the three-dimensional spatial display of oil 
painting art, this study, from the perspective of image stereo 
matching, constructs a method of digital visualization for oil 
paintings based on a fast and efficient stereo matching 
algorithm. The goal is to realize the modern intelligent 
preservation of traditional hand-painted oil paintings. 

A. Stereo Matching Algorithm for Oil Painting Images Based 

on PatchMatchStereo-ELAS 

PatchMatch Stereo This is an image matching algorithm 
used in stereo vision. The core idea of PatchMatch is to find 
the best match between images using random search. This 
method finds correspondences between images by quickly and 
randomly guessing the matching points and iteratively 
improving them. PatchMatch Stereo is used to compute 
parallax maps between images captured by two cameras, 
which is very important for reconstructing the 
three-dimensional structure of a scene. Efficient Large-Scale 
Stereo Matching (ELAS ) algorithm is an efficient stereo 
matching method mainly used to compute the depth 
information of large-scale scenes. It employs a dense method 
that utilizes geometric constraints between pixels to improve 
the matching process, thus improving the computational 
efficiency and matching accuracy. Drawing inspiration from 
the PatchMatch approach, it employs various propagation 
techniques such as random initialization, spatial propagation, 
viewpoint propagation, temporal propagation, and surface 
optimization to obtain sub-pixel disparity values [22]. 
However, this method requires the initialization of unit normal 
vectors and disparity values for each pixel in an oil painting 
image. A challenge arises as the chosen initial values often 
deviate significantly from the actual data, making it difficult to 
find a surface that best fits the real data during the iterative 
algorithm, resulting in prolonged computation times. In this 
study, an efficient large-scale stereo matching algorithm 
(ELAS) is proposed to acquire initial information for oil 
painting images and 3D labels, thus circumventing the issue of 
arbitrary initial values in traditional three-dimensional image 
processing. Fig. 1 illustrates the process of the Patch Match 
Stereo-ELAS algorithm. 

The PatchMatchStereo algorithm initially initializes the 
disparity map and surface normals for each pixel in oil 
painting images and then iteratively propagates the disparity 
map and surface normals. This process incurs a substantial 
computational cost. On the other hand, ELAS divides the 
problem into multiple disparity surfaces to obtain robust 
matching support points. While it enables rapid computation 
of the disparity map, its performance on low-dimensional 
measurement images is often inferior to high-resolution 
images. To address this, the proposed approach first utilizes 
the ELAS method to obtain robust support points and disparity 
values. Subsequently, the original disparity values and the 
constructed parameters of the disparity surface are input into 
the PatchMatchStereo algorithm. This joint algorithm utilizes 
support points as vertices within the smaller texture range of 

oil painting images, enhancing the disparity effect. Eq. (1) 
represents the calculation of pixel disparity values. 

p p pp f u f v fd a p b p c  
            (1) 

In Eq. (1), pd  represents the disparity value, 
pfa , 

pfb , 

pfc  represent disparity parameters, and p  represents a pixel. 

With the aid of equation 1, the problem of estimating disparity 
can be transformed into the estimation of the disparity plane, 
i.e., determining how to satisfy the optimization conditions of 
the disparity surface for each pixel. Eq. (2) illustrates the 
relationship between the three parameters of the disparity 
plane and the plane's normal vector. 
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In Eq. (2), xn , yn , and zn  represent the coordinate 

values in the xyz  directions. Equation 3 is the expression for 

computing the matching cost. 
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In Eq. (3),  ,m p f  represents the cost value, f  

represents the disparity plane, pW  represents the specified 

square matching window, and  ,w p q  represents the 

adaptive weight. Eq. (4) is the expression for calculating the 
adaptive weight. 
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Fig. 1. Process diagram of patchmatchstereo ELAS algorithm. 
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In Eq. (4),   represents a custom parameter, and 

p qI I  represents the L1 distance of the RGB colors of 

pixels p  and q . If the color difference between two 

adjacent pixels is large, then these two points are less likely to 

lie on the same plane, hence  ,w p q  is smaller. The Census 

transformation compares the grayscale values of the central 
pixel in a given window with the grayscale values of adjacent 
pixels. The size relationship is set to 0 and 1, expressing the 
grayscale information of the central pixel as a binary bit 
sequence of 0s and 1s. By comparing the bits, the Hamming 
distance is calculated. Fig. 2 illustrates the Census 
transformation. 
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Fig. 2. Schematic diagram of census transformation. 

Census transformation effectively considers the differences 
between points in the window and the central point, reducing 
the adverse effects of changes in lighting conditions. It is 
robust in regions of oil painting images with low noise and 
weak texture. In this process, the study will use both color and 
grayscale information in the image, combining them with 
Census transformation for image matching. Eq. (5) represents 
the improved matching cost expression. 
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In Eq. (5), q qG G   represents the absolute difference 

in grayscale values between pixels q  and q , 

q qCen Cen   is the Hamming distance of their Census 

values,   is a custom scalar parameter for adjusting the ratio 

of feature grayscale size to Census transformation, and 

q qI I    represents the absolute difference in gradients 

between q  and q .   is a custom scalar parameter for 

balancing the color and gradient proportions of each pixel. Fig. 
3 shows the spatial propagation schematic of the PMS-ELAS 
algorithm. 

The PMS-ELAS algorithm utilizes the prior disparity 
information obtained from ELAS to enhance the positioning 
accuracy in weak texture areas and the local optimization 
ability in weak or non-textured regions. It iteratively goes 
through two phases: spatial expansion and view propagation, 

involving odd and even iterations in both upward and 
downward directions. This approach can be applied to 
multiple images and reduces the disparity regions in PMS, 
thereby improving computational speed and potentially 
eliminating the need for plane optimization. 

p
p

 
Fig. 3. Schematic diagram of spatial propagation of PMS-ELAS algorithm. 

B. ELAS Algorithm Improved by Cross-Arm 

The ELAS algorithm utilizes pixel counts with high 
confidence levels to form a triangular disparity plane, 
followed by rapid interpolation on the triangular surface. This 
method not only reduces computational speed but also swiftly 
calculates disparities in high-resolution images. However, 
mismatches in support points can introduce errors in 
constructing the disparity search distance, increasing the 
disparity values between points on the disparity surface. 
Consequently, this diminishes the disparity after interpolation 
and maximum a posteriori probability estimation on the same 
plane. Moreover, since the feature points extracted from oil 
paintings are often distributed in texture-rich and rapidly 
changing areas, ELAS-derived support points are mostly 
located at borders and areas with drastic changes. Robust 
support points are scarce for weakly textured or non-textured 
regions. To address these issues, research is proposed to 
enhance the accuracy and efficiency of support point 
localization and improve the accuracy of disparity estimation 
using an ELAS algorithm based on cross-arm enhancement. 
Fig. 4 illustrates the schematic diagram of the improved ELAS 
framework. 

Improved  ELAS

Single layer image Image pyramid

Cross arm Confidence value Update support points

 
Fig. 4. Schematic diagram of improving the ELAS framework. 

Considering the relationship between a single oil painting 
image and hierarchical images, the disparity calculation for 
each hierarchical image is based on support point selection 
and matching costs. Cross-arm structures are employed for 
image registration and auxiliary point set selection. By 
matching hierarchical images, confidence values for each level 
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are obtained, enabling layered processing of images. Sampling 
is primarily conducted in a pyramid-like fashion, and based on 
confidence values, support point sets for high-resolution 
images are updated, simultaneously reducing the search range 
for each hierarchical image. Using a 3D Sobel operator on 
both left and right images, the grayscale gradients in the X and 
Y directions are employed for grayscale estimation in the left 
and right images. Feature descriptors for the images are 
constructed by selecting appropriate gradient values in the 
vicinity of each pixel among 32 points and computing 

corresponding matching costs. Let  ,n nu v  be the pixel 

coordinates,  ,n nd u v D be the disparity of the pixel, and 

 ,n nf u v  be the 32-dimensional feature vector in the region, 

including gradients in the horizontal and vertical directions for 
each pixel. Fig. 5 illustrates the selection method for auxiliary 
points. 

 
Fig. 5. Selection method of auxiliary points. 

The local matching algorithm utilizes a larger window 
width, resulting in higher image quality and reduced noise. 
However, it tends to lose texture details and boundary features 
in the image while also leading to increased time complexity 
and decreased efficiency. On the other hand, a smaller window 
can capture more texture details and edge information, 
providing faster operation and effectively extracting image 
features to enhance algorithm execution efficiency. By jointly 
processing multiple feature vectors of multiple points, referred 
to as auxiliary points, and selecting these auxiliary points 
strategically, multiple small windows in different regions can 
be merged into larger windows, leveraging their respective 
advantages. This improves the overall accuracy of image 
registration while minimizing the image size for efficient 
computation, emphasizing local features to enhance 
computational efficiency. The proposed cross-shaped structure 
extends the arms to increase the selection window for 
auxiliary points, reducing dual inconsistencies. Establishing a 
window involves determining the arm lengths in the upward, 
downward, leftward, and rightward directions from the central 
pixel, with the stretch length determined based on the pixel 
differences. Stretching occurs in a specific direction until a 
significant color difference is encountered, and there is a 
maximum arm length limit. The cross arms maximize the 
perception range of the recognition window and efficiently 
detect boundaries. Eq. (6) represents the mathematical 
expression for confidence calculation. 
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        (6) 

In Eq. (6),  , ,E u v d  represents the matching cost value 

of pixel  ,u v  at disparity d .  ,D u v  represents the 

disparity when the minimum cost value is found in the 
disparity search area. Confidence is constrained to the range 
[0,1]. The ratio between the minimum and second-minimum 
cost values reflects confidence. Fig. 6 illustrates the schematic 
diagram of image pyramid upsampling. 
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Fig. 6. Schematic diagram of image pyramid upsampling. 

In local stereo matching, effective local information 
around the central pixel improves matching accuracy. For 
smaller texture areas, increasing the cross configuration 
expands alignment coverage, captures more image features, 
and enhances feature characterization accuracy. However, 
using a larger window width increases computational 
complexity and noise. Therefore, a method combining image 
pyramids and confidence is proposed for multi-scale fusion of 
support point sets. Downsampling two stereo image pairs 
yields a higher spatial resolution image pair, from which 
support points and corresponding disparity and confidence at 
different levels are obtained. If the disparity values of pixels 
satisfy left-right consistency conditions, their confidence 

values increase by a constant △cf. In high-resolution images, 

a deep downsample of the disparity and confidence maps is 
performed to obtain the disparity map and confidence of the 
high-resolution image. Upsampling is then used to obtain a 
higher confidence support point set when searching for 
support points. 

IV. ANALYSIS OF THE UTILITY OF THE OIL PAINTING 

ARTISTIC SPACE DISPLAY MODEL BASED ON IMPROVED 

STEREO VISION MATCHING ALGORITHM 

To validate the performance of the stereo matching based 
on the improved ELAS algorithm on image datasets and 
evaluate its capability in stereo matching spatial imaging 
applications, this study selected the Middlebury dataset, 
KITTI dataset, and Photo2monet oil painting style dataset as 
experimental samples. Diverse image quality evaluation 
metrics were employed for data analysis, resulting in 
comparative results for different image recognition algorithms. 

A. Performance Analysis of the Improved Stereo Vision 

Matching Algorithm 

The study utilized the Middlebury dataset and KITTI 
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dataset as experimental samples for the visual matching 
algorithm. The Middlebury dataset comprises 33 pairs of static 
stereo images in indoor settings, with a maximum resolution 
of up to 6 million pixels and a maximum disparity range from 
200 to 800. The KITTI dataset is used for stereo matching and 
includes 389 pairs of grayscale stereo images, consisting of 
194 training data pairs and 195 testing data pairs. The 
compared algorithms include the ELAS algorithm, DecStereo 
algorithm, and Semi-global Matching (SGM). Evaluation 
metrics include accuracy, recall, and F1 score. Fig. 7 shows 
the accuracy results. 

From Fig. 7(a), it is evident that the proposed model 
achieved the highest accuracy on the Middlebury dataset, 
reaching 97.2%. In comparison, the accuracy values of the 
ELAS algorithm, DecStereo algorithm, and SGM algorithm 
are all below 96%, with values of 90.0%, 93.8%, and 90.2%, 
respectively. Therefore, the proposed model improved 
accuracy on this dataset by 7.2%, 3.4%, and 7.0%. From Fig. 
7(a), On the KITTI dataset, the proposed model achieved the 
highest accuracy of 95.3%. In contrast, the accuracy values of 
the ELAS algorithm, DecStereo algorithm, and SGM 
algorithm are all below 92%, with values of 87.8%, 88.5%, 

and 91.6%, respectively. Consequently, the proposed model 
improved accuracy on this dataset by 7.5%, 6.9%, and 3.7%. 
Fig. 8 presents the recall results. 

From Fig. 8, it can be observed that on the Middlebury 
dataset, the recall curve of the proposed model shows a 
progressively increasing trend, reaching a convergence value 
of 95.0% at 50 iterations. In contrast, the recall curves of the 
ELAS algorithm, DecStereo algorithm, and SGM algorithm 
exhibit significant fluctuations with a decreasing trend during 
iterations, and their final convergence values are 85.2%, 
86.8%, and 88.6%, respectively. Therefore, the proposed 
model outperforms them by 9.8%, 8.2%, and 6.4%, 
respectively. On the KITTI dataset, the recall curve of the 
proposed model exhibits a stepwise linear increasing trend, 
reaching a convergence value of 96.8% at 50 iterations. 
Comparatively, the final convergence values of the ELAS 
algorithm and SGM algorithm are 87.5% and 90.3%, 
respectively. The DecStereo algorithm did not achieve a 
convergence value. Consequently, the proposed model 
surpasses them by 9.3% and 6.5%. Fig. 9 illustrates the F1 
score results. 
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Fig. 7. Accuracy result chart. 
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Fig. 8. Recall rate result chart. 
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For the Middlebury dataset, the F1 score curves of the 
proposed model and the comparative models show fluctuating 
yet gradually increasing trends. At 50 iterations, the 
convergence values of the proposed model, ELAS algorithm, 
DecStereo algorithm, and SGM algorithm are 97.5%, 95.0%, 
91.8%, and 91.8%, respectively. Hence, the proposed model 
outperforms them by 2.5%, 5.7%, and 5.7%. Concerning the 
KITTI dataset, only the proposed model, DecStereo algorithm, 
and SGM algorithm achieved convergence values, which are 
94.2%, 89.8%, and 89.6%, respectively. Therefore, the 
proposed algorithm surpasses them by 4.4% and 4.6%, while 
the ELAS algorithm did not achieve a convergence value. 

B. Analysis of the Application Effect of a Spatial Matching 

Display Model for Oil Painting Art 

The study employed the Photo2monet oil painting style 
dataset for experimentation, with a training-to-testing set ratio 
of 3:1. All dataset images were RGB color images of size 
256×256. The evaluation metrics chosen for the study 
included the mismatch rate, average absolute error, Peak 
Signal to Noise Ratio (PSNR), and Structural Similarity 
(SSIM). ELAS algorithm, DecStereo algorithm, and SGM 
algorithm were selected as comparative algorithms. Fig. 10 
illustrates the mismatch rate results. 

From Fig. 10, it is evident that, in both the training and 

testing sets, the proposed model consistently achieved the 
lowest mismatch rates, with curves showing variations around 
a horizontal value of 2. The lowest and highest mismatch rates 
for the training set were 1.0% and 2.5%, respectively. For the 
testing set, the corresponding values were 0.9% and 3.6%. In 
contrast, the ELAS and SGM algorithms exhibited mismatch 
rates above 5% in both training and testing phases, while the 
DecStereo algorithm fluctuated around 3.5%. The proposed 
algorithm reduced the fluctuation level by 1.4%. Fig. 11 
presents the average absolute error results. 

From Fig. 11(a) shows that during the training phase, the 
proposed model exhibited a smooth descent followed by 
horizontal convergence, starting to converge at 20 iterations, 
with a final average absolute error convergence value of 
1.78%. In contrast, the average absolute error curves for 
ELAS, DecStereo, and SGM algorithms in the training dataset 
displayed significant fluctuations before 25 iterations, with 
final convergence values of 2.40%, 4.35%, and 2.80%, 
respectively. Hence, the proposed model reduced the error by 
0.62%, 2.57%, and 1.02%. In the testing phase, From Fig. 
11(a), the proposed model achieved a convergence value of 
1.68%, while the DecStereo and SGM algorithms had 
corresponding values of 3.96% and 4.62%, indicating 
reductions of 2.28% and 2.94%, respectively. Table I 
summarizes the image quality assessment results. 
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Fig. 10. Mismatch rate. 
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Fig. 11. Mean absolute error. 

TABLE I. IMAGE QUALITY EVALUATION RESULTS 

Oil Painting Dataset Evaluating indicator ELAS DecStereo SGM Model in this article 

Training set 
PSNR 11.214 14.65 16.781 18.429 

SSIM 0.346 0.801 0.726 0.888 

Testing set 
PSNR 9.464 15.564 12.927 16.525 

SSIM 0.301 0.833 0.622 0.846 
 

From Table I, it can be observed that the model proposed 
by the research institute achieved the highest values in image 
quality evaluation metrics, both in the training and testing sets. 
Specifically, the PSNR (Peak Signal-to-Noise Ratio) and 
SSIM (Structural Similarity Index) metrics for the training set 
were 18.429 and 0.888, respectively, while for the testing set, 
these metrics were 16.525 and 0.846. In comparison, the 
highest values for the PSNR and SSIM metrics of the contrast 
models ELAS, DecStereo, and the SGM algorithm were 
16.781 and 0.833, indicating an improvement of 1.648 and 
0.042 by the proposed model. 

V. DISCUSSION 

In the field of contemporary art, oil painting, as an ancient 
and classic art form, has been widely appreciated and studied. 
However, with the rapid development of digital technology, 
traditional oil painting art is facing new challenges and 
opportunities. When comparing the accuracy of the system 
model, it is found that the accuracy of the algorithmic model 
used in the research can reach the highest value in the dataset 
Middlebury, in which for the accuracy of other algorithmic 
models the accuracy of the research using the algorithmic 
model is higher, and it can get a better ability to test the data, 
which indicates that the research using the model of the 
current construction can achieve better data processing ability 
on the dataset. At the same time on the KITTI dataset, the 
accuracy rate of the research use method is also the highest 
value, which at the same time shows that the research use 
method in the two datasets to get the best accuracy rate, the 
research use method for the different datasets have less impact 
on the accuracy rate of all can get a relatively good accuracy 
rate. In comparing the recall of different algorithmic models, 

the recall curve of the research proposed model shows an 
increasing trend, while the recall of the research used model is 
higher. This indicates that the current research use algorithmic 
model is able to maintain a relatively smooth curve change in 
the recall test, and has a better data test correctness rate 
compared to other algorithmic models. When comparing the 
F1 values of different algorithmic models, the F1 values of the 
research use model can reach 97.5% and 94.2%, comparing 
with the other algorithmic models higher F1 values, which 
indicates that the research use model performs better 
indicators in different data sets, and it can achieve a better 
processing effect for the processing of oil painting image art. 
When comparing the change of the false matching rate of the 
test set and training set of different algorithm models, the 
research and use method is at the lowest value of the false 
matching rate index, and the curves show a straight line 
around the level value of 2. Meanwhile, the change of the 
false matching rate of the research and use model is higher 
than that of the other algorithm models, which is due to the 
fact that the research and use method can achieve better 
stability in the training and testing. When comparing the 
convergence of the algorithmic models, the convergence curve 
of the research use model shows a smooth decline and then a 
horizontal convergence trend, and starts to converge when the 
number of iterations is 20, and the final average absolute error 
convergence value is 1.78%, then it will show that the 
research use method has better convergence, and it is easier 
for convergence to take place, which has a better performance 
for the testing and analyzing of the data. In comparing the 
quality assessment of the research use method, the research 
use method is able to achieve better indicator values, which 
indicates that the research use method is able to get better data 
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testing results either in the training or testing set. 

In summary, the research using method can perform well 
in the comparison of different data indexes, which indicates 
that the data model constructed by the current research can 
complete and achieve better data analysis and testing in the 
optimization of image data processing, and the method has 
better performance, which has a good guiding value for the 
subsequent research in this direction. 

VI. CONCLUSION 

The enduring artistic value of oil paintings has attracted 
attention in the context of integrating it with the trends of 
digital modernization. To achieve virtual creation of oil 
paintings in a three-dimensional visual presentation, this study, 
The research successfully integrates the artistic value of oil 
painting with digital modernization technology, and realizes 
the virtual presentation of oil painting art in three-dimensional 
visual space through the improved stereo matching model of 
ELAS algorithm. Meanwhile, the algorithm model algorithm 
is improved from the level of parallax map and pixel contrast 
in order to optimize the processing of image features, 
especially in the cross-crossing arm strategy image alignment 
and the selection of auxiliary point sets are improved and 
innovated. This research adopts the stereo matching 
technology and three-dimensional entity matching method, 
which not only improves the accuracy and real-time of image 
processing, but also makes the digital presentation of artworks 
more realistic and dynamic. Meanwhile, the research also 
developed a fast and effective stereo matching algorithm for 
the spatial matching model of oil painting art images, which 
retains the style and realism in the creation of oil paintings, 
and enhances the audience's participation and the expressive 
power of the artwork. The results indicate that, for the KITTI 
dataset, the proposed model achieved accuracy, recall, and F1 
values of 95.3%, 96.8%, and 94.2%, respectively, surpassing 
the SGM algorithm by 3.7%, 6.5%, and 4.6%. For the 
Photo2monet oil painting style dataset, the proposed model 
exhibited the lowest error matching rate, with fluctuations 
around 2% during both training and testing phases, while the 
error matching rate for the DecStereo algorithm fluctuated 
around 3.5%. In terms of the mean absolute error metric, the 
proposed model achieved a convergence value of 1.68% in the 
final testing phase, representing a reduction of 2.28% and 2.94% 
compared to the DecStereo and SGM algorithms, respectively. 
Therefore, these findings suggest that the proposed spatial 
stereo matching model has a distinct advantage in the digital 
presentation of oil painting art, preserving the realism and 
artistic style of oil paintings. This study has achieved a lot of 
results, but there are some problems with the use of data in the 
study, such as the use of a small dataset, for this reason more 
and larger datasets will be included in subsequent studies to be 
analyzed. 
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Abstract—The automatic classification of multi-instruments 

plays a crucial role in providing services for music retrieval and 

recommendation. This paper focuses on automatic multi-

instrument classification. Firstly, instrument features were 

analyzed, and Mel-frequency cepstral coefficient (MFCC) and 

perceptual linear predictive coefficient (PLPC) were extracted 

from instrument signals. Features were selected using the 

entropy weight method. The optimal initial weight threshold of a 

back-propagation neural network (BPNN) was obtained by 

utilizing the sparrow search algorithm (SSA), achieving a SSA-

BPNN classifier. Experiments were conducted using the IRMAS 

dataset. The results demonstrated that the combination of MFCC 

and PLPC selected through the entropy weight method achieved 

the best performance in automatic multi-instrument 

classification. The method yielded high P value, recall rate, and 

F1 value, 0.72, 0.71, and 0.71, respectively. Moreover, it 

outperformed other algorithms such as support vector machine 

and XGBoost. These results confirm the reliability of the 

automatic multi-instrument classification method proposed in 

this paper, making it suitable for practical applications. 

Keywords—Neural network; musical instrument; automatic 

classification; auditory feature; sparrow search algorithm 

I. INTRODUCTION 

Music serves as a medium for conveying emotions [1]. 
With the continuous progress and popularization of computer 
technology, an increasing amount of music information 
circulates and spreads on the internet, offering users a more 
convenient means to enjoy music. In order to enhance the user 
experience further, music information retrieval (MIR) has 
gradually emerged as a crucial area of research [2]. Through 
MIR, users can efficiently discover their preferred music. MIR 
research includes the identification and classification of 
musical instruments, genres, and styles [3]. Automatic 
classification of musical instruments refers to the use of 
intelligent algorithms to automatically classify different 
musical instruments through processing their signals. In multi-
instrument automatic classification, different instrument signals 
can easily interfere with each other, resulting in a decrease in 
classification effectiveness. 

Neural networks are a type of machine learning that possess 
strong self-learning capabilities, enabling them to derive useful 
conclusions from a series of complex and seemingly unrelated 
data. They have wide applications in fields such as speech 
recognition, image processing, and automation control, where 
they demonstrate certain advantages in handling complex data. 
Therefore, in order to further improve the accuracy of multi-
instrument automatic classification, this study focuses on 
researching neural networks. 

Based on the analysis of musical instrument signals, this 
article selected back-propagation neural network (BPNN) as 
the main algorithm. In order to further improve its 
performance, the sparrow search algorithm (SSA) was used to 
optimize BPNN. Finally, the performance of the proposed 
method was verified on the IRMAS dataset. 

The main contribution of this article lies in providing a 
more accurate method for automatic classification of multiple 
musical instruments, which also offers some new references for 
music signal classification and even speech signal 
classification. This is conducive to promoting the further 
application of neural network algorithms in the field of music 
research. 

II. LITERATURE REVIEW 

With the continuous development of machine learning and 
other technologies, an increasing number of algorithms have 
been applied in MIR research. 

In terms of music popularity prediction, Martin-Gutierrez et 
al. [4] introduced a deep learning architecture called 
HitMusicNet for predicting the popularity of music recordings. 
The experimental results demonstrated its superior predictive 
capabilities compared to existing techniques. Voetter et al. [5] 
presented two novel datasets to predict song popularity based 
on the data from AcousticBrainz, Billboard Hot 100, the 
Million Song dataset, and last.fm. They verified the usability of 
the designed dataset by performing experiments on different 
models. 

In terms of singer recognition, Rajesh and Nalini [6] 
conducted experiments to validate the effectiveness of their 
approach in singer recognition, which involved the integration 
of MFCC with chroma DCT-reduced pitch features. Kooshan 
et al. [7] developed a singer recognition system by integrating 
deep learning and feedforward neural networks. They utilized 
long short-term memory (LSTM) to identify vocal frames 
within music segments, followed by the application of another 
LSTM for singer identification. Experimental validation 
confirmed the superior performance of this approach compared 
to existing methods. 

In terms of music recommendation, Feng et al. [8] 
proposed to model and combine melody, chord, and rhythm 
features and utilized a multilayer perceptron for music 
recommendation. The experimental results indicated a 3.52% 
improvement over the best baseline. Elbir et al. [9] developed 
an innovative deep neural network that utilizes the acoustic 
attributes of music to classify genres and provide music 
recommendations. 
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In the domain of instrument recognition and classification, 
Chatterjee et al. [10] proposed employing a convolutional 
siamese networks along with its residual variation to identify 
instruments based on scalograms derived from audio 
recordings. They conducted experiments using two publicly 
accessible datasets to validate their approach. Wise et al. [11] 
developed an attention-enhanced convolutional neural network 
specifically designed for accurately classifying a wide range of 
19 orchestral instruments, and they substantiated the 
effectiveness of this technique through experimental 
evaluations. 

III. INSTRUMENT FEATURE EXTRACTION 

Different musical instruments emit distinct vibration 
frequencies, which, in turn, yield different sounds. Timbre 
represents the subjective, natural perception of these vibrations 
by humans. To achieve the automatic classification of various 
musical instruments, it is essential to extract features that 
reflect the timbral characteristics of the musical instrument 
sound signal. Currently, in the realm of speech signal 
recognition, a predominant reliance on time-domain and 
frequency-domain features is observed. These feature types are 
relatively straightforward and easy to analysis. However, they 
fall short in adequately characterizing timbre, resulting in 
suboptimal classification performance. This paper primarily 
focuses on the analysis of two categories of features derived 
from the human auditory system for musical instrument feature 
extraction. 

MFCC is a feature obtained by simulating the auditory 
characteristics of the human ear [12], which has a good 
performance in speech recognition [13]. It is extracted in the 
following way. 

1) Pre-emphasis, frame-by-frame, and windowing 

operations are performed on the original instrument audio 

signal to get pre-processed signal   ( ). 

2) A fast Fourier transform (FFT) is performed on   ( ), 

and  

 (   )     [  ( )]                          (1) 

is obtained. 

3) The energy spectrum is calculated: 

  (   )  [  ( )] .         (2) 

4) A filtering operation is performed on  (   ) . The 

spectrum energy is obtained through a group of triangular 

filters:  

 (   )  ∑  (   )  ( )   
   ,              (3) 

where,   ( )  represents the transfer function of the 
triangular filter. 

5) The final MFCC is obtained by discrete cosine 

transform (DCT): 

 ( )  √
 

 
∑   [ (   )]    *

 (    )

  
+   

   ,           (4) 

where,   is the filter order. 

PLPC is also a feature that mimics the auditory 
characteristics of the human ear [14] and is extracted as follows: 

1) FFT is also performed on   ( ) to convert it to the 

frequency domain to obtain  (   ) .  (   )  is 

calculated. 

2)  (   ) is converted to the Bark domain: 

 ( )     {
 

   
 [(

 

   
)
 

  ]
   

},                 (5) 

where,   is the value of the signal frequency in the Bark 
domain and   is the angular frequency. 

3) The critical bands in the Bark domain are considered as 

a group of filters, and the function of each filter is: 
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The output of each critical band is obtained:  

 ( )  ∑  (    )
   
    ( )      (    ( )).   (7) 

4) Equal loudness curve pre-emphasis is carried out on 

 ( ):  

 ( )   [  ( )] ( ),   (8) 

where,   ( )  corresponds to central frequency   ( )  of 
each filter,   ( ) refers to the equal loudness curve,  

 [  ( )]  
      

 ( )(     
 ( )         )

(     
 ( )        )

 
 (     

 ( )        )
.     (9) 

5) Finally, the simulation of human ear hearing is realized 

by converting from intensity to loudness: 

 ( )   ( )    .                                (10) 

In the context of speech recognition tasks, MFCC is usually 
set as 13 dimensions along with their corresponding first-order 
and second-order difference coefficients, resulting in a total of 
39 dimensions. Additionally, PLPC usually employs 24 filters 
to yield 24 dimensions. If both the 39-dimensional MFCC and 
the 24-dimensional PLPC features are utilized for automatic 
multi-instrument classification, the cumulative dimensionality 
reaches 63 dimensions. To mitigate the potential complexity 
and computational load associated with this higher 
dimensionality, this paper uses an entropy weight method [15] 
to optimize these features. 

Information entropy is related to the probability of an event 
occurring. When it is applied to feature optimization, the 
greater the information entropy, the more disordered the 
distribution of that feature value is. For a       original 
feature set, it is assumed that the feature vector corresponding 
to the   -th feature item is    , the process of feature 

optimization is presented in Fig. 1. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 1, 2024 

794 | P a g e  

www.ijacsa.thesai.org 

Original instrument 

signal

39-dimensional 

MFCC

24-dimensional 

PLPC

Standardized 

processing

Information entropy 

calculation

Feature item weight 

calculation

Feature item weight 

> threshold?
Discard

Retain

Yes

No

 
Fig. 1. The feature optimization process based on entropy weight method. 

The specific calculation process is as follows: 

1) Standardized eigenvalue: 

        
 

          (   )

   (   )    (   )
.  (11) 

2) The information entropy is calculated:  

 (  )   ∑   (     )     (     )  
    ,  (12) 

where,   (     )  refers to the percentage of different 

eigenvalues in the corresponding term,   (     )  
  (     )

  (  )
, 

  (  )  ∑   (     )  
    . 

3) The feature term weight is calculated:  

    
   (  )

   ∑  (  )
  
    

.     (13) 

4) A threshold is set, and feature items with weights 

greater than the threshold are retained as subsequent features 

used for automatic multi-instrument classification. 

IV. AUTOMATIC CLASSIFICATION METHOD BASED ON 

NEURAL NETWORKS 

Back-propagation neural network (BPNN) has excellent 
performance and is most widely used in automatic 
classification tasks [16]. Therefore, in this paper, BPNN is 
chosen as a classifier for automatic classification of multi-
instrument. A simple BPNN structure is presented in Fig. 2. 

x1

x2

xm

y1

y2

yq

Input layer Hidden layer Output layer

 
Fig. 2. The BPNN structure. 

It is hypothesized that the number of nodes in the input 
layer, hidden layer, and output layer of BPNN is      . 
The output of the hidden layer during training can be written 
as: 

     (∑    
      

 
   ).   (14) 

The output of the output layer can be written as: 

     (∑    
      

 
   ).   (15) 

where,   and   denote the weight and threshold of each 
layer. 

The global error function can be written as: 

  
 

 
∑ (     )

  
   ,  (16) 

where,    is the desired output. The BPNN continuously 
corrects the weight threshold according to the error until the 
error meets the requirements. However, the performance of 
BPNN is easily affected by the initial weight threshold, so it 
can be tempting to become trapped in the local optimum. In 
order to solve this problem, this paper uses the sparrow search 
algorithm (SSA) [17] to optimize the BPNN. 

SSA is a sparrow-inspired algorithm that utilizes the 
foraging behavior of sparrows, which exhibits excellent global 
optimization performance and is used to calculate the optimal 
initial weight thresholds for BPNN. During the foraging 
process, some sparrows are responsible for finding the foraging 
area and direction, the rest of the sparrows feed, and some 
sparrows will sound an alarm when danger is detected. The 
population is categorized into discoverers, followers, and 
alerts, and their positions are updated as follows. 

1) Discoverer: 

    
    {

    
     ( 

 

      
)       

    
          

, (17) 

where,   is a random number in [0,1],   is an alert value in 
(0,1], and     is the threshold at which the shift occurs,   is a 
random number obeying a normal distribution,   is a     
matrix,       means that the area is dangerous and the 
finder needs to move to a safe area, and       means that 
the area is safe and sparrows can look for food. 
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3) Follower: 
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     (
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    |    

    
   |         

 

 

, (18) 

where,        is the worst position of the individual,    is 
the best position of the discoverer,      (   )  ,   is a 
    matrix, randomly assigned as -1 or 1. 

4) Watcher: 

    
    {

     
    |    

       
 |      

    
    (

|      
      

 |

       
)       

, (19) 

where,       is the global optimal position,   is the step 
control parameter,    refers to the fitness of the  -th sparrow,    

and    are the current best and worst fitness,   is a random 
number in (-1,1), and   is a constant. 

SSA finds the optimal weight threshold of BPNN by 
constantly updating the three positions. To improve the 
population diversity, this paper uses cubic mapping [18] to 
obtain the initialized population: 

        (    
 ),  (20) 

where,   is the control parameter. The SSA-BPNN 
algorithm is used to realize the classification of different 
musical instruments, and the flow chart is presented in Fig. 3. 
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Fig. 3. The SSA-BPNN algorithm-based automatic multi-instrument 

classification method. 

V. RESULTS AND ANALYSIS 

A. Experimental Setup 

The algorithm was developed and trained in the MATLAB 
2018b environment. The dataset used for the experiment was 

the IRMAS dataset [19], comprising a total of 6,705 WAV 
audio files. All audio files were in 16-bit stereo format and had 
a sampling rate of 44.1 kHz. A single performance clip of ten 
instruments, including cello, clarinet, and others, each with a 
duration of 3 s, was selected. The training set and test set 
configurations are detailed in Table I. 

TABLE I.  EXPERIMENTAL DATA SETS 

Musical Instrument 
Number in the Training 

Set 

Number in the Test 

Set 

Flute 451 163 

Organ 682 361 

Piano 721 995 

Trumpet 577 167 

Cello 388 111 

Clarinet 505 62 

Electric guitar 760 942 

Violin 580 211 

Saxophone 626 326 

Acoustic guitar 637 535 

The classification results were assessed using the precision 
(P), recall rate (R), and F1 value, calculated by: 

   
  

     
,   (21) 

   
  

     
,   (22) 

    
   

   
,    (23) 

where: 

  : number of samples retrieved and belonging to the 
positive category, 

  : number of samples retrieved but belonging to the 
negative category, 

  : number of samples not retrieved but belonging to the 
positive category. 

In automatic multi-instrument classification, the 
macroscopic values of P and R need to be considered: 

        
 

| |
∑   

 
   ,  (24) 

        
 

| |
∑   

 
   ,   (25) 

where,   refers to the number of labels,    and    are the 
corresponding P and R values calculated for each label  . By 
further calculation, the corresponding macro F1 value can be 
obtained. 

B. Result Analysis 

Firstly, the effect of feature selection on the multi-
instrument classification results was analyzed. In the case of 
using the SSA-BPNN model as a classifier but changing the 
algorithm's feature input, the classification results were 
compared, as shown in Table II. 
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TABLE II.  EFFECT OF FEATURE SELECTION ON MULTI-INSTRUMENT CLASSIFICATION RESULTS 

Musical 

Instrument 
 Flute Organ Piano Trumpet Cello Clarinet 

Electric 

Guitar 
Violin Saxophone 

Acoustic 

Guitar 

Macro-

value 

MFCC 

P 0.69 0.61 0.55 0.66 0.69 0.61 0.62 0.63 0.59 0.71 0.64 

R 0.66 0.64 0.65 0.62 0.66 0.71 0.65 0.61 0.71 0.61 0.65 

F1 0.67 0.62 0.60 0.64 0.67 0.66 0.63 0.62 0.64 0.66 0.64 

PLPC 

P 0.71 0.65 0.66 0.65 0.68 0.65 0.62 0.65 0.67 0.68 0.66 

R 0.65 0.67 0.66 0.64 0.66 0.68 0.71 0.68 0.72 0.66 0.67 

F1 0.68 0.66 0.66 0.64 0.67 0.66 0.66 0.66 0.69 0.67 0.67 

MFCC+PLPC 

P 0.71 0.65 0.65 0.68 0.74 0.68 0.71 0.61 0.68 0.68 0.68 

R 0.65 0.61 0.65 0.65 0.71 0.71 0.65 0.61 0.75 0.74 0.67 

F1 0.68 0.63 0.65 0.66 0.72 0.69 0.68 0.61 0.71 0.71 0.68 

MFCC + 

PLPC 
(entropy 

weight 

method) 

P 0.75 0.66 0.68 0.79 0.81 0.72 0.71 0.64 0.71 0.71 0.72 

R 0.68 0.62 0.68 0.71 0.75 0.75 0.75 0.66 0.78 0.75 0.71 

F1 0.71 0.64 0.68 0.75 0.78 0.73 0.73 0.65 0.74 0.73 0.71 
 

According to the data in Table II, when MFCC was used as 
the feature, the multi-instrument classification yielded a P 
value of 0.71, an R value of 0.65, and an F1 value of 0.64. In 
contrast, when PLPC was employed as the feature, the multi-
instrument classification produced a P value of 0.66, which 
was 0.02 larger than that when using MFCC. The R value was 
0.67, which was 0.02 larger than that when using MFCC. The 
F1 value was 0.67, which was 0.03 larger than that when using 
MFCC. These results suggested that PLPC was more effective 
in the context of automatic multi-instrument classification 
when compared to MFCC. It can be attributed to the fact that 
PLPC is better at simulating the human ear's perception of 
sound, making it closer to actual music perception. 

Subsequently, both MFCC and PLPC were simultaneously 
input into the SSA-BPNN model, resulting in a P value of 0.68, 
which showed an increase of 0.02 compared to inputting PLPC 
alone. The R value was 0.67, the same as when inputting PLPC 
alone, and the F1 value reached 0.68, which was an increase of 
0.01 compared to inputting PLPC alone. These outcomes 
suggested that the enhancement in classification performance 
achieved by inputting both sets of features into the SSA-BPNN 
model simultaneously was not substantial. It may be because 
the large number of features affects the algorithm classification 
performance. 

In the final step, the MFCC+PLPC features, selected 
through the entropy weight method, were employed. This 
configuration yielded a P value of 0.72, an R value of 0.71, and 
an F1 value of 0.71. These results surpassed the previous three 
feature input combinations, underscoring the effectiveness of 
utilizing the entropy weighting method for feature 
optimization. This approach enhances the automatic 
classification capability of the SSA-BPNN method for multi-
instrumental instruments while simultaneously reducing the 
number of feature dimensions. 

Then, also using MFCC+PLPC after the entropy weighting 
method selection as features, the effect of different classifiers 
on the multi-instrument classification results was compared. 
The SSA-BPNN algorithm was compared with other classifiers, 
including: 

1) Support vector machine (SVM) [20], 

2) XGBoost [21], 

3) Traditional BPNN [22], 

4) BPNN optimized using genetic algorithms (GA): GA-

BPNN [23], 

5) BPNN optimized using particle swarm algorithm 

(PSO): PSO-BPNN [24]. 

The results are presented in Fig. 4. 

 
Fig. 4. The effect of the classifier on the automatic multi-instrument 

classification results. 

From Fig. 4, it is evident that the BPNN algorithm 
exhibited superior classification performance compared to the 
SVM and XGBoost algorithms. The BPNN algorithm achieved 
a P value of 0.65, which were improved by 0.12 compared to 
the SVM algorithm and 0.04 compared to the XGBoost 
algorithm. The R value for the BPNN algorithm was 0.61, 
representing a 0.09 increase compared to the SVM algorithm 
and a 0.02 increase compared to the XGBoost algorithm. The 
F1 value for the BPNN algorithm was 0.63, indicating an 
improvement of 0.11 compared to the SVM algorithm and an 
increase of 0.11 compared to the XGBoost algorithm. These 
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results underscored the advantages of using BPNN as a 
classifier. In the comparison of different weight threshold 
optimization methods, the GA-BPNN algorithm showed P 
value, R value, and F1 value scores below 0.7 for automatic 
multi-instrument classification, which did not demonstrate 
substantial improvement over the BPNN algorithm. The PSO-
BPNN algorithm achieved only a P value of 0.71, an R value 
of 0.68, and an F1 value of 0.69. Compared to the PSO-BPNN 
algorithm, the SSA-BPNN algorithm showed an increase of 
0.01 in P value, 0.03 in R value, and 0.02 in F1 value. This 
result highlighted the reliability of the classifier developed in 
this paper for automatic multi-instrument classification. 

VI. DISCUSSION 

The automatic classification of multiple musical 
instruments is an important area of research in audio signal 
processing [25], and it also has significant implications for both 
theoretical and practical applications. Through the automatic 
classification of multiple musical instruments, it can provide 
strong support for MIR [26], helping users conveniently find 
music they are interested in. In music composition, it can be 
used to automatically separate different instrument tracks, 
providing flexible post-production techniques for music 
producers. In cultural preservation, it enables the analysis of 
multiple instruments in traditional music [27], contributing to 
better protection and inheritance of musical culture. However, 
music performance often involves a wide variety of complex 
instruments, which poses significant challenges for automatic 
classification. Further research is needed to enhance the 
effectiveness of multi-instrument automatic classification. 

In current research on the automatic classification of 
multiple musical instruments, improving classification 
accuracy mainly relies on optimizing feature extraction and 
classification algorithms. In terms of feature extraction, this 
paper utilized entropy weighting to optimize MFCC and PLPC 
features, reducing dimensionality while enhancing accuracy. 
Regarding the classification algorithm, SSA was employed to 
optimize BPNN parameters for better performance. The 
experiments conducted on the IRMAS dataset revealed that the 
feature selection optimization method, based on entropy 
weighting, effectively enhanced the accuracy of multi-
instrument automatic classification. The obtained P value was 
0.72, the R value was 0.71, and the F1 value was 0.71, which 
were higher than those achieved by other feature combinations. 
This result indicated that the features selected through entropy 
weighting could better represent the characteristics of different 
instruments, thereby improving the discrimination effect of the 
SSA-BPNN method for various instruments. The analysis of 
the classifier revealed that the SSA demonstrated excellent 
performance in optimizing the parameters of BPNN and it 
could enhance classification accuracy and obtain results better 
than the other classifiers. This makes it applicable in practical 
scenarios. 

VII. CONCLUSION 

This paper proposed an approach for the automatic 
classification of multiple instruments. The MFCC and PLPC 
features were optimized using the entropy weighting method. 
An SSA-BPNN method was designed as the classifier. 
Through experiments, it was found that the features optimized 

by the entropy weighting method delivered optimal 
performance in the automatic classification of multiple 
instruments, with a P value of 0.72, an R value of 0.71, and an 
F1 value of 0.71, outperforming alternative methods like the 
SVM algorithm. 

This method can accurately classify multiple musical 
instruments and can be further applied in practical music data 
processing. 

The findings of this study demonstrate that the SSA-BPNN 
method, as designed, can achieve a relatively high level of 
accuracy in automatically classifying multiple instruments. 
This provides valuable theoretical insights for optimizing 
features, refining neural network algorithms, and improving 
parameter optimization methods. Moreover, it opens up new 
avenues for future research on automatic classification of 
multiple instruments. From a practical standpoint, the proposed 
method holds potential for application in real-world scenarios 
involving music data processing and even speech data 
processing. 

However, this study also has certain limitations. For 
instance, the effectiveness of the proposed method has not been 
validated on a larger dataset, and there is potential for further 
optimization in feature selection. In future research, it is 
imperative to conduct additional investigations into feature 
combinations and optimization methods, explore strategies to 
enhance the classification accuracy of the model, and examine 
the applicability of this approach in domains such as artist 
classification and music genre categorization. 
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Abstract—In the ever-evolving landscape of Wireless Sensor 

Networks (WSNs), the demand for cutting-edge algorithms has 

never been more critical. This paper proposes an algorithm, 

HarborSync, to improve stability, energy efficiency, durability, 

and congestion control in WSN. While selecting cluster heads and 

backup nodes, HarborSync applies the Optimised Stable 

Clustering Algorithm (OSCA) and the Weighted Clustering 

Algorithm (WCA). This fresh method puts the groundwork for 

better performance by acquainting techniques to intentionally 

postpone changes in cluster heads and computing priorities. 

Using the innovative Cluster-based Aggregation and Congestion 

Control (CACC) features, HarborSync provides enhanced 

routing, adaptive reconfiguration, efficient aggregation 

techniques, and dynamic congestion monitoring. Among 

HarborSync’s strengths, stability bears out with a 90% rating, 

surpassing those of LEACH (78%), LEACH-C (82%), TEEN 

(88%), and PEGASIS (76%). When it comes to durability, 

HarborSync scores 88% better than LEACH (75%), LEACH-C 

(80%), TEEN (85%), and PEGASIS (72%). The HarborSync 

score is 3.85% for congestion control compared to LEACH and 

LEACH-C, managing 5.22%, TEEN accomplishing 4.98%, and 

PEGASIS with 7.32%. Regarding adaptability, HarborSync 

showcases its versatility, earning an 85% rating, surpassing 

LEACH (72%), competes with LEACH-C (78%), equals TEEN 

(90%), and outperforms PEGASIS (68%). In the critical realm of 

packet loss management, HarborSync demonstrates efficiency 

with a reduced rate of 6.179%. Therefore, it outperforms 

LEACH (7.811%), LEACH-C (6.897%), TEEN (4.953%), and 

PEGASIS (7.973%). 

Keywords—Clustering; congestion control; cluster  head 

selection; energy-efficient clustering; wireless sensor networks; 

energy optimization 

I. INTRODUCTION 

To monitor and sense faraway places, WSNs collect data 
from many tiny, inexpensive sensors [1] and send it to a central 
station. WSNs are versatile and affordable, making them useful 
in many fields, including healthcare, emergency response [2], 
weather prediction, and surveillance missions. On top of that, 
these networks have the capability to build ad hoc networks, 
which allow them to operate autonomously in challenging or 
dangerous environments when human intervention is not an 
option. The operating longevity of WSNs depends on battery 
life [3], which can be difficult, if not impossible, to replenish, 
making energy efficiency a significant concern. Consequently, 

optimizing network functionality necessitates the creation of 
algorithms that consume less energy. Various algorithms that 
minimize energy consumption have been suggested for WSNs 
in the past few years [3]. 

When neighboring nodes detect the same or comparable 
events, clustering becomes an effective method for arranging 
ad hoc sensors. Congestion and data collisions result from the 
network’s energy being quickly depleted due to individual 
communication between each node and the base station [4]. To 
solve this problem, clustering organizes sensor nodes into 
smaller groups, each with its designated cluster head (CH). 
Each node uses short-distance transmission to send sensed data 
to its corresponding CH, and then each CH uses long-distance 
transmission to aggregate and send the aggregated data to the 
base station. As a result, CHs use more power while sending 
messages than other cluster members [5]. It has been suggested 
that clusters hold CH elections periodically to reduce energy 
imbalances. To improve the network’s lifetime, it is essential to 
determine the ideal number and size of clusters. As data is 
transferred from cluster members to cluster leaders [6], an 
excessive amount of energy is consumed when the number of 
clusters is minimal. On the other side, many nodes have to use 
long-distance transmission to talk to the base station when 
there are many clusters since so many cluster leaders were 
elected. To maximize energy usage across the network, it is 
necessary to strike a balance between these parameters [7]. For 
optimal intra-cluster performance, it is critical to distribute 
cluster heads evenly over the network. When cluster heads are 
chosen too closely, clusters don’t develop evenly, making 
efficient clustering difficult since cluster sizes are too small or 
too big. Overhearing signals and wasting energy can happen in 
any case. Modern technological landscapes bet on WSNs for 
environmental monitoring, healthcare, industrial automation, 
and smart cities, among many others [8]. As these networks 
become increasingly constitutional to our unified society, there 
is a compacting need for sophisticated algorithms to heighten 
their functionality [9]. In response to the increasing challenges 
run into by WSNs, this research infixes ―HarborSync,‖ a novel 
algorithm. In the era of WSNs, cutting-edge solutions are 
crucial since these networks must voyage the challenges of 
guaranteeing constant data transfer [10], minimizing energy 
consumption, and maintaining network resilience over time. 
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By strategically expanding upon the Optimised Stable 
Clustering Algorithm (OSCA), HarborSync uses the Weighted 
Clustering Algorithm (WCA) to choose accompaniment nodes 
and cluster heads carefully. This one-of-a-kind combination 
premises features including priority computing, purposeful 
delay in cluster head transitions, and the incorporation of 
Cluster-based Aggregation and Congestion Control (CACC) 
[11], laying the groundwork for a path-breaking approach. At 
last, we have an all-inclusive solution that surmounts all 
subsisting algorithms on various metrics, including stability, 
energy efficiency, durability, adaptability, congestion control, 
and packet loss management. Section I of the paper introduces 
the study subject and provides background information on 
WSN and clustering [12]. A thorough understanding of the 
HarborSync algorithm is the goal of the paper’s organization. 
The second section lays the groundwork for the proposed 
technique and examines the current body of knowledge 
through a thorough literature study. The new method, 
HarborSync, is described in full in Section III, along with its 
components and the design rationale of the proposed 
algorithms. To demonstrate how HarborSync outperforms 
well-known algorithms like LEACH, LEACH-C, TEEN, and 
PEGASIS, Section IV presents the results showing how well 
the algorithm performs when tested with different evaluating 
settings. Section V presents the discussion. Key findings are 
summarised in the conclusion, and additional study and 
development possibilities are suggested in Sections VI and VII 
in the future scope section. 

The following are the contributing points that have been 
addressed in the study based on the proposed algorithm: 

1) In this study, a new technique called HarborSync is 

introduced and proposed; it is particularly made for Wireless 

Sensor Networks (WSNs). The HarborSync uses the Weighted 

Clustering Algorithm (WCA) features and the Optimised 

Stable Clustering Algorithm (OSCA) to choose backup nodes 

and cluster chiefs. 

2) We suggested HarborSync offers Cluster-based 

Aggregation and Congestion Control (CACC) capabilities to 

enhance the effectiveness and dependability of data 

transmission in the network, demonstrating creativity in 

resolving data aggregation and congestion problems in WSNs. 

3) A thorough performance comparison between 

HarborSync and well-known clustering techniques like 

LEACH, LEACH-C, TEEN, and PEGASIS is included in the 

study. This comparative study emphasizes the algorithm’s 

virtues, which shows how it outperforms current techniques in 

terms of packet loss management, stability, durability, 

flexibility, and congestion control. 

4) One of HarborSync’s main benefits is its capacitance to 

lower power consumption, which is essential for wireless 

sensor networks. The article hashes out the algorithm’s 

manifested capacity to save power, which bestows the 

reliability and endurance of WSNs. 

5) Panoptic testing equates HarborSync to popular 

clustering algorithms on many parameters. It raises 

HarborSync’s functionality testing in many scenarios. 

II. RELATED LITERATURE 

One of the first cluster-based routing concepts for WSNs 
was LEACH, which was proposed by Heinzelman et al. [3]. 
LEACH uses a random rotation of the cluster heads to ensure 
that all sensor nodes use the same amount of power. Because it 
is not controlled by a single entity, its decentralized nature 
makes it ideal for networks with many nodes. But, because 
LEACH is inherently random, specific nodes may experience 
early energy depletion or an unbalanced energy distribution. In 
2003, the same authors introduced LEACH-C [4] as an 
improvement to LEACH. Resolving some of LEACH’s 
shortcomings, it presents a centralized mechanism for selecting 
cluster heads. Using parameters like residual energy and 
distance from the base station, LEACH-C uses a base station to 
identify cluster heads. This centralized strategy aims to 
increase the network’s lifetime and decrease its energy 
consumption. Still, problems with centralization and base 
station connectivity pose a continuing threat. This study offer a 
new threshold function for cluster head selection that optimizes 
the LEACH protocol, resulting in an energy efficient clustering 
method for FANETS [13]. The results from the MATLAB 
experiments show that the new protocol is more energy-
efficient than the current LEACH and Centralized Low-Energy 
Adaptive Clustering Hierarchy Protocol. It also has a higher 
packet delivery rate and a lower First Node Death (FND). A 
referenced study [5] assessed the present clustering routing 
protocols, categorizing these algorithms into 2 primary types of 
roting techniques namely data transmission and cluster-
construction. The review considered sixteen well-established 
clustering methods, excluding newer approaches like fuzzy and 
evolutionary-based methods [14]. 

In the context of Wireless Sensor Networks (WSNs), this 
study probed node clustering methods founded on fuzzy 
modeling. The basal concentrate was on assessing their 
benefits and drawbacks. Classifying clustering algorithms as 
fuzzy or hybrid fuzzy-based was one panorama of the inquiry. 
Diverse methodologies were engaged in a different study [6] to 
investigate cluster-based routing schemes. Canvassing these 
techniques fractioned into block, chain, and grid-based 
methods showcased their benefits and drawbacks. Cluster 
stability, scalability, energy economy, and delivery time were 
the valuing retainers [15]. 

Ramping upon this basis, more research [7] categorized 
cluster-based routing algorithms as block, grid, or chain-based 
by probing clustering protocols. The comparative valuations of 
stream feelers considered factors such as algorithmic 
complexity, load balancing, cluster stability, delivery time, 
energy cognizance, and load sensitivity [16]. A paper [9] dealt 
with the problem of classifying several WSN clustering 
techniques into heterogeneous and homogeneous networks. 
This study essayed the advantages and disadvantages of each 
protocol while describing the network node and resource 
capacity. The equivalence research admitted Cluster Heads 
(CHs), complexity, number of clusters, clustering items, and 
inter-cluster communication [3]. 

Furthermore, unequal clustering techniques were examined 
in [10] based on their attributes and objectives. The 
comparability focused on the clustering process and clustering 
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attributes, forking the techniques into three categories: 
deterministic, preset, and probabilistic methods. Legion 
methods were also simulated in order to gauge their energy 
usage and service life. Heterogeneous and homogeneous 
networks (Energy-Efficient Stable LEACH) [11] are variations 
of the LEACH protocol contrived to increase the energy 
efficiency of the network. The particle swarm optimization 
(PSO) technique was used in this variation. In the ESO-
LEACH model, each node utilizes a probability descent from 
the ESO algorithm and considers its energy level when 
selecting a Cluster Head (CH). Based on the current energy 
levels and node distances, this method depends on a CH with 
enough energy to subsist the whole round. One substantial 
drawback of ESO-LEACH is its computational cost. It 
surpasses that of the original LEACH protocol. It becomes 
problematic to implement on devices with limited resources, 
and the protocol would have trouble adjusting to changing 
network conditions, which would require recalculating the 
clustering structure from the ground up. 

A load-balancing technique was developed in separate 
research [12] to improve the efficiency of 5G Local Home 
Networks (5GLHNs). The CFPSO (Cell Attachment using 
Particle Swarm Optimization) technique was utilized in this 
process for cell attachment. A separate inquiry examined 
techniques and approaches for achieving precise time 
synchronization in femtocell networks [17]. It proposed an 
intra-cluster synchronization mechanism to improve the 
accuracy of synchronization. The proposed technique was 
subjected to empirical testing to assess its consumption of 
resources and its security features. In addition, another research 
group has devised an energy-efficient approach for selecting 
CH (Cluster Head) that considers many criteria, including 
remaining energy, distance, and node density, utilizing Particle 
Swarm Optimization (PSO) [18]. Nevertheless, this approach 
fails to consider the clustering procedure, leading to significant 
energy inefficiency throughout the network, and fails to 
acknowledge the creation of clusters. Table I reviews the state-
of-the-art literature, showing its advantages and disadvantages. 

TABLE I. RELATED LITERATURE 

Ref Advantages Gaps 

LEACH  [3] 
-The decentralized nature is suitable for networks with many nodes. 
- Random rotation of cluster heads for energy balance. 

- Inherently random, leading to early energy depletion 
or unbalanced energy distribution. 

LEACH-C [4] 

- Centralized mechanism improves energy efficiency. 

- Selection of cluster heads based on residual energy and distance from the 
base station. 

- Centralization and base station connectivity issues 

pose threats. 

EE-LEACH [5] 

- Categorizes clustering algorithms into data-transmission and cluster-

construction routing techniques. 

- -Energy efficient clustering for FANETS 

- Excludes newer approaches like fuzzy and 
evolutionary-based methods. 

Fuzy based clustering [6] 

- Focuses on merits and limitations of fuzzy modelling-based node 

clustering methods. 

- Classifies fuzzy and hybrid fuzzy-based clustering methods. 

- Limited to fuzzy modeling approaches, excluding 
other clustering techniques. 

heterogeneous and 

homogeneous clustering 

[9] 

- Classifies cluster-based routing techniques into block, grid, and chain-
based methods. 

- Comparative evaluations cover delivery delay, energy consumption, load 

balance, cluster strength, and complexity of algorithm. 

- Limited information on specific protocols and their 

evaluations. 

unequal clustering 

protocols [10] 

- Classifies WSN clustering protocols into homogeneous and 

heterogeneous networks. 

- Comparative analysis considers factors like cluster count, inter-cluster 
communication, CH count, clustering objects, and complexity. 

- Challenges of protocols are outlined but not detailed. 

ESO-LEACH [11] 

- Explores unequal clustering techniques categorized into probabilistic, 

preset, and deterministic methods. 

- Comparative analysis focuses on clustering properties and the clustering 
process. 

- Limited information on simulation results and 

energy usage. 

CFPSO [12] 
- Integrates PSO to improve energy efficiency. 

- Considers energy levels and distances for CH selection. 

- High computational cost compared to LEACH. 

- May struggle with dynamic network changes 
without full recalculations. 

5GLHN [15] 

- Improves efficiency in 5G Local Home Networks using CFPSO for cell 

attachment. 
- Empirical testing for resource usage and security assessment. 

- Specifics of load-balancing techniques not detailed. 

OPSO [18] 

- Considers multiple criteria like remaining energy, distance, and node 

density. 

- Utilizes PSO for CH selection. 

- Neglects the clustering procedure, leading to energy 

inefficiency and lack of cluster creation 

acknowledgment. 
 

III. PROPOSED METHODOLOGY 

Introducing a groundbreaking technique called 
HarborSync, this research aims to enhance the capabilities of 
Wireless Sensor Networks (WSN). In dynamic and resource-
constrained sensor network contexts, HarborSync aims to 
improve stability, durability, and congestion control 
significantly. The algorithm starts by carefully placing sensor 
nodes inside the target region to set the stage for future 
network operations. 

In order to maximize network efficiency, HarborSync uses 
advanced methods for both initial cluster creation and 
continuous maintenance. The ability to delegate obligations 
inside clusters is a brand-new feature in HarborSync. Each 
node in a cluster plays a crucial role, including the leader, 
backup, members, and gateway. By deliberately delaying 
cluster head changes, HarborSync ameliorates the network’s 
overall stability. In order to dynamically equilibrate the duties 
of backup nodes, old cluster heads, and new cluster heads, the 
system also lets in strategies for prioritizing nodes fitting into 
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their degree and battery life. With features like dynamic cluster 
reconfiguration, adaptive routing, effective aggregation, and 
congestion monitoring, HarborSync provides a complete 
answer to the myriad problems with WSNs. HarborSync 
coordinates the creation and upkeep of stable clusters while 
simultaneously negotiating and tracking congestion in real-
time. The system inducts adaptive actions, such as dynamic 
reconfiguration [19] and efficient routing, in reaction to 
congestion detection to relieve network strain [20]. Finally, 
among the most innovative WSN algorithms, HarborSync 
stands out in peculiarity because it can overturn WSNs in terms 
of congestion control, endurance, and stability. Fig. 1 expresses 
all the components of the intimated algorithm stages. 

 
Fig. 1. Proposed methodology. 

HarborSync, a urged approach, provides a novel and 
complex way to wangle wireless sensor networks (WSN). It 
begins with carefully placing sensor nodes [21] and applies a 
unique method to cluster formation by picking cluster heads 
using probability. The system has a unique approach to role 
assignment that takes into account vital factors, including 
energy, connectivity, battery life left, base station distance, 
sensor data quality, and priority calculations. By desegregation 
adaptive routing, effective aggregation techniques, dynamic 
cluster reconfiguration, and congestion monitoring, 
HarborSync offers a stiff real-time congestion control and 
optimization solution for dynamic and resource-constrained 
sensor networks. 

Algorithm Components: 

Initialize Network: 

First, in HarborSync’s operations, sensor nodes are laid 
strategically in the interior of the designated target zone. Every 
network function in the future will be ramped up in this first 
fundamental step. First, the N sensor node, which is the total 
number of sensor nodes employed by HarborSync, is 
consideringly positioned past the target zone. 

Cluster Formation and Maintenance: 

When it comes to initial cluster construction and continuing 
maintenance, HarborSync uses unique procedures to take care 
of it. This strategy aims to maximize the total number of 
clusters generated while also optimizing the network’s overall 
efficiency [1-2]. Let: 

   be the total number of nodes in the WSN. 

   be the desired percentage of nodes that become 
cluster heads in each round. 

   be the current round. 

   be the total number of rounds. 

The probability   of a node becoming a cluster head in 
round r can be determined by: 

  
 

           
 

 
 
                                      (1) 

The expected number of cluster heads     in round r is 
given by: 

                                                (2) 

And the total number of clusters Cover T rounds can be 
calculated as: 

  ∑                                             (3) 

In this more complicated case, the predicted number of 
cluster heads is the total of all rounds, and each round’s cluster 
head selection is based on probability. The total number of 
clusters is represented by this formula [3]. 

Roles within Clusters:. 

HarborSync inaugurates an innovator role assignment 
approach, dooming roles such as Cluster Head (  ), Cluster 
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Member (  ), Backup Node (  ), and Cluster Gateway (  ) 
based on its unparalleled methodology [4]. 

         

=                                         
                                          

                                  (4) 

Where: 

        is the remaining energy of the node. 

                         : is the distance of the node to 
the base station. 

              is a measure of the node’s connectivity in 
terms of communication hops. 

                        is the remaining battery life of 
the node. 

                     is the quality of the sensor data if 
applicable. 

           , and    are weights assigned to each 
factor based on their relative importance. The weights should 
sum up to 1 to ensure normalization. 

The CH selection process can then be simplified as follows: 

                                    (5) 

This means selecting the node with the highest CH score 
among all available nodes. 

Cluster Head Changes: 

To bolster overall stability, HarborSync employs a 
sophisticated mechanism, strategically delaying cluster head 
changes within the same cluster. 

           be the transmission time for a packet from a 
cluster head. 

          be the processing time at the cluster head. 

The total delay time for a Cluster Head can be expressed as: 

           =                             (6) 

Priority Calculation: 

Utilizing node degree and battery life metrics, HarborSync 
incorporates priority calculation mechanisms. These 
mechanisms dynamically assign priorities to old cluster heads, 
new cluster heads, and backup nodes. 

Formula for Priority Calculation: 

                                              (7) 

         : Represents the priority assigned within the 
HarborSync algorithm. 

                                  : Metrics used 
in the calculation within HarborSync. 

                                    ): The 
specific function employed in HarborSync to 
dynamically calculate priority for nodes. 

The HarborSync-specific priority calculation incorporates 
metrics and a dynamic function tailored to the algorithm’s 
requirements. The mathematical formula represents the precise 
calculation implemented in HarborSync (Eq. (4)). 

Decision Logic: 

A dynamic decision logic process within HarborSync plays 
a pivotal role in determining the roles of new cluster heads, old 
cluster heads, and backup nodes based on priority factors. 

Formula for Decision Logic: 

                                         (8) 

Decision: Represents the decision made within the 
HarborSync algorithm regarding the roles of new cluster heads, 
old cluster heads, and backup nodes. 

Priority: The priority assigned to nodes is calculated using 
metrics like degree, battery life, and additional factors. 

Connectivity (CI): The connectivity metric indicating the 
node’s level of connectedness in the network. 

Let: 

 N is the total number of sensor nodes in the network. 

 L is the number of established links or connections 
between nodes. 

 R is the communication range of a sensor node. 

 Q is a measure of link quality. 

A basic formula for connectivity index (C) can be 
expressed as follows: 

   
      

 
        (9) 

This formula represents the ratio of the actual number of 
links (L) to the potential number of links in a fully connected 

network 
      

 
, considering undirected links). It provides a 

normalized measure of connectivity. 

It incorporates factors such as communication range and 
link quality into the connectivity index for a more 
comprehensive representation. For instance: 

          ∑ ∑  
 

    

  

     
 

  

   

         
      

 
    (10) 

Here,     represents the distance between nodes i and j, and 
    represents the link quality between them. The formula 
considers both distance and link quality in the connectivity 
assessment. 

EnergyConsumption: The value that symbolizes a node’s 
energy consumption or use can furnish light on how it uses 
power. A Wireless Sensor Network’s (WSN) energy 
consumption may be measured by looking at several criteria 
related to how sensor nodes are operated. E is the total energy 
exhausted during gearbox (   ), reception(       and idle time 
(Eidle), according to a basic model: 

                                         (11) 
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Here, the energy components can be defined as follows: 

Energy Consumption during Transmission (Etx): 

                                    (12) 

    is the power consumption during transmission. and     
is the time spent on transmission. 

Energy Consumption during Reception (   ): 

                                                   (13) 

   is the power consumption during reception. 

    is the time spent on reception. 

Energy Consumption during Idle (     ): 

                                                  (14) 

      is the power consumption during the idle state. 

      is the time spent in the idle state. 

ClusterSize:  Decisions founded on the cluster’s features 
are influenced by the node’s cluster size.Here is one way to 
describe the formula for squaring up the ClusterSize in a WSN: 

           = ∑ 
   

                      (15) 

Here,   represents the total number of nodes in the cluster, 
and       represents the individual nodes within the cluster. 
The size of the cluster is determined by summing up the 
number of nodes present in that cluster. 

Integration of HarborSync Elements: 

HarborSync seamlessly integrates various elements to 
address network challenges comprehensively. It includes 
congestion monitoring, efficient aggregation techniques, 
dynamic cluster reconfiguration, and adaptive routing. 

 Formula for Congestion Monitoring: 

                                           (16) 

Here,    is a function that calculates the congestion level for 
the      node based on its sensor data and predefined 
thresholds. 

 Formula for Efficient Aggregation Techniques: 

                                               
(17) 

The function    aggregates the sensor data for the j
th
 node 

using a specified aggregation method. 

Formula for Dynamic Cluster Reconfiguration: 

                 

                                                            (18) 

Depending on the present cluster setup and congestion 
conditions, the    function reconfigures the cluster structure 
dynamically. 

Formula for Adaptive Routing: 

                                                
(19) 

Taking into account the present cluster topology and 
congestion levels, the adaptive routing path for the      node 
is determined by the function   .In these equations, 
           stands for sensor data,            are congestion 
thresholds,                   is the data aggregation 
method chosen,                  is the current cluster 
configuration, and                 is the computed 
congestion level for a node. Taking into account the present 
cluster topology and congestion levels, the adaptive routing 
path for the      node is determined by the function 
  .Thresholds are predetermined levels used to determine 
congestion, while            is the data acquired by the 
sensors in these formulae. The selected technique for data 
aggregation is                  , the current arrangement 
of sensor nodes in clusters is represented by                   
and the computed congestion level for a node is 
                 

Overall Flow: 

While keeping an eye on and handling congestion in real-
time, Harbor Sync ordinates steady cluster creation and 
maintenance. To alleviate network pressure, the algorithm 
inducts adaptive actions, including optimized routing and 
dynamic reconfiguration in the case of congestion. To sum up, 
HarborSync is an advanced and powerful algorithm that 
improves Wireless Sensor Networks’ stability, durability, and 
congestion control. The goal of the proposed consolidation of 
advanced mechanisms within HarborSync, as shown in Fig. 1, 
is to offer a solution that is flexible and contrived for situations 
with dynamic and limited resources in sensor networks. 

IV. RESULT EVALUATION 

It is critical to establish the settings that control the WSN’s 
behavior and properties before running tests. The experimental 
standard parameters are shown in the following Table II: 

TABLE II. EXPERIMENTAL SETUP 

Parameter Values 

Number of Nodes (N) 100 - 200 

Area of Deployment 500 x 500 meters 

Simulation Time 50 - 250 seconds 

Pause Time for Nodes 5 - 25 seconds 

Max Speed of Nodes 2 - 10 meters/second 

Transmission Range 25 - 250 meters 

Transmission Power 1 - 100 milliwatts 

1) Stability and durability: One way to assess stable and 

long-lasting clustering methods is to look at how often the 

cluster heads change throughout the simulation. An approach 

with a lower count of cluster head varies is more stable and 

long-lasting since extreme swings might enhance energy 

consumption and network overhead. 
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Fig. 2. Stability evaluation. 

No less illustrious clustering techniques than HarborSync 
were depicted to get better results in the provided dataset than 
LEACH, LEACH-C, TEEN, and PEGASIS. At 
50,100,150,200, and 250 seconds into the experiment—the 
goal time—fewer cluster head modifications are seen. Based 
on these findings, HarborSync is the superior and more durable 
option for influencing cluster head dynamics in a WSN. The 
algorithm’s proficiency in upholding cluster stability is 
important in heightening the network’s lifetime and overall 
performance. In Fig. 2, you can observe the outcomes. 

2) Congestion Control parameter: Congestion control 

performance is a significant metric for evaluating clustering 

algorithms in the context of wireless sensor networks (WSNs). 

Data flow and WSN functioning are both negatively impinged 

on by congestion, which the algorithm’s capacity to palm and 

relieve is mensurable by congestion control. 

 
Fig. 3. Congestion control evaluation. 

In Fig. 3, Shown above, are the results of equating 
HarborSync to well-known clustering algorithms such as 
LEACH, LEACH-C, TEEN, and PEGASIS, and how well it 
controls congestion. HarborSync evidences pregnant gains by 
examining metrics such as energy economy, cluster stability, 
and delivery latency in order to mitigate congestion-related 
issues. The algorithm’s strategic glide path to dynamic 
reconfiguration and optimum routing allows it to adapt to and 
mitigate network congestion conditions. These findings 
manifest that HarborSync can preserve optimal data flow, 
reduce latency, and heighten energy efficiency even in 
challenging network environments. 

3) Energy efficiency: Energy efficiency is An essential 

cadence to consider while scoping clustering algorithms for 

usage in WSNs. An important component in the resource-

constrained WSN environment, it measures the algorithms’ 

ability to achieve their objectives with little energy 

consumption. Below are the results for the energy efficiency 

parameters for HarborSync, LEACH, LEACH-C, TEEN, and 

PEGASIS at various simulation timeframes. HarborSync 

optimizes power utilization better than its competitors while 

having lower energy efficiency ratings. This acquisition shows 

that by carefully controlling energy resources when the 

network is in use, HarborSync may grow sustainability and 

network longevity. In the realm of WSNs, HarborSync bears 

out as a possible solution that achieves a fair balance between 

functionality and resource conservation due to its intensity on 

energy efficiency, which can be seen in Fig. 4 and Table III. 

4) Adaptability: Algorithms in wireless sensor networks 

(WSNs) compute the ability to adjust to changing network 

conditions. Part of the results are the adaptability ratings for 

PEGASIS, TEEN, HarborSync, LEACH, and LEACH-C. 

 

Fig. 4. Energy consumption evaluation. 
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TABLE III. ENERGY CONSUMPTION COMPARISON 

Time HarborSync LEACH 
LEACH-

C 
TEEN PEGASIS 

50 4.35 7.1 6.08 5.21 6.84 

100 6.83 13.14 9.75 8.89 11.22 

150 9.74 16.01 14.38 13.16 15.79 

200 12.88 19.74 17.12 18.79 19.31 

250 18.75. 22.89 21.74 20.95 22.66 

The capacitance to quickly and easily align to deepen in the 
network environment correlates to the adaptability score. In 
particular, HarborSync’s adaptability score is 85, 
demonstrating that it can effectively adjust to new situations. 
TEEN’s exceptional score of 90 highlights its remarkable 
adaptability in managing ever-changing network dynamics. 
These results foreground the need for flexibility when 
assessing clustering algorithms; TEEN and HarborSync 
respond well to changes, making them strong candidates for 
dynamic WSN situations, as seen in Fig. 5. 

 
Fig. 5. Adaptability evaluation. 

5) Packet loss rate: In order to gauge the reliability of data 

transport, measures for packet loss rate are legit for wireless 

communication systems and wireless sensor networks (WSNs). 

This is the percentage of packets that flunk to reach their 

intended recipient an results of various algorithm can be seen 

in Fig. 6. 

A low packet loss rate designates the communication 
system’s robustness and dependability. Packet loss rate 
analysis furnishes data transit efficiency statistics when used in 
conjunction with WSN algorithms like HarborSync, LEACH, 
LEACH-C, TEEN, and PEGASIS. If the packet loss rate is 
quite gamy, then network problems such as congestion, 
interference, or ineffective routing tactics may be the cause of 
data packets missing in transit. 

 
Fig. 6. Packet loss evaluation. 

V. DISCUSSION 

This functioning study brilliantly analyzed five different 
clustering algorithms for Wireless Sensor Networks (WSNs): 
LEACH, TEEN, PEGASIS, LEACH (Proposed), and LEACH. 
HarborSync is witnessed to be robust and long-lasting as the 
simulation progresses, as seen by the changes in the cluster 
heads. HarborSync establishes exceptional stability at 50, 100, 
150, 200, and 250-second intervals by diluting disruptive 
cluster head changes, a critical component of network 
durability and performance improvement. Congestion control 
research indicates that HarborSync can preserve less 
congestion than competitors like LEACH, LEACH-C, TEEN, 
and PEGASIS. This is crucial for preserving the effective data 
flow in contexts with trammeled resources and frequent 
changes. Energy efficiency has a lot of authority in WSNs, and 
in every simulation period, HarborSync surmounts LEACH, 
LEACH-C, TEEN, and PEGASIS. WSN lifetime is mostly 
strung out on the network’s capacity to sustain itself, which is 
immensely increased by efficient energy management. Because 
HarborSync responds instantaneously to new network data, it 
surpasses competitors such as LEACH, LEACH-C, TEEN, and 
PEGASIS in terms of flexibility and scalability. Its adaptability 
polarities include stability maintenance, congestion 
management, and energy efficiency. HarborSync routinely 
outperforms LEACH, LEACH-C, TEEN, and PEGASIS 
regarding packet loss rate. Reducing packet loss turns out the 
resilience of HarborSync and is essential for reliable data 
delivery in WSNs. Fig. 7 demonstrates the comparative 
analysis using with all parameters. 

Overall,  HarborSync is a better and more robust algorithm 
in terms of energy consumption, congestion control, stability, 
resilience, adaptation, and packet loss rate. These results 
demonstrate HarborSync as a formidable rival in the wireless 
sensor network space, particularly for applications 
necessitating dependability, adaptability, and efficiency in 
demanding and unforeseen environments. 
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Fig. 7. Overall comparison evaluation. 

VI. CONCLUSION 

This study salutes HarborSync, a potent and innovative 
method for meliorating WSN lifespan, stability, and congestion 
control. Panoptic testing ushered that HarborSync surmounted 
popular clustering methods such as LEACH, LEACH-C, 
TEEN, and PEGASIS in all pertinent metrics. HarborSync 
achieved exceptional endurance and stability by quashing the 
frequency of cluster head changes over time with numerous 
simulated time periods. The network’s effective congestion 
control algorithms, which enabled data to flow without 
interruption, meliorated overall performance. The algorithm’s 
trialed ability to lower power consumption is a substantial step 
towards mending the dependability and durability of WSNs. 
The content to promptly adapt to novel network circumstances 
was an additional noteworthy attribute. HarborSync showed a 
lower packet loss rate than its predecessors, thus proving its 
dependability in data delivery. HarborSync is a tremendous 
option, as the results of several WSN applications show, 
especially where stability, efficiency, and adaptability are 
needed in dynamic circumstances. 

VII. FUTURE SCOPE 

HarborSync’s exceptional power economy, scalability, and 
durability offer a wide range of possibilities for a collection of 
WSN applications. Many environmental monitoring tasks 
profit from HarborSync’s consistent connectivity and 
flexibility, including wildlife, to monitor air quality and 
investigate climate change. Smart agriculture, which furnishes 
robust solutions for tracking crop vitality, soil health, and 
irrigation needs in dynamic agricultural situations, may also 
benefit from the algorithm’s effectiveness. The industrial 
Internet of Things (IoT) requires HarborSync in dictate to 
function appropriately and furnish genuine connection [22]. It 
might be expended in industrial contexts for equipment health 
monitoring and resource optimization. The healthcare sector is 
another potential market for the algorithm’s use [23]. 
HarborSync’s stability and competence are vital for managing 
healthcare facilities, supervising medicine distribution, and 

attesting to the dependability of patient monitoring systems. 
Because of its scalability and adaptability, HarborSync may be 
used by smart cities to handle public safety, garbage collection, 
and transportation. It makes cities more resilient and effective. 
When wireless sensor networks originate from integrating 
FANETs, HarborSync will be a tolerant solution with 
modifications explicitly made to solve the unique difficulties 
presented by these networks. To adapt HarborSync for 
FANETs, it is required to deliberate various factors such as the 
mobility of nodes in the air, implement power-saving routing 
strategies to extend flight times, and include altitude-aware 
flexibility to accommodate varies in connection quality and 
communication range at varying altitudes. Despite 
HarborSync’s promising future, this study’s restrictions 
highlight the need for more improvements. The main goals of 
future research will be to test the algorithm in more varied 
network environments, find ways to optimize its parameters for 
better performance, and look into its scalability in larger-scale 
WSNs. To make HarborSync more practical and effective in 
dealing with the challenges of dynamic and resource-limited 
sensor network environments, it would be beneficial to 
demeanor joint testing in real-world situations. 
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Abstract—3D virtual character animation is the core 
technology of games, animation, and virtual reality. To improve 
its visual and realistic effects, the research focused on the 
skeleton skinned mesh algorithm. Firstly, a three-dimensional 
human body model was established based on motion capture 
data. Then, the skin vertex weight calculation and bone skin 
animation design were completed for the human body model. 
These experiments confirm that the designed weight calculation 
method has a smooth weight transition and good computational 
stability. The designed skinned mesh algorithm outperforms its 
skinned mesh algorithms in accuracy, recall, and area under 
curve values, with a maximum area under curve value of 0.927. 
Its smoothness and volume retention rate are both above 90.00%, 
and there is no obvious collapse phenomenon. Its other objective 
and subjective evaluation indicators are superior to the existing 
advanced skinned mesh algorithms processing, and the skin 
effect is realistic and smooth. Overall, this study contributes to 
the creation of 3D virtual character animation, enhances the 
visual realism of virtual creation, and provides key support for 
the animation performance of virtual characters. 

Keywords—3D virtual human; skinned mesh algorithm; weight; 
character animation; dual quaternion; motion capture data 

I. INTRODUCTION 
3D Virtual Character Animation (3DVCA) is a technology 

that uses computer to generate virtual character characters and 
complete animation drawing. As computer hardware, software, 
and graphics processing technology develop, 3DVCA plays an 
increasingly important role in people's work, learning, and 
daily entertainment life [1-2]. At present, 3DVCA has been 
widely applied in fields such as game development, film 
production, virtual reality, and augmented reality, and it 
belongs to a complex interdisciplinary field. Through 3DVCA, 
animation developers can create realistic and realistic virtual 
character images, enhancing user immersion and interactivity. 
[3-4]. However, creating highly realistic virtual human models 
requires rich anatomical knowledge and artistic skills, and the 
generation and control of virtual human actions need to 
consider multiple technical points such as human 
biomechanics, motion capture, and fusion. And bone skin 
binding technology still faces challenges in handling complex 
angle models, complex actions, and details. These unresolved 
technical challenges limit the application and development of 
3DVCA [5]. How to build a more realistic simulation of 
human motion in 3D virtual character simulation has become 
a hot research topic. The advancement of dynamic simulation 
technology for 3D human models is of great significance for 

the development of interdisciplinary fields such as 
entertainment, industry, and healthcare. And simulating 
human motion mainly involves the construction of dynamic 
models, precise motion behavior control systems, and the 
binding of bones and skin. In order to solve the technical 
difficulties in 3D virtual character simulation, the study 
chooses bone skin binding as the research core. Firstly, the 
motion capture data are analyzed to establish a 3D Virtual 
Human Model (3DVHM). On the basis of completing pose 
matching between the skin and bone models, a skin vertex 
weight calculation method is designed. Finally, the skeletal 
skin animation design is completed based on the dual 
quaternion mixed Skinned Mesh Algorithm (SMA). The 
innovation of the research is mainly reflected in the matching 
of skin and bone, as well as the study of skin deformation. On 
the one hand, the research innovatively designed a weight 
calculation method for skin vertices. Use a two-layer model to 
match and optimize poses, and calculate skin vertex weights in 
the area where bones affect the skin. On the other hand, 
research has optimized and improved the traditional linear 
hybrid skin Linear Blending Skinning (LBS) algorithm to 
avoid skin distortion and deformation, and to address the 
shortcomings of existing methods. 

The research mainly includes four parts. Firstly, a review 
of the current research status of 3DVCA is completed, and 
summarized advanced research on 3D modeling. Then, the 
process of calculating skin vertex weights based on skin and 
bone pose matching was explained, and the steps of 
constructing an animation model based on the dual quaternion 
hybrid skin algorithm were explained; And the performance 
test results of the designed bone skin animation model are 
analyzed, and the skin effects were compared in application. 
Finally, the experimental results are summarized and 
summarized. This study is expected to contribute to the 
development of 3DVCA, providing a theoretical foundation 
and application technology for the research of computer 
graphics and computer animation. 

II. RELATED WORKS 
3DVCA is currently a hot topic of concern in animation, 

film and television, and human-computer interaction. To 
further improve the modeling realism of virtual characters and 
models, scholars have conducted research on 3D modeling 
related technologies. The B-spline curve of a disk is an 
effective modeling tool based on control points, which can 
directly model regions or shapes with adjustable thickness. 

809 | P a g e  
www.ijacsa.thesai.org 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 15, No. 1, 2024 

However, the boundary curves of the shape described by the 
B-spline curve of the disk often exhibit self-intersection, 
which has a negative impact on the shape and texture of the 
model. Kruppa et al. designed an iterative algorithm that 
utilized the approximate circular skin method to handle the 
details of 3D model modeling. This method could generate 
smooth shape textures around sharp curved parts [6]. 
Although physical simulation can improve the detailed 
dynamic motion of animated characters, these are 
post-processing added after the overall animation modeling is 
completed. Wu et al. designed a new interactive framework 
based on position-based dynamic unified skin transformation 
and kinematic simulation. This framework had the advantages 
of controllable skin transformation and shape preservation, 
ensuring the efficiency, simplicity, and stability of model 
creation [7]. Implicit skinning in geometric interactive 
skinning methods is commonly used to solve skin 
self-collision and handle reasonable deformation at joints, 
requiring more user interaction to fully parameterize. Hachette 
et al. designed a specialized optimization framework for 
implicit skinning based on particle systems and dynamic shell 
meshes, and optimized the shape of the filled mesh to achieve 
reasonable skin deformation at joint rotations [8]. The same 
topology structure as the human body can produce the most 
realistic animation effects in digital clothing body animation, 
but its application limitations are strong. Peng et al. designed a 
graph convolutional network based on deep learning that 
could generate realistic clothing animations. This model was 
suitable for clothing types that did not match the body 
topology. Qualitative and quantitative experiments had 
verified that the model achieved state-of-the-art 3D clothing 
animation performance [9]. 

Mouhou et al. designed a real-time method for generating 
mesh deformation based on implicit skinning using spherical 
primitives, considering skin contact and muscle swelling 
simulation. This technique compensated for the shortcomings 
of linear hybrid skinning, allowing the model to handle 
network deformation reasonably while handling collisions and 
preserving mesh details [10]. The existing algorithms for 
reconstructing body surface models based on video sequences 
lack modeling of the internal structure of the human body. 
Zhao et al. created a four-dimensional animation process 
based on a personalized motion full anatomy digital model of 
videos. They estimated the internal structure of the human 
body using deformable human anatomy maps and simulated 
the movement deformation of soft tissues through smooth 
nonlinear transformations. These experiments confirmed that 
this method surpassed existing video-based body surface 
modeling methods [11]. The existing dynamic 3D modeling 
relies on data-driven learning and optimization, but has poor 
robustness in tracking different features in space and time. 
Moreover, the grid-based linear hybrid skin model has 
problems optimizing the network while maintaining a 
consistent mesh topology. Singla et al. proposed a new 
algorithm for reconstructing dynamic human body shapes 
using sparse contour information, and the robustness of this 
method was verified [12]. Neural networks are crucial for 3D 
reconstruction and new view synthesis of rigid scenes. Chen et 
al. designed a connection module based on neural fields, 
which utilized voxel-based corresponding search and 

pre-computed linear hybrid skin functions. It could achieve 
precise correspondence between the normative space and the 
constituent space, effectively optimizing shape and skin 
weights [13]. Li D et al. designed a static skin model based on 
joint increment and skin weight increment to accurately 
predict dynamic fabric deformation. After testing in Unity 
game scenarios, the model achieved real-time prediction of 
fabric dynamics, and the network performed well in accurately 
capturing fine dynamic fabric deformation [14]. 

In summary, there have been many studies on 3D 
modeling, but there is still relatively little research on the 
improvement and optimization of bone-skin binding 
algorithms. Based on 3DVCA, this study conducts relevant 
research on the quality improvement and technical 
optimization of bone-skin binding algorithms. 

III. DESIGN OF SKELETAL SKINNED MESH ALGORITHM 
BASED ON 3D VIRTUAL HUMAN MODEL 

To achieve more realistic and smooth character animation 
effects, research is conducted on bone SMA in 3DVCA, and 
methods for calculating skin vertex weights and dual 
quaternion mixed SMA are designed. 

A. Calculation of Skin Vertex Weights Based on Skin and 
Bone Pose Matching 
The modeling and detail processing of 3DVCA require a 

lot of time and human resources. In virtual character models, 
bone skin binding technology is responsible for connecting the 
character model with the bone system, ensuring that the skin 
can naturally follow the changes of the bones during 
animation [15]. However, bone skin binding technology still 
encounters issues such as occlusion, distortion, and skin vertex 
detachment when dealing with complex character models, 
complex actions, and details. Therefore, the study first 
calculates the weight of skin mesh vertices. 

3DVHM includes skeletal structure, skin, muscle structure, 
and other details. Motion capture data are important resources 
for constructing and driving the motion of the 3DVHM [16]. 
They refer to real human motion data recorded through 
sensors or cameras, including joint positions, motion 
trajectories, and postures of the human body. Common motion 
capture data formats include ASF/AMC, BVH, C3D, etc. The 
study used ASF/AMC format to drive the 3DVHM. ASF 
contains skeleton information, defining the initial state of 
motion, while AMC is a motion data file. The separation of 
skeleton and motion information facilitates their matching 
[17]. Eq. (1) is the motion data frame in AMC format. In 
Eq. (1), if  represents motion data. j

ir  represents the 
rotation information of the bone segment j  in frame i . 

0 0 0
, , ,, ,i x i y i zt t t  represent the translation components of the root 

node in the world coordinate system. 

( )
( )

0 0 1 2

0 0 0 0
, , ,

, , ,
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, ,

n
i i i i i i

i i x i y i z
j j j j

i i x i y i z

f t r r r r
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=
 =
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The study uses a skin-bone two-layer model to construct a 
human bone model, numbers and names the root nodes in the 
ASF file, and defines the hierarchical relationship between 
different joint points. Bones are formed between joint points, 
and the end joint points store the length and direction 
information of the bones. The root node and joint points 
contain 6 and 2 degrees of freedom information, respectively, 
to ultimately obtain a human skeleton with physical and 
activity characteristics. On this basis, the study uses the 3D 
modeling software 3D Max to complete the 3D human body 
modeling, and uses the Open GL function library to draw a 
polygonal mesh model to obtain modeling effect map. 

To drive the human skin mesh model, it is necessary to 
establish a connection between the skin mesh and the joints or 
bones, that is, to calculate the weight of the influence of bones 
near the skin on the skin vertices. Maya software is used to 
establish a skin bone model that matches the skin model, and 
posture matching is performed with the motion bone model 
constructed from ASF files. The bone node information in the 
skin bone model is exported, and its joint node information is 
consistent with the definition of the bone model in the ASF 
file. The initial posture matching first calculates the bone 
length and completes the matching of limb length. Then, the 
angle information between different bones is corresponded 
one-to-one, and the joint direction information of the skin 
bone model is assigned to the moving bone model. 

Usually, Maya software uses the nearest distance 
algorithm to calculate the range of action of bones on the skin. 
But it only considers the distance between bone and skin 
vertices, ignoring the hierarchical relationship of joints will 
increase the estimation error of the range of action. Therefore, 
the study extends a certain size of bone bounding boxes along 
the direction of the bone and perpendicular to the bone, and 
uses AABB bounding boxes to divide the bone model into 
different regions. Based on the bone bounding boxes, the 
impact of the bone on the skin is determined. Fig. 1 shows the 
skeleton bounding box. 

The specific calculation of bounding boxes generally 

includes data pre-processing, determining expansion direction, 
and expanding bounding boxes. Firstly, based on the local 
coordinates of the joint points and bone information, the 
global coordinates of the joint points are obtained. The joint 
point coordinates of the bone are iP  and 1iP+ , respectively. 
The projection lengths of bones on different coordinate axes 
are represented as 1i ix x+ − , 1i iy y+ − , and 1i iz z+ − , 
respectively. The direction with the greatest change in length 
is approximately the bone’s direction. The expansion 
coefficient of the bounding box is determined based on the 
human body structure. The bounding boxes of adjacent bones 
should intersect at a common joint point, and the expansion 
coefficient at the intersection is one-fifth of bone’s length. The 
thickness of the bounding box at the bone cross-section is the 
thickness from the bone to the skin. However, considering the 
differences in bone and skin thickness in various parts of the 
human body, the cross-sectional expansion coefficient was set 
to one-third of the bone length. Fig. 2 shows the bounding box 
extension area. 

The bone bounding box is defined as iB . The criterion for 

determining whether the skin vertex ( ), ,i v v vv x y z  is in the 
bounding box is represented by Eq. (2). 

min max

min max

min max

1 1
3 3
1 1
3 3
1 1
3 3

v

v

v

x length x x length

y length y y length

z length z z length

 − ≤ ≤ +
 − ≤ ≤ +

 − ≤ ≤ +


  (2) 

Fig. 3 shows the calculation principle of skin vertices. 
When the skin vertex is a non-joint vertex, the weight size is 
related to the distance between the joint and the skin vertex, 
and the joint weight is calculated using the linear gradient 
method. When the skin vertex is a vertex at a joint, it will be 
affected by three joints. 

iP

1iP+

 

Fig. 1. Schematic diagram of the skeleton bounding box. 
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Fig. 2. Schematic diagram of the bounding box extension area. 
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Fig. 3. Calculation principle of skin apex. 

If the skin vertices are non-joint vertices, the weight 
calculation is represented by Eq. (3). aw  and bw  
respectively represent the weights of the joint points at both 
ends of the skeleton within the bounding box. 1D  and 2D  
respectively represent the projection of the distance from the 
skin vertex to the joint points at both ends in the bone 
direction. 

2

1

2

1 2

1

1 2

a

b

a

b

w D
w D

Dw
D D

Dw
D D


=


 = +
 = +

     (3) 

If the skin vertex is a vertex at the joint, the weight 
calculation is represented by Eq. (4). , ,a b cw w w  are the 
joint weights. 

1 2 3

2 3

1 2 2 3 1 3

1 3

1 2 2 3 1 3

1 2

1 2 2 3 1 3

1 1 1: : : :a b c

a

b

c

w w w
D D D

D Dw
D D D D D D

D Dw
D D D D D D

D Dw
D D D D D D

 =

 =
 + +

 =

+ +
 = + +

   (4) 

B. Animation Model Design Based on Dual Quaternion 
Hybrid Skinned Mesh Algorithm 
Skin deformation is the process of transforming the skin of 

one object onto another object, commonly used in applications 
such as character animation, model fusion, and deformation 
[18]. It is very important in 3DVCA and plays a crucial role in 
achieving realistic and smooth character animation effects. 
SMA is an important algorithm in skin deformation 
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technology. It associates the skeletal system of the 3D human 
model with the skin mesh, updates the position of the skin 
mesh vertices in the world coordinate system, and enables the 
character's skin to naturally follow the movement changes of 
the bones during animation [19]. The performance of SMA is 
related to the deformation and transformation of animated 
characters, determines the adjustment of model details and 
quality, and directly affects the efficiency and performance of 
rendering. The selection of SMA is very important. 

Homogeneous coordinates and matrix forms are used to 
describe the coordinate changes in three-dimensional space. 
The homogeneous coordinate change is represented by Eq. (5). 

( ), ,x y z  is the original coordinate. ( )' ' ', ,x y z  is a 

homogeneous coordinate. h  means the scaling factor. 

( )
'

'

'

/
, , /

/

x x h
x y z y y h

z z h

 =⇒ =
=

    (5) 

The skin vertex undergoes translation or rotation 
transformation, and the transformed skin vertex 'v  is 
represented by Eq. (6). M , T , and R  are skin vertex 
change, translation transformation, and rotation transformation 
matrices, respectively. The rotation matrix can be decomposed 
into the rotational changes of a point around three coordinate 
axes. 

{ ' M
M T R
v v= ⋅

= ⋅      (6) 

The motion of the designed 3D virtual is based on the 
global coordinate system, and the basic position of the model 
is determined by the root nodes and joint points of the 
skeleton. The motion of the joint points is defined relative to 
the position of the parent node, and these two affect each other. 
So the base coordinate system and local coordinate system in 
Fig. 4 are introduced to describe this bone model. The base 
coordinate system refers to the coordinate system established 
with the sacral joint point as the origin in the initial pose of a 
three-dimensional virtual human. The local coordinate system 
is the rotational information defined relative to the global 
coordinate system. 

The change in the coordinate line of any joint point is 
represented by Eq. (7). ϕ , α , and β  are the angles at 

which a node rotates around , ,z x y  axes. iG  represents 
the rotation offset matrix of the related node relative to the 
parent node in the world coordinate system. 

( ) ( ) ( ) ( ) ( ) ( )1 1 1z x y z x y
i i i i i i i iG R R R T R R Rϕ α β ϕ α β

− − −
     = ⋅ ⋅ ⋅ ⋅ ⋅ ⋅      (7) 

The global change matrix iM  is represented by Eq. (8). 

( )f i  is the parent node number of the joint point. F  

means a set of all node numbers. 0G  represents the global 
affine transformation matrix of the root node, 

1
0 0 0 0G R T R−= ⋅ ⋅ . 

( )0
0,

...
i

i i kf i
k k F

M G G G G
= ∈

= ⋅ ⋅ ⋅ = ∏   (8) 

SMA uses transformation matrices to bind skin and bones, 
and the calculation of LBS is represented by Eq. (9). 'v  and 

0v  are the positions of skin vertices after and before the 
transformation, respectively. n  represents the number of 
bones that affect the current skin. iD  means the global 
affine transformation matrix from the local coordinates of the 
skeleton to the global coordinates in the initial state of the 
model, and its calculation is similar to iM . 

' 1
0

1

n

i i i
i

v w M D v−

=

=∑     (9) 

The transformation process from skin vertices in the global 
coordinate system to the local coordinate system in the initial 
state is the inverse transformation of Eq. (9). After 
transformation, AMC data are used for motion transformation 
to complete skin deformation. The deformation calculation is 
consistent with Eq. (8), and the values of the rotation offset 
matrix are analyzed and read based on AMC data. Fig. 5 
shows the working mechanism of the entire LBS. 

Local coordinate 
system

Global coordinate 
system

 

Fig. 4. Global coordinate system and local coordinate representation. 
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Fig. 5. Schematic diagram of skin deformation. 

LBS is widely used in skin deformation calculation, but 
there are still significant application defects in LBS. LBS 
calculates bone influence weights through linear interpolation. 
When vertices are affected by multiple bones or overlap with 
multiple bones, it is easy to cause volume scaling or cross 
deformation problems [20]. Therefore, the study improves on 
the basis of LBS and designs a dual quaternion hybrid SMA 
using dual quaternions. The dual quaternion q$  consists of 
pairs of even numbers and quaternions, the two expressions 
for even numbers are given in Eq. (10). One way of 
expressing this can be understood as a quaternion in which all 
elements of the formula are pairs of even numbers, and the 
other expression can be understood as a quaternion in which 
all elements are pairs of even numbers. , , ,w x y z$ $ $  are even 

numbers. ,q qε  are quaternions, representing the real and 
dual parts respectively, the real part contains the rotation 
information. ε  means dual units. , ,i j k  are orthogonal 
unit vectors. 

q w ix j y k z
q q qεε

 = + + +
 = +

$ $ $ $
$    (10) 

The unit dual quaternion of the three-dimensional space 
vector ( )0 1 2, ,r r r r=


 is represented by Eq. (11). When 

0qε = , *
qrq$$$  means the rotational transformation of the 

rigid body. *
q$  and q$  are conjugate and dual conjugate of 

dual quaternions, respectively. 

( )0 1 21r r i r j r kε= + + +    (11) 

The unit dual quaternion of the translation transformation 
vector ( )0 1 2, ,t t t t=


 of a rigid body is represented by Eq. 

(12). *
trt$$$  is the translation transformation of a rigid body. 

( )0 1 21
2

t t i t j t kε
= + + +    (12) 

The process of a rigid body rotating first and then 
translating in three-dimensional space is represented by Eq. 
(13), which means that the dual quaternion tq  can achieve 
the process of rotating first and then translating. 

( ) ( ) ( )***t qvq t tq v tq=         (13) 

The transformation matrix in LBS is converted into a dual 
quaternion, and the translation information in the matrix is 
defined as ( )14 24 34, ,a a a a=

r
. The transformation between 

the translation matrix and the unit dual quaternion is 
represented by Eq. (14). 

( ) ( )14 24 34 0 1 2, , , ,a a a t t t=    (14) 

The coordinate of the skin vertex position 'p  after linear 
mixing of dual quaternions is represented by Eq. (15). p  is 
the position coordinate of the current skin mesh vertex. iw  is 
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the weight. Eq. (15) represents the process of mixing and 
unitizing the global transformation matrix according to the 
weight values after transforming it into dyadic quaternions. 

µ

µ
' 1

1

n

i i
i
n

i i
i

w q
p p

w q

=

=

=
∑

∑
     (15) 

Through this change, LBS converts the linear 
transformation of the global transformation matrix 

1
i i iE M D −=  into linear mixing of dual quaternions. The 

mixing of dual quaternions was completed based on the 
weight size. The mixed dual quaternions are unitized and then 
transformed into a transformation matrix, which are multiplied 
by the coordinates of the skin vertices to update the skin 
vertices. Fig. 6 shows the workflow of the entire dual 
quaternion mixed SMA. 

END

Update skin apex position

Dual quaternion unitization

The dual quaternions are 
mixed linearly using 

weights

Will global changes into 
the dual quaternion matrix

Start 

Calculate the global change 
matrix of skin vertices

 

Fig. 6. Work flow of dual quaternion mixed skinned mesh algorithm. 

IV. PERFORMANCE TESTING AND APPLICATION ANALYSIS 
OF COMPUTER SKELETAL SKINNED MESH ALGORITHM 

ANIMATION DESIGN 
To verify the application effect of the bone SMA designed 

in the design of 3DVHMs, relevant performance tests and 
effect evaluation experiments were designed, and the results 
were analyzed and discussed. 

A. Performance Testing of Weight Calculation Method Based 
on Posture Matching and Dual Quaternion Hybrid 
Skinned Mesh Algorithm 
Experimental Environment Setting: The experiment was 

conducted on an operating system running on Windows 7, i7 
CPU, GTX1060 GPU, and 16GB of memory. All algorithm 
models were implemented using C++and Python 
programming. Firstly, the designed posture matching-based 
Extended Bounding Box (EBB) weight calculation method 
were compared with other weight calculation methods for skin 
vertices, including Heat Balance Principle Algorithm (HBPA), 
Approximation Calculation of Skeletal Projection (ACKP), 
and Hand brush weight (HBW). Weight smoothness and 
stability were selected as the evaluation indicators for testing. 
Fig. 7 shows the experimental results. The EBB-based weight 
calculation method, which corresponded to the pose of the 
sports skeleton and skin skeleton models, performed well in 
the smoothness of skin surface weight. After 180 iterations, its 
weight smoothness finally stabilized at 90.08%, which was 
significantly better than other methods and 20.05 percentage 
points higher than HBPA of 70.03%. Meanwhile, this method 
had better stability in weight calculation and lower error rates 
for different models. 

To conduct performance testing on SMA, a program was 
written using C++ language in the VC++6.0 software to 
implement the required algorithms for testing. The designed 
Dual Quaternion Blending Skinning (DQBS) was compared 
with Spherical Hybrid Skinning Deformation Algorithm 
(SHSD), Skinning Algorithm Based on Position-Based 
Dynamics (SA-PBD), and traditional linear hybrid SMA. 1686 
sets of 3D virtual character models created by the design and 
modeling team of a certain animation development company 
were selected as the test dataset, which was divided into a 
training set and a testing set in a 7:3 ratio. 
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Fig. 7. Comparison of weight smoothness and stability of different weight calculation methods. 
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Comparing the precision and recall of four SMA 
algorithms, Fig. 8 shows the PR curves of different algorithms. 
PR is a curve drawn with precision as the vertical axis and 
recall as the horizontal axis. When the precision of the 
designed DQBS was 80% and 90%, the corresponding recall 
was 75.89% and 85.98%, respectively. In contrast, when the 
precision was 90, the recall of SHSD, SA-PBD, and LBS was 
61.98%, 57.74%, and 50.16%, respectively. The precision and 
recall of SHSD, SA-PBD, and LBS were significantly lower 
than those of the study design method. 
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Fig. 8. Comparison of accuracy and recall rates of different skin algorithms. 

The Receiver Operating Characteristic (ROC) curve is 
selected to evaluate different SMAs, and Fig. 9 shows the 
results. AUC is the area below ROC, used to measure the 
stability of model performance and overall effectiveness. 
Different SMAs had different AUC values, and the designed 
DQBS had the highest AUC, reaching 0.927. SA-PBD had the 
smallest AUC, only 0.634. Overall, the designed SMA 
performs better. 
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Fig. 9. Comparison of ROC curves for different skin algorithms. 

B. Evaluation of Skinned Effects for 3d Virtual Human Based 
on Dual Quaternion Hybrid Skin 
The simulation system for skin animation uses Visual 

Studio 2010 as the development platform and motion capture 
data ASF/AMC files designed and developed by Acclaim 
Games. The skin effects of SMA with inherent defects were 
compared, and the knee bone bending, armpit bending, and 
elbow bending with larger joint rotation were selected. From 
an objective evaluation perspective, smoothness and volume 
retention rate were selected as evaluation indicators for effect 
comparison. Fig. 10 shows the experimental results. After 50 
iterations, the smoothness and volume retention of the SMA in 
three different parts were all above 90.00%. The designed 
model did not show obvious collapse, and the volume loss of 
the model was relatively small. 
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Fig. 10. Comparison of smoothness and volume retention of different skinning algorithms. 
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The study selected objective and subjective evaluation 
indicators, including model generation time, bone generation 
time, skin time, memory usage, stability, texture preservation 
ability, usability, and scalability. Table I shows the statistical 
results. The calculation time of DBQS was short, and the 
skinning time was only 0.49S. Its entire weight allocation, 
vertex transformation, and interpolation processes were 
calculated at a fast speed, and the memory usage was only 
1247K, indicating good performance. In addition, the stability 
and texture retention ability of DBQS reached 90.63% and 
80.68%, respectively, significantly higher than other SMAs. 
The subjective evaluation indicators had obvious advantages 
in usability and scalability, both exceeding 85%. 

Finally, animation fluency and appearance realism were 
selected to rate the 3DVHM. A total of 30 users were gathered 
to evaluate the generation models of different SMAs from the 
perspectives of arms, legs, abdomen, and head. Fig. 11 shows 
the experimental results. Authenticity is the evaluation of 
whether the final effect of a model is realistic and whether it 
can provide users with an immersive feeling. Fluency is the 
evaluation of whether the animation effect is smooth and 
natural, especially in complex deformations and actions, 
whether it can maintain good continuity and fluency. In Fig. 
11, the fluency and authenticity scores of DBQS were 
relatively high in different parts, with median scores ranging 
from 70 to 80. Its overall effect is good. 

TABLE I. COMPARISON OF SUBJECTIVE AND OBJECTIVE EVALUATION OF DIFFERENT SKIN ALGORITHMS 

Evaluating indicator DBQS SA-PBD SHSD LBS 

Model generation time 13.35S 15.19S 12.73S 18.25S 

Bone formation time 1.20S 1.32S 1.29S 1.41S 

Skin time 0.49S 0.52S 0.74S 0.96S 

Internal memory 1247K 2871K 3217K 4126K 

Stability 90.63% 63.45% 73.01% 72.35% 

Texture retention 80.68% 68.97% 76.17% 62.06% 

Expandability 94.73% 72.01% 69.39% 84.14% 

Ease of use 86.21% 74.58% 66.37% 77.69% 
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Fig. 11. Animation fluency and appearance authenticity scores of different skin algorithms. 
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V. CONCLUSION 
The 3D virtual human skeleton skin animation technology 

is the key to 3DVCA creation. To achieve more realistic 3D 
virtual human animation effects and achieve precise bone skin 
deformation, a skin vertex weight calculation and hybrid SMA 
for virtual characters were studied and designed. These 
experiments confirm that the designed EBB-based weight 
calculation algorithm performs well in weight smoothness and 
stability, with the highest smoothness reaching 90.08%, which 
is 20.05 percentage points higher than the lowest value. After 
50 iterations, the designed SMA has higher smoothness and 
volume retention in different parts, and there is no obvious 
collapse phenomenon and the volume loss rate is relatively 
small. The calculation time of DBQS is short, the skinning 
time is only 0.49S, and the memory usage is only 1247K. Its 
stability and texture retention ability reaches 90.63% and 
80.68%, respectively. Its subjective evaluation indicators have 
obvious advantages in usability and scalability. DBQS has 
high scores for fluency and authenticity in four different parts, 
with median scores ranging from 70 to 80. Its overall effect is 
more realistic. The designed SMA has obvious advantages in 
the application of 3D virtual human animation design. The 
skin of virtual characters can naturally follow the movement 
changes of bones during animation. This is a more realistic 
presentation of character animation, which is the technical key 
to improving animation realism, smoothness, and rendering 
efficiency. However, research has adopted a double-layer 
structure to model virtual humans, and future research can 
adopt more accurate skeleton extraction algorithms. The study 
did not involve changes in the muscles of the characters, nor 
did it simulate facial expressions and expressions, which can 
be a focus of future research work. 

VI. SYMBOL INDEX 
All conforming explanations in the text are shown in 

Table II. 

TABLE II. INTERPRETATION OF SYMBOLS USED IN THE STUDY 

Notation Interpretations 

3DVCA 3D Virtual Character Animation 

3DVHM 3D Virtual Human Model 

SMA Skinned Mesh Algorithm 

EBB Extended Bounding Box 

HBPA Heat Balance Principle Algorithm 

HBW Hand brush weight 

DQBS Dual Quaternion Blending Skinning 

SA-PBD Skinning Algorithm Based on Position-Based 
Dynamics 

SHSD Spherical Hybrid Skinning Deformation Algorithm 

ROC Receiver Operating Characteristic 

LBS Linear Blending Skinning 
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Abstract—In this innovative exploration, "Applying 

Computer Vision Techniques in STEM-Education Self-Study," 

the research delves into the transformative intersection of 

advanced computer vision (CV) technologies and self-directed 

learning within Science, Technology, Engineering, and 

Mathematics (STEM) education. Challenging traditional 

educational paradigms, this study posits that sophisticated CV 

algorithms, when judiciously integrated with modern educational 

frameworks, can profoundly augment the efficacy of self-study 

models for students navigating the increasingly intricate STEM 

curricula. By leveraging state-of-the-art facial recognition, object 

detection, and pattern analysis, the study underscores how CV 

can monitor, analyze, and thereby enhance students' engagement 

and interaction with digital content, a pioneering stride that 

addresses the prevalent disconnect between static study materials 

and the dynamic nature of learner engagement. Furthermore, the 

research illuminates the critical role of CV in generating 

personalized study roadmaps, effectively responding to 

individual learner's behavioral patterns and cognitive absorption 

rhythms, identified through meticulous analysis of captured 

visual data, thereby transcending the one-size-fits-all educational 

approach. Through rigorous qualitative and quantitative 

research methods, the paper offers groundbreaking insights into 

students' study habits, proclivities, and the nuanced obstacles 

they face, facilitating the creation of responsive, adaptive, and 

deeply personalized learning experiences. Conclusively, this 

research serves as a clarion call to educators, technologists, and 

policy-makers, emphatically demonstrating that the thoughtful 

application of computer vision techniques not only catalyzes a 

more engaging self-study landscape but also holds the latent 

potential to revolutionize the holistic STEM education ecosystem. 

Keywords—Load balancing; machine learning; server; 

classification; software 

I. INTRODUCTION 

In the rapidly evolving educational landscape, traditional 
teaching methodologies are incessantly being re-evaluated and 
challenged, particularly in Science, Technology, Engineering, 
and Mathematics (STEM) disciplines. The advent of digital 
technology has reshaped pedagogical strategies, heralding new 
approaches like self-directed learning, which has gained 
prominence for fostering students' autonomy and responsibility 
in the learning process [1]. However, maximizing the efficacy 
of self-study in STEM education requires addressing intrinsic 

complexities and diverse student engagement methodologies 
[2]. This research aims to bridge this gap by harnessing 
computer vision (CV) techniques, offering a transformative 
perspective on enhancing self-study's effectiveness in STEM 
education. 

STEM fields, inherently multifaceted and dynamic, demand 
educational approaches that not only convey complex concepts 
but also adapt to individual cognitive styles and paces [3]. 
Traditional self-study, while offering flexibility, often falls 
short of this adaptability, leading to learner frustration and sub-
optimal learning outcomes [4]. Computer vision's potential in 
education, particularly in monitoring and responding to student 
engagement and facilitating personalized learning trajectories, 
remains largely underexplored [5]. 

Computer vision, a field that grants computers a high-level 
understanding of digital images and videos, is traditionally 
aligned with applications in security, surveillance, and 
detection [6-7]. However, its implications extend profoundly 
into educational realms. Through detailed visual data analysis, 
CV holds the promise of decoding student engagement 
patterns, providing educators with nuanced insights into the 
often imperceptible aspects of self-study behaviors that either 
catalyze or hinder learning. This research pivots around the 
innovative application of CV in capturing and analyzing these 
intricate behavioral nuances, thereby guiding the development 
of more responsive and adaptive self-directed learning models. 

Integrating CV into education, especially within STEM, 
poses unique challenges and opportunities. The precision 
required in STEM subjects translates to the necessity for 
educational resources to adapt in real-time to students’ 
understanding, ensuring concepts are neither misinterpreted nor 
oversimplified [8]. By employing CV techniques, such as 
facial recognition and object detection, it becomes feasible to 
analyze students' interaction with educational content, thereby 
tailoring materials and study paths that resonate with individual 
learning approaches, an advancement far beyond the 
capabilities of traditional educational software [9]. 

Moreover, the role of CV in tracking and analyzing 
engagement brings a new dimension to educators' 
understanding of student performance. Conventional 
assessment methods offer only summative feedback, often 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 1, 2024 

820 | P a g e  

www.ijacsa.thesai.org 

neglecting the formative aspects of a learner's journey [10]. 
Through continuous and non-intrusive monitoring, CV 
provides a wealth of formative feedback, empowering 
educators to make informed, timely interventions and students 
to gain awareness of their learning habits. 

Significantly, the ethical considerations of utilizing CV in 
education are paramount, entailing careful navigation. Privacy 
concerns, data security, and the consent of the involved parties 
are crucial factors that educators and technologists must 
prioritize. Establishing robust ethical protocols and transparent 
operational guidelines ensures the responsible use of CV in 
educational settings, safeguarding participants' fundamental 
rights while harnessing technology's benefits [11]. 

In light of the above, this study ventures into an 
interdisciplinary examination of how CV can revolutionize 
self-study within STEM education. It builds on existing 
literature that outlines the theoretical frameworks of self-
directed learning and delves into empirical evidence supporting 
the integration of advanced technologies in education [12]. By 
establishing a symbiotic relationship between CV technology 
and educational pedagogy, this research underscores a forward-
thinking approach to cultivating STEM competencies, 
proposing a model that respects individual cognitive 
differences and celebrates personalized educational journeys. 

Through this paper, we invite educators, technologists, and 
policy-makers to envision a future where technology and 
education converge to offer enriched, student-centric learning 
experiences. By navigating the technical, pedagogical, and 
ethical terrains of this integration, we aim to construct a 
comprehensive understanding that could fundamentally 
transform the way STEM education perceives and leverages 
self-study. 

II. RELATED WORKS 

The synthesis of technology and education, especially in 
self-directed STEM learning, has instigated a plethora of 
research, with various studies corroborating the transformative 
potential of integrating advanced technological frameworks, 
such as computer vision (CV), into educational models. These 
scholarly pursuits, encompassing a diverse range of insights 
and findings, lay the groundwork for understanding the 
trajectory and implications of utilizing CV in self-regulated 
learning environments. 

Starting with the broader impacts of technology in 
education, studies have indicated a paradigm shift in 
instructional strategies, emphasizing the need for more learner-
centric approaches facilitated by technology [13]. In the 
context of STEM education, researchers have highlighted the 
necessity for innovative methods that cater to enhancing 
students' critical thinking and problem-solving skills, proposing 
that digital technologies can bridge the gap between theoretical 
knowledge and practical application [14]. 

The concept of adaptive learning, pivotal to this discussion, 
leverages technology to tailor educational experiences to 
individual needs. One study [15] provide insights into adaptive 
learning systems' role in promoting cognitive growth, arguing 
that these systems accommodate diverse learners' profiles, 
thereby fostering a more inclusive learning environment. 

However, the challenge remains in effectively tracking and 
interpreting individual learner interactions and responses in 
real-time, a gap that computer vision promises to address [16]. 

Computer vision’s foray into educational strategies marks a 
relatively new venture. Its application has been predominantly 
explored in surveillance, recognition systems, and user 
interaction tracking in various sectors [17]. Within educational 
research, studies have often circumscribed their focus to online 
learning environments, utilizing simple CV techniques for user 
log-in and basic interaction [18]. However, more nuanced 
applications of CV, such as emotion recognition, behavioral 
analysis, and engagement tracking, are emerging themes in 
contemporary literature [19]. 

Next study [20] delve into the potential of CV in 
recognizing and interpreting human emotions, an aspect crucial 
for personalizing learning experiences. They argue that 
emotional states play a significant role in learning efficiency, 
with certain emotional conditions favoring the absorption and 
retention of new information. Incorporating CV into 
educational platforms could thus allow for real-time adaptation 
based on learners' emotional cues, providing immediate 
feedback or altering content presentation to enhance learning 
efficacy [21]. 

Furthering the discourse on personalized learning, 
researchers have explored data-driven approaches. For 
example, [22] highlights the importance of learning analytics in 
understanding students' learning processes. They discuss how 
data obtained from students' digital footprints on learning 
platforms can inform more personalized and effective teaching 
strategies. This data-centric approach aligns with the 
capabilities of CV in capturing and analyzing extensive 
datasets of learner interactions and behaviors [23]. 

In the realm of self-directed learning, especially in online 
and digital contexts, maintaining student engagement and 
motivation is paramount. Studies by Chen, Lambert, and 
Guidry [24] underscore the challenge educators face in keeping 
students engaged with digital platforms. CV's potential to 
monitor visual cues and physical responses presents 
unprecedented opportunities for understanding and enhancing 
student engagement on a much finer, more personalized scale 
[25]. 

The integration of CV in education also extends to practical 
skill-based learning in STEM. For instance, research on 
laboratory learning indicates that CV can significantly enhance 
remote laboratory experiences, a critical component of STEM 
education. Gravier, Fayolle, Bayard, Ates, and Lardon [26] 
have explored these prospects, emphasizing that CV can 
facilitate more interactive and hands-on experiences in a virtual 
environment. 

Despite the promising advancements, the literature 
consistently echoes the ethical implications of employing CV 
in educational settings. Privacy concerns, particularly with 
facial recognition and behavioral tracking, are prevalent [27]. 
Next research [28] stresses the need for robust privacy 
protection frameworks, emphasizing informed consent, data 
security, and transparency in how monitoring technologies are 
used in education. These considerations are crucial in ensuring 
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the ethical integrity of integrating any form of surveillance or 
tracking technology into learning environments. 

Conclusively, the body of work surrounding the integration 
of computer vision in education outlines a landscape ripe with 
potential yet requires careful navigation concerning ethical, 
technical, and pedagogical constraints. This research 
contributes to this ongoing scholarly dialogue, contextualizing 
the application of CV within the specific challenges and 
opportunities presented by self-directed STEM education [29-
32]. Through an interdisciplinary lens, this study seeks to build 
upon the foundations laid by existing literature [33-37], 
proposing an innovative convergence of CV technology and 
educational pedagogy to enhance the quality and effectiveness 
of self-study in STEM disciplines. 

III. MATERIALS AND METHODS 

In order to investigate the central research query, several 
"STEM Workshops: Python and Raspberry Pi Practical 
Activity" were organized as a precursor to the main 
experimental procedure. These preliminary sessions were 
instrumental in gathering the necessary data for the creation 
and subsequent validation of the RASEDS, directly 
contributing to the resolution of the initial research query. Once 
the efficacy of RASEDS was confirmed, the data derived from 
the system were harnessed to develop a predictive model for 
student performance in STEM subjects. Subsequently, this 
predictive mechanism was designed to suggest customizable 
learning resources, tailored to forecasted performance trends. 

Our research adopted a quasi-experimental design to ascertain 
whether introducing personalized educational resources, 
recommended through RASEDS, could significantly improve 
student involvement and confidence in STEM-related tasks, 
thereby providing comprehensive answers to the second and 
third research inquiries. The sequence of research activities is 
graphically represented in Fig. 1. 

To meticulously record the nuances of each learner's 
practical engagement, we strategically installed cameras to film 
their hands-on interaction with the educational materials, a 
critical component for the RASEDS's engagement detection 
mechanism. Care was taken in choosing camera perspectives 
that would clearly record the learners' hands and the 
instructional tools they used. Mindful of the ethical 
considerations when filming individuals, especially those 
underage, we established rigorous measures to secure informed 
consent from all attendees or their legal guardians (for those 
younger than 18. This measure was pivotal in maintaining 
ethical standards concerning the visual content that included 
identifiable participant imagery. 

In the aftermath of these sessions, we collected 4,515 
photographs. These were methodically divided into primary 
and secondary datasets, following an 80:20 split. 
Consequently, we allocated 3,612 photographs for initial 
training purposes and reserved 903 as a subsequent test 
collection. These images are integral to the training phase of 
the YOLOR model, representing a significant stride towards 
achieving our research's overarching goals. 

 
Fig. 1. Flowchart of the proposed system.
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Following the workshop's end, the participants showcased 
their STEM initiatives, firmly rooted in the Internet of Things 
(IoT) sphere. Utilizing the insights gained about sensors and 
coding principles throughout the workshop, the students 
embarked on devising creative approaches to tangible issues 
through the application of IoT. Their ventures spanned various 
concepts, from intelligent domestic setups and energy-saving 
configurations to automated methods promoting greener 
lifestyles and operational spaces. 

Upon the conclusion of the project presentations, each was 
subjected to a thorough analysis conducted by two 
connoisseurs within the STEM domain. The assessment 
protocol was grounded in the principles specified by the 
Creative Product Analysis Matrix (CPAM) approach, 
involving three broad categories and nine evaluative markers, 
elaborately itemized in Table I. This technique of appraisal, 
validated in its efficacy by Besemer in 1998, guaranteed an 
exhaustive and precise examination of the students' endeavors. 

TABLE I.  DIALOG TESTS IN CLASSROOM 

Scale Indicator 

Novelty Original 

 Amazing 

Resolution Valuable 

 Useful 

 Understandable 

Synthesis Organic 

 Elegant 

 Good 

Evaluation was carried out utilizing a five-point Likert 
scale, enabling a detailed interpretation of each project's merits 
and areas for improvement. The consistency of scoring 
between the two experts was confirmed, with a correlation 
coefficient marking between 0.68 and 0.84. This high degree of 
concordance underscored the substantial agreement in their 
assessments, bolstering the integrity of the evaluation phase. 
Such a metric reinforced the consistency and trustworthiness of 
the ratings given, laying a dependable groundwork for the 
authentic data essential for substantiating the predictive model 
of STEM learning outcomes. 

In response to the intricate and ever-evolving facets of 
STEM activity-based learning, we pioneered a system known 
as the Real-time Automated STEM Engagement Detection 
System. This system is designed to autonomously and 
instantaneously gauge students' engagement levels. At its core, 
RASEDS utilizes cutting-edge object detection, particularly the 
YOLOR method, to pinpoint the presence of students' hands 
and all associated educational materials engaged during the 
tasks. This interaction between the students' hands and the 
educational tools is documented, reflecting direct insights into 
the students' immediate actions. These consequential behaviors 
are then aligned with the parameters set by the ICAP 
framework, serving as a robust metric for evaluating student 
engagement throughout STEM-centric tasks. 

This study engages with the SHAP (SHapley Additive 
exPlanations) methodology, an advanced technique within the 
realm of interpretable artificial intelligence, to critically 
analyze the contributory features inherent in the academic 
performance prediction model. Concurrently, an intriguing 
observation emerges from the C1 cohort, exhibiting a marginal 
enhancement in predictive accuracy relative to the established 
baseline, which is preliminarily set at 50%. This nuanced 
increment, albeit minimal, signals a critical inference: the 
interactive dynamics encapsulated within the online classroom 
environment exert a relatively insubstantial influence on the 
academic trajectories associated with non-STEM coursework. 
This revelation underscores the necessity for a differential 
pedagogical approach, potentially customized to the distinct 
educational exigencies of STEM and non-STEM curricula. 

IV. EXPERIMENTAL RESULTS 

A. Evaluation of Emotional Expression of Students 

We implemented a quasi-experimental approach to 
investigate the impact of using RASEDS for recommending 
adaptive learning materials in STEM education, particularly in 
enhancing student engagement and self-confidence. This 
experiment was integrated into the 'Networks Embedded 
System and Application' course, spanning two academic terms. 
While students undertook the course independently, 
collaboration and dialogue were encouraged during the project 
development phase. Emphasizing IoT and AI, the course 
required students to leverage their understanding of both 
software and hardware to devise solutions for real-world 
challenges, thereby resonating with the fundamental tenets of 
STEM education (see Fig. 2). 

The experimental phase of the study was meticulously 
structured and spanned duration of seven weeks. This phase 
was critically segmented into two distinct assessment periods, 
wherein participants from diverse groups were engaged in 
comprehensive evaluations. The primary objective of these 
assessments was to ascertain and quantify two fundamental 
dimensions: the degree of participant involvement and the 
perception of personal competence. 

At the outset of the experimental phase, in the first week, 
an initial assessment was conducted. This preliminary 
evaluation served as a baseline measurement, establishing the 
initial state of participant engagement and their self-assessed 
competence. This was crucial for providing a reference point 
against which any subsequent changes could be measured. The 
initial assessment was designed to be comprehensive, ensuring 
that all relevant aspects of involvement and personal 
competence were adequately captured. 

As the program progressed, participants continued their 
engagement in the designed activities and interventions. This 
progression was systematically documented and is visually 
represented in Fig. 3 of the study. The figure illustrates the 
temporal flow of the program, marking key milestones and the 
transition from the initial to the final stages. 
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Fig. 2. STEM education process in Application 

 

Fig. 3. Pretest and posttest engagements of self-efficacy. 
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In the concluding phase of the program, during the fifth 
week, a final assessment was conducted. This assessment 
mirrored the initial one in structure but aimed to capture the 
evolved state of participant involvement and competence. The 
comparison between the initial and final assessments was 
pivotal in determining the effectiveness of the program. It 
enabled the researchers to quantify the changes in the levels of 
involvement and personal competence, attributing these 
changes to the interventions and activities experienced by the 
participants. 

In summary, the experimental phase, with its well-defined 
and strategically placed assessments, provided a robust 
framework for evaluating the impact of the program on 
participant involvement and personal competence. The 
assessments, anchored at the beginning and end of the 
program, offered critical insights into the developmental 
trajectory of the participants, as detailed in Fig. 3. 

The outcomes derived from the confusion matrix, presented 
in Fig. 4, enable the computation of precision, recall, and F1 
score for each category of engagement as detected by 
RASEDS. In the realm of machine learning model evaluation, 
a confusion matrix serves as a pivotal tool, offering nuanced 
insights into the classification prowess of a model across 
various categories [38]. The presented matrix delineates the 
performance of a classifier in segregating data into five distinct 
classes: Interactive, Constructive, Active, Passive, and Other. 
The matrix's structure, with rows representing actual classes 
and columns depicting predicted classes, provides a 
comprehensive view of both the model's accuracy and its errors 
in classification. 

 
Fig. 4. Experimental results. 

A closer inspection of the matrix reveals intricate details 
about the model's performance. For the 'Interactive' class, there 
is a prominent diagonal element of 81, indicative of a high rate 
of correct predictions. However, there is a noticeable 
misclassification with the 'Passive' and 'Constructive' 
categories, as evidenced by the presence of 8 and 4 instances, 

respectively, in these columns. This pattern suggests a certain 
level of ambiguity or overlap in the defining characteristics of 
these classes as interpreted by the model. 

The 'Constructive' class exhibits impressive prediction 
accuracy, with 89 instances correctly classified. Nonetheless, 
there are marginal confusions with the 'Interactive', 'Active', 
and 'Passive' classes, albeit to a lesser extent than observed in 
the 'Interactive' class. This points to a generally robust model 
performances in this category, with room for improvement in 
differentiating finer nuances between certain classes. 

For the 'Active' and 'Passive' classes, the model 
demonstrates commendable predictive accuracy, as indicated 
by 91 and 87 correct predictions, respectively. 
Misclassifications in these categories are relatively lower, 
suggesting that the model effectively captures the distinct 
features of these classes. The 'Other' category, with a high 
correct prediction count of 91, confirms the model's capacity to 
accurately identify instances that do not conform to the primary 
classes. 

In sum, the confusion matrix provides an invaluable 
quantitative assessment of the model's classification abilities, 
highlighting areas of strength and pinpointing aspects that 
warrant further refinement [39]. Through this detailed analysis, 
researchers can gain a profound understanding of the model's 
behavior across varied classifications, guiding targeted 
improvements in its predictive accuracy. 

Intricately woven into this analysis are six pivotal variables, 
each derived from a comprehensive aggregation of the absolute 
values of corresponding interactive or emotional metrics within 
a specific interactive phase. For instance, the variable 
'summary_interaction' is computed by summing the absolute 
SHAP values of various interactive categories during the 
summary stage, represented formulaically as: 
summary_interaction = |ics| + |ims| + |ios| + |ccs| + |cms| + |cos|. 
Analogously, 'summary_emotion' encapsulates the emotional 
undertones of the summary phase, calculated as: 
summary_emotion = |ips| + |cps| + |ins| + |cns|. 

V. DISCUSSION 

In this study, a comprehensive literature review was 
conducted, focusing on the application of machine learning and 
computer vision techniques across various domains, as cited in 
references [40-42]. These techniques have been noted for their 
diverse utility, ranging from healthcare to educational 
applications. Building on this foundation, the current study 
specifically applies machine learning and computer vision 
methods within the realm of STEM education, aiming to 
explore and expand the educational potential of these 
innovative technologies. 

In the context of STEM education, the integration of 
computer vision and machine learning (ML) offers 
transformative potential [43-45]. This research paper has 
explored how these technologies can be leveraged to enhance 
self-study methodologies in STEM subjects, with a focus on 
personalized learning, engagement, and improved learning 
outcomes. 
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Personalization of Learning: One of the most significant 
contributions of ML in STEM education is the ability to tailor 
educational content to individual students' needs. By analyzing 
student performance and learning behaviors, ML algorithms 
can adaptively modify the curriculum, presenting topics in a 
manner that aligns with each student's unique learning style 
and pace. This personalization is crucial in self-study 
environments, where learners often lack the direct guidance of 
an instructor. 

Enhanced Engagement through Computer Vision: The 
application of computer vision in educational tools has been 
shown to increase student engagement. By incorporating 
interactive visual elements and real-time feedback systems, 
computer vision can make abstract STEM concepts more 
tangible and comprehensible. This visual interactivity is 
particularly effective in self-study scenarios, keeping students 
motivated and engaged in the absence of traditional classroom 
dynamics. 

Data-Driven Insights: ML algorithms provide valuable 
insights into student learning patterns, identifying areas of 
difficulty and success. This data can inform the design of 
future educational content, ensuring that it addresses common 
challenges and reinforces key concepts. In self-study, these 
insights become crucial for students to monitor their progress 
and for educators to understand the efficacy of the learning 
material. 

Overcoming Challenges: Despite the advantages, the 
integration of computer vision and ML in STEM education is 
not without challenges. Concerns regarding data privacy, the 
digital divide, and the need for robust and unbiased algorithms 
are paramount. Ensuring that these technologies are accessible 
and equitable for all students, regardless of background or 
resources, is essential for their successful implementation in 
educational settings. 

Future Directions: Looking forward, the continued 
development and refinement of ML and computer vision 
technologies promise even greater advancements in STEM 
education. The potential integration of augmented reality (AR) 
and virtual reality (VR) technologies, combined with ML-
driven personalized learning paths, could revolutionize the way 
STEM subjects are taught and learned. Additionally, the 
ongoing improvement of algorithmic transparency and fairness 
will be crucial in ensuring that these technologies serve all 
students effectively. 

In conclusion, the application of computer vision and 
machine learning in STEM-education self-study represents a 
significant step forward in educational technology. These tools 
offer the potential for highly personalized, engaging, and 
effective learning experiences. However, careful attention must 
be paid to the challenges and ethical considerations that come 
with the implementation of such advanced technologies. As the 
field progresses, continuous evaluation and adaptation will be 
necessary to fully realize the benefits of these innovations in 
STEM education. 

VI. CONCLUSION 

This study's journey into the realms of advanced 
technology's application within educational settings, 

particularly through the Real-time Automated STEM 
Engagement Detection System (RASEDS), unveils new 
horizons in STEM-related pedagogies. The evidence presented 
underscores the potential of such innovative intersections 
between technology and education, where systems like 
RASEDS are not mere analytical tools but catalysts for 
transformative educational experiences. The ability of 
RASEDS to discern engagement levels accurately heralds a 
future where learning can be genuinely individualized, 
responding in real-time to students' engagement fluctuations. 
Moreover, the observed enhancement in self-efficacy among 
learners signals a profound impact on learners’ psychological 
resources, potentially influencing their academic trajectories 
and career paths in STEM fields. 

However, the journey does not conclude here. While the 
findings affirm the positive trajectories, they also cast light on 
the complexities and multi-dimensional challenges within 
technology-integrated education. Future research needs to 
navigate these sophisticated dynamics, including the nuanced 
understanding of engagement and self-efficacy, ethical 
considerations surrounding data security, and the psychological 
safety of learners. Furthermore, pedagogical strategies must 
evolve in tandem with these technological advancements, 
ensuring that human-centric learning remains at the core of 
educational endeavors. As we stand on the brink of this new 
era, the responsibility is collective—educators, technologists, 
policymakers, and researchers must collaborate to ensure these 
innovations are harnessed responsibly, ethically, and with the 
holistic development of learners in mind. 
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Abstract—Automated fruit sorting plays a crucial role in 

smart agriculture, enabling efficient and accurate classification 

of fruits based on various quality parameters. Traditionally, rule-

based and machine-learning methods have been employed for 

fruit sorting, but in recent years, deep learning-based approaches 

have gained significant attention. This paper investigates deep 

learning methods for fruit sorting and justifies their prevalence 

in the field. Therefore, it is necessary to address these limitations 

and improve the effectiveness of CNN-based fruit sorting 

methods. This research paper presents a comprehensive analysis 

of CNN-based methods, highlighting their strengths and 

limitations. This analysis aims to contribute to advancing 

automated fruit sorting in smart agriculture and provide insights 

for future research and development in deep learning-based fruit 

sorting techniques. 

Keywords—Smart agriculture; automated fruit sorting; deep 

learning; Convolutional Neural Network (CNN); analysis  

I. INTRODUCTION  

Automated fruit sorting has emerged as a promising 
technology in the field of smart agriculture, revolutionizing the 
way fruits are cultivated, harvested, and processed [1, 2]. These 
technologies integrate advanced sensing, data analytics, and 
automation techniques to improve productivity, efficiency, and 
quality in fruit production and processing [3, 4]. Automated 
fruit sorting plays a vital role in the post-harvest stage, 
ensuring accurate and efficient classification of fruits based on 
various quality parameters such as size, color, shape, and 
ripeness [5]. One of the key components of automated fruit 
sorting systems is video-based fruit sorting [6], which utilizes 
computer vision and image processing techniques to analyze 
visual information and make real-time applications [7, 8]. 

Video-based fruit sorting has gained significant attention 
due to its non-destructive nature, high-speed operation, and 
ability to handle a large volume of fruits [9, 10]. This approach 
involves capturing video footage of fruits from multiple angles 
and utilizing computer vision algorithms to extract relevant 
features for classification. By analyzing the visual 
characteristics of fruits, video-based sorting systems can 
accurately classify them into different categories, ensuring 
consistent quality and reducing manual labor. 

In recent years, there have been remarkable advancements 
in video-based fruit sorting systems driven by the rapid 
progress in computer vision, machine learning, and deep 
learning techniques [10, 11]. These technologies have enabled 
the development of more sophisticated and efficient algorithms 
for fruit classification, leading to improved accuracy and speed 

in sorting operations [12, 13]. Deep learning, in particular, has 
shown great potential in fruit sorting applications, leveraging 
its ability to learn discriminative features from large-scale data 
automatically. 

Deep learning-based approaches have demonstrated 
superior performance in various computer vision tasks, and 
fruit sorting is no exception [14, 15]. Convolutional Neural 
Networks (CNNs) have emerged as a popular choice for fruit 
classification due to their ability to extract hierarchical features 
from images [10, 16, 17]. The context of the CNNs, significant 
features are automatically learned during the training process 
[18]. CNNs automatically identify and extract relevant patterns 
and features from input data through convolutional layers, 
optimizing the network's parameters to minimize the difference 
between predicted and actual target labels. Additionally, 
Recurrent Neural Networks (RNNs) and hybrid models 
combining CNNs and RNNs have been explored to capture 
spatial and temporal information in video-based fruit sorting. 

Although significant progress has been made in deep 
learning-based fruit sorting, there are still some limitations and 
research gaps that need to be addressed. Firstly, the lack of 
annotated datasets specific to fruit sorting poses challenges for 
training and evaluating deep learning models. Secondly, the 
generalization and robustness of deep learning models across 
different fruit types and environmental conditions need to be 
investigated further. Finally, the computational complexity and 
deployment feasibility of deep learning models in real-world 
fruit sorting systems requires careful consideration. 

Therefore, this review paper aims to address these research 
gaps and present an in-depth investigation and analysis of deep 
learning methods for fruit sorting. By conducting this 
investigation, we aim to shed light on the potential of deep 
learning methods in improving the efficiency, accuracy, and 
scalability of automated fruit sorting systems, contributing to 
the advancement of smart agriculture and post-harvest 
technologies. The contributions of this study are three-fold:  

1) A comprehensive review of the most recent deep 

learning-based approaches for fruit sorting, highlighting their 

strengths and limitations;  

2) An analysis of current research gaps and challenges in 

CNN-based methods;  

3) Addressing potential strategies and future directions to 

overcome these challenges and advance the field of deep 

learning-based fruit sorting. 
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II. RELATED WORKS 

This section provides related works focusing on grading 
and sorting fruit using machine learning and deep learning-
based approaches.  

Patil et al. [19] focus on the grading and sorting technique 
of dragon fruits using machine learning algorithms. The study 
explores the application of machine learning algorithms, 
specifically support vector machine (SVM) and random forest, 
for grading and sorting dragon fruits based on their quality 
attributes. The findings demonstrate that both SVM and 
random forest models achieved high accuracy in classifying the 
dragon fruits into different grades. However, the study also 
highlights certain limitations, such as the need for a large and 
diverse dataset to improve the models' performance and the 
challenges of integrating the grading and sorting system into an 
automated production line. This research contributes to the 
development of efficient grading and sorting techniques for 
dragon fruits using machine-learning algorithms while also 
acknowledging the areas that require further exploration and 
improvement. 

Gill and Khehra [20] focused on fruit image classification 
using deep learning techniques. The study aims to develop an 
accurate and efficient system for automatically classifying 
fruits based on their images. The researchers employ deep 
learning models, such as convolutional neural networks 
(CNNs), to extract meaningful features from fruit images and 
train classification models. The findings demonstrate the 
effectiveness of deep learning in accurately identifying 
different types of fruits, achieving high classification accuracy. 
The proposed system has practical applications in fruit sorting 
and quality control processes, enabling faster and more reliable 
classification compared to traditional methods. Overall, this 
research contributes to the field of automated fruit 
classification using deep learning, showcasing the potential of 
this approach in various fruit-related industries. 

Kumar and Parkavi [21] provided a comprehensive review 
of the quality grading of fruits and vegetables using image 
processing techniques and machine learning. The study 
examines various image processing methods, such as color 
analysis, texture analysis, and shape analysis, and discusses 
their applications in assessing the quality attributes of fruits 
and vegetables. Machine learning algorithms, including 
support vector machine (SVM), random forest, and artificial 
neural networks (ANN), are investigated for automated quality 
grading. The findings highlight the effectiveness of image 
processing techniques coupled with machine learning in 
accurately grading fruits and vegetables based on their quality 
parameters. However, the paper also recognizes certain 
limitations, such as the need for robust and diverse datasets, 
standardized grading criteria, and real-time implementation 
challenges. This review serves as a valuable resource for 
researchers and practitioners in the field of automated fruit and 
vegetable quality grading while emphasizing the areas that 
require further research and development to overcome the 
existing limitations. 

Chakraborty et al. [22] presented the development of a real-
time automatic citrus fruit grading and sorting machine using a 
computer vision-based adaptive deep learning model. The 

study aims to improve the efficiency and accuracy of citrus 
fruit grading by leveraging advanced machine-learning 
techniques. The findings demonstrate that the proposed system, 
equipped with an optimized deep learning model, achieves 
high accuracy in grading citrus fruits based on quality 
attributes such as size, color, and shape. The system effectively 
handles various challenges encountered in citrus fruit grading, 
such as variations in fruit appearance and lighting conditions. 
However, the paper also acknowledges certain limitations, 
including the need for a large and diverse dataset to enhance 
the model's performance further. This research contributes to 
the development of a practical and efficient citrus fruit grading 
system while highlighting the potential for further 
advancements and improvements in deep learning-based 
approaches for fruit sorting applications. 

III. METHODOLOGY 

With the continuous advancements in Convolutional Neural 
Network (CNN) architectures and the availability of well-
annotated fruit datasets, CNN-based frameworks have emerged 
as valuable tools for automating fruit sorting processes across 
various industries, including agriculture, food processing, and 
packaging. 

In this research study, we focus on the evaluation and 
analysis of existing CNN-based approaches for fruit disease 
detection. We specifically investigate the performance of 
popular CNN frameworks, namely DenseNet, InceptionV3, 
ResNet, VGGNet, Xception, MobileNet, NASNet, 
EfficientNet, and SqueezeNet. To achieve this, we conduct 
extensive experiments using these models and collect the 
resulting performance metrics. In addition to our experiments, 
we gather data from previously published research works to 
augment our analysis. We extract performance measurements 
such as sensitivity, specificity, and accuracy from these studies. 
By incorporating a diverse range of sources, we aim to provide 
a comprehensive overview of the effectiveness of CNN-based 
approaches in fruit disease detection. For the dataset, this study 
uses Fruits 360. The Fruits 360 is a large-scale dataset of 
images containing fruits and vegetables, which can be used for 
various computer vision tasks such as classification, 
segmentation, and detection. The dataset consists of 90380 
images of 131 different types of fruits and vegetables, with 
each image having a size of 100x100 pixels. 

A. CNN based Methods 

This study focuses on exploring and analyzing the 
effectiveness of CNN-based approaches for automated fruit 
sorting. Extensive experiments are conducted to evaluate the 
performance of various models, and the results are carefully 
gathered and analyzed. Additionally, valuable insights are 
gathered from previously published research works, where 
performance measurements based on sensitivity, specificity, 
and accuracy metrics are collected and compared. By 
examining experimental findings and existing literature, this 
study aims to provide comprehensive insights into the 
effectiveness and potential of CNN-based methods for 
automated fruit-sorting applications. 

1) ResNet: ResNet, short for Residual Neural Network, is 

a deep learning architecture that revolutionized image 
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classification tasks, including automated fruit sorting [23]. 

ResNet introduces skip connections that allow the network to 

learn residual mappings, making it easier to train deeper 

networks [24]. This architecture helps in overcoming the 

degradation problem in very deep networks and enables the 

accurate classification of fruits based on their visual 

characteristics. Fig. 1 shows the structure of the ResNet 

model. 

2) InceptionV3: InceptionV3 is a widely used deep 

convolutional neural network architecture for automated fruit 

sorting. It employs a combination of 1x1, 3x3, and 5x5 

convolutional filters to capture various scales of features in the 

input images [26]. InceptionV3's inception modules efficiently 

capture both local and global patterns, allowing for accurate 

classification and identification of fruit types (see Fig. 2). 

3) VGGNet: VGGNet is a classic deep convolutional 

neural network architecture that has been applied to automated 

fruit sorting. It consists of multiple convolutional layers with 

small receptive fields, followed by fully connected layers [28]. 

VGGNet's uniform architecture and deeper network depth 

allow it to capture intricate visual features, leading to robust 

fruit classification and sorting capabilities (see Fig. 3). 

4) DenseNet: DenseNet is another deep learning 

architecture commonly utilized in fruit sorting tasks. 

DenseNet introduces dense connections, where each layer is 

directly connected to every other layer in a feed-forward 

fashion [30]. These dense connections enable feature reuse 

and encourage gradient flow, resulting in more efficient and 

accurate classification of fruits based on their attributes (see 

Fig. 4). 

5) MobileNet: MobileNet is a lightweight deep-learning 

architecture designed for mobile and resource-constrained 

devices. It employs depth-wise separable convolutions to 

reduce the computational cost while preserving accuracy [32]. 

MobileNet-based models are efficient for fruit sorting 

applications where computational resources are limited (see 

Fig. 5). 

6) NASNet: NASNet, short for Neural Architecture Search 

Network, is an architecture discovered using neural 

architecture search techniques. It automatically searches for 

optimal network architectures for fruit sorting, resulting in 

highly efficient and accurate models [34]. NASNet-based 

models can adapt to different fruit sorting tasks by 

automatically learning the optimal network structure (see Fig. 

6). 

 

Fig. 1. The structure of ResNet [25]. 

 

Fig. 2. Inception V3 structure [27]. 
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Fig. 3. The structure of VGGNet [29]. 

 

Fig. 4. The structure of DenseNet [31]. 

 

Fig. 5. The structure of MobileNet [33]. 
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Fig. 6. Two structures of NASNet [35]. 

 

Fig. 7. The structure of EfficientNet [36]. 

 

Fig. 8. The structure of SqueezeNet [39]. 
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7) EfficientNet: EfficientNet is a family of deep learning 

models that achieve state-of-the-art performance with 

significantly fewer parameters and computational resources. 

These models employ a compound scaling method that 

balances model depth, width, and resolution to achieve 

optimal performance [15, 34]. EfficientNet-based models 

provide excellent accuracy and efficiency for automated fruit 

sorting tasks (see Fig. 7). 

8) SqueezeNet: SqueezeNet is a lightweight deep-learning 

architecture that achieves high accuracy with a reduced 

number of parameters. It utilizes fire modules, which consist 

of both 1x1 and 3x3 filters, to efficiently capture and process 

fruit image features [37, 38]. SqueezeNet is particularly 

suitable for resource-constrained environments while 

maintaining competitive performance in fruit sorting (see Fig. 

8). 

B. Performance Measurements 

In CNN-based fruit sorting, performance measurements 
such as sensitivity, specificity, and accuracy play a crucial role 
in evaluating the effectiveness of the models. These metrics are 
derived from the concepts of True Positive (TP), False 
Negative (FN), True Negative (TN), and False Positive (FP). 
The definitions of these metrics are as follows: 

True Positive (TP): It represents the number of correctly 
classified positive instances, i.e., the number of diseased fruits 
correctly identified by the CNN model. 

False Negative (FN): It refers to the number of positive 
instances that were incorrectly classified as negative, i.e., the 
number of diseased fruits that were wrongly identified as 
healthy or undetected by the CNN model. 

True Negative (TN): It represents the number of correctly 
classified negative instances, i.e., the number of healthy fruits 
correctly identified by the CNN model. 

False Positive (FP): It refers to the number of negative 
instances that were incorrectly classified as positive, i.e., the 
number of healthy fruits that were wrongly identified as 
diseased by the CNN model.  

Based on these definitions, we can calculate the following 
performance measurements, Sensitivity (True Positive Rate or 
Recall):  

Sensitivity measures the proportion of correctly classified 
positive instances out of all the actual positive instances. It 
indicates the model's ability to detect and classify diseased 
fruits accurately. 

Specificity (True Negative Rate): Specificity measures the 
proportion of correctly classified negative instances out of all 
the actual negative instances. It evaluates the model's ability to 
accurately identify healthy fruits without misclassifying them 
as diseased. 

Accuracy: Accuracy represents the overall correctness of 
the model's predictions by calculating the proportion of 
correctly classified cases, positive and negative, out of the total 
number of cases. The corresponding equations for sensitivity, 
specificity and accuracy are as follows: 

                             

                             

                                           

IV. ANALYSIS OF CNN-BASED METHODS 

In this section, a performance analysis of CNN-based 
frameworks is presented. We have chosen the widely adopted 
CNN frameworks, namely DenseNet, InceptionV3, ResNet, 
VGGNet, Xception, MobileNet, NASNet, EfficientNet, and 
SqueezeNet models. To thoroughly investigate their 
performance, we conducted a series of comprehensive 
experiments and meticulously collected the corresponding 
results. Additionally, we gathered relevant data from 
previously published research works, which provided valuable 
insights into the models' performance. The performance 
measurements were evaluated using sensitivity, specificity, and 
accuracy metrics, enabling a robust assessment of the models' 
capabilities. Specificity, sensitivity, accuracy, and associated 
metrics such as true positive (TP), true negative (TN), false 
positive (FP), and false negative (FN) are considered as the 
most popular and fundamental metrics for technical analysis 
and performance measurement, particularly in classification 
tasks such as automated fruit sorting using CNN-based models. 

The sensitivity values provide insights into how well each 
CNN-based method can identify diseased fruits, a critical 
aspect of fruit sorting for disease detection. Sensitivity is 
particularly relevant in applications where minimizing false 
negatives is essential, ensuring that diseased fruits are not 
overlooked. 

As shown in Fig. 9, we observe that EfficientNet 
demonstrates the highest sensitivity value of 0.93, indicating its 
strong capability to identify diseased fruits accurately. 
InceptionV3 follows closely with a sensitivity of 0.92, 
highlighting its effectiveness in detecting diseased instances. 
Xception and ResNet also show notable sensitivity values of 
0.91 and 0.9, respectively. 

DenseNet and NASNet have sensitivity values of 0.89 and 
0.9, respectively, indicating their ability to capture most of the 
diseased fruits but with a slightly lower performance compared 
to the aforementioned methods. VGGNet has a sensitivity of 
0.88, while MobileNet and SqueezeNet have lower sensitivities 
of 0.87 and 0.85, respectively. 

Based on these sensitivity values, it can be inferred that 
EfficientNet, InceptionV3, Xception, and ResNet exhibit 
relatively higher performance in correctly identifying diseased 
fruits. These models are likely to be more reliable in fruit 
disease detection applications. 
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Fig. 9. Analysis of CNN methods based on sensitivity metric. 

 

Fig. 10. Analysis of CNN methods based on specificity metric. 

In fruit sorting applications, a high specificity value is 
desirable as it ensures that healthy fruits are correctly 
recognized and avoids misclassifying them as diseased. These 
specificity values help in evaluating the performance of 
different CNN-based methods and can guide the selection of 
appropriate models for fruit sorting tasks. These specificity 
values represent the proportion of correctly classified negative 
cases (healthy fruits) out of all the actual negative cases. A 
higher specificity value indicates a better ability of the model 
to accurately identify healthy fruits without misclassifying 
them as diseased. 

Based on the specificity values provided in Fig. 10, we can 
observe that EfficientNet has the highest specificity (0.94), 

followed by InceptionV3, ResNet, Xception, and NASNet, 
which all have a specificity of 0.92. DenseNet, VGGNet, and 
MobileNet have a specificity of 0.91, while SqueezeNet has the 
lowest specificity at 0.88. These specificity values provide 
insights into the models' performance in accurately identifying 
healthy fruits in the fruit sorting process. A higher specificity 
indicates a lower chance of misclassifying healthy fruits as 
diseased, which is desirable for efficient fruit sorting 
applications. Therefore, among the methods listed, EfficientNet 
stands out with the highest specificity value of 0.94, indicating 
its strong capability to identify healthy fruits accurately. 
InceptionV3, ResNet, Xception, and NASNet also exhibit high 
specificity values of 0.92, highlighting their effectiveness in 
correctly classifying healthy fruits. 
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Fig. 11. Analysis of CNN methods based on accuracy rate. 

Inaccuracy measurement, Fig. 11 presents accuracy rates 
for different CNN-based methods used in a certain application. 
Accuracy measures the overall correctness of a model's 
predictions and represents the proportion of correctly classified 
instances (both positive and negative) out of the total instances. 

By analyzing the accuracy results, we observe that 
EfficientNet achieves the highest accuracy rate of 0.95, 
indicating its strong performance in accurately classifying 
diseased and healthy fruits. InceptionV3 follows closely with 
an accuracy of 0.94, suggesting its effectiveness in achieving 
correct predictions. ResNet, and Xception, models also exhibit 
high accuracy values of 0.93, highlighting their reliability in 
fruit classification tasks. 

DenseNet, VGGNet, and NASNet demonstrate an accuracy 
of 0.92, indicating similar performance in achieving correct 
classifications. MobileNet, with an accuracy of 0.91, performs 
slightly lower than the aforementioned methods. SqueezeNet, 
however, shows a lower accuracy of 0.89, suggesting it may 
not perform as well in accurately classifying fruit instances. 

Based on these accuracy values, EfficientNet stands out as 
the top-performing model, closely followed by InceptionV3, 
ResNet, and Xception. These models have demonstrated a 
higher capability to achieve accurate predictions and can be 
considered reliable choices for fruit classification tasks. 

As results, DenseNet's strength lies in its effective feature 
reuse and alleviation of the vanishing gradient problem through 
dense connectivity, enhancing parameter efficiency. 
InceptionV3 excels at capturing multi-scale features with its 
inception modules, suitable for diverse object recognition 
tasks, but its complex architecture may lead to longer training 
times. ResNet introduces residual connections, enabling the 
training of very deep networks, but its increased complexity 
may demand higher computational resources. VGGNet, with 
its simple and uniform architecture, performs well on image 
recognition tasks but is susceptible to overfitting. Xception 
efficiently employs depth-wise separable convolutions, though 

it may require more training data. MobileNet, designed for 
mobile and edge devices, balances accuracy and efficiency but 
may lack representation capacity. NASNet's use of neural 
architecture search enhances performance but demands 
significant computational resources. EfficientNet achieves high 
accuracy with improved parameter efficiency but may be 
computationally expensive to train. SqueezeNet's compact 
design prioritizes parameter efficiency for edge devices but 
may sacrifice some accuracy. These nuances in strengths and 
limitations provide insights into the trade-offs associated with 
each CNN-based framework, aiding informed choices for fruit 
sorting applications in smart agriculture. 

V. CONCLUSION 

This study emphasizes the importance of automated fruit 
sorting in smart agriculture and the growing significance of 
deep learning-based approaches in comparison to traditional 
methods. The need to address limitations in Convolutional 
Neural Network (CNN)-based fruit sorting methods is 
acknowledged, prompting the research paper to conduct a 
comprehensive analysis. This analysis aims to highlight both 
the strengths and limitations of CNN-based methods for fruit 
sorting, with the overarching goal of advancing automated fruit 
sorting in smart agriculture. By focusing on these features, the 
paper aims to provide valuable insights for future research and 
development, contributing to the continual improvement of 
deep learning-based fruit sorting techniques in the agricultural 
domain. This research study investigates the use of CNN-based 
frameworks for automating fruit sorting detection in industries 
such as agriculture, food processing, and packaging. The study 
focuses on evaluating popular CNN models, including 
DenseNet, InceptionV3, ResNet, VGGNet, Xception, 
MobileNet, NASNet, EfficientNet, and SqueezeNet. Through 
extensive experiments and analysis of performance metrics 
such as sensitivity, specificity, and accuracy, the study aims to 
provide a comprehensive understanding of the strengths and 
limitations of these models. The findings will contribute to the 
development of more accurate and reliable systems for fruit 
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sorting algorithms in agriculture, leading to improved 
efficiency and productivity in the industry. Directions for 
future works that can be pursued as investigating the 
effectiveness of ensemble methods in improving the 
performance of fruit sorting algorithms. By exploring ensemble 
techniques such as bagging, boosting, or stacking, researchers 
can examine how the combination of multiple CNN models 
can further improve the fruit sorting process. Another future 
work will focus on the real-time implementation and 
deployment of the CNN-based fruit sorting algorithms. While 
the current study evaluates the performance of different CNN 
models, their practical application in real-time sorting systems 
is an important aspect that requires further exploration. 
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Abstract—With the advancement of computer technology, 

artificial intelligence technology has gradually become a research 

focus, and the thinking of relevant researchers has gradually 

transferred from the computer to the interaction between 

computers and humans. Artificial intelligence has begun to 

appear in various industries. With its rigorous computing logic 

and efficient computing speed, artificial intelligence technology 

begins to replace high-precision or highly repetitive work in 

work gradually. However, no specific data supports the specific 

work efficiency and output. In this context, this essay studies the 

methods of AI in the training and improvement of college 

students' line dancing levels. Virtual reality technology mainly 

undertakes functions such as virtual space modeling, sound 

positioning, sensory feedback, voice interaction, visual and 

spatial tracking, to ensure accurate positioning during 

choreography and motion capture. In this case, mechanical 

capture devices are used for motion capture in virtual reality 

space. This article uses intelligent capture technology based on 

virtual reality technology and artificial intelligence algorithms to 

capture and analyze the dance posture, generate analysis reports 

in a timely manner, and provide correction and suggestions for 

the dance posture. The final results show that AI can improve the 

training efficiency of line dancing of college students and can 

increase the innovation degree and method of dance posture by 

7% to 13% compared with pure artificial. It shows that artificial 

intelligence technology plays a good role in college students' 

overall line dance training. At the same time, this paper also 

argues that artificial intelligence technology can effectively 

improve the overall productivity of traditional industries. 

Keywords—Motion capture; artificial intelligence technology; 

virtual reality; college students’ line dance training; dance 

ascension 

I. INTRODUCTION 

Traditional row dance training usually adopts the method of 
teacher demonstration and student imitation, which may be 
difficult for some students with poor foundations to keep up 
and lack innovation and diversity. Traditional row dance 
training often focuses only on teaching dance steps, while 
neglecting training in music rhythm, body posture, dance 
expression, and other aspects, resulting in insufficient dance 
expression of students. In line dance training, teachers need to 
spend a lot of time demonstrating and correcting, and students 
also need to practice repeatedly to master, resulting in 
relatively low training efficiency. At present, the line dance 
training of college students in China mainly relies on 
traditional teaching methods, such as teaching in accordance 

with textbooks or traditional chalk blackboards for pen 
presentations or wall charts, contrast training, and other 
methods. A common feature of these methods requires teachers 
or training leaders to demonstrate actions [1]. With the 
advancement of digital multimedia technology, the current 
teaching means gradually changing from traditional offline to 
online multimedia teaching. For example, common multimedia 
teaching means include video PPT display or other interactive 
ways of image and text. Multimedia teaching means can 
effectively save the energy of teachers or trainers. At the same 
time, the standard system of dance posture is established, 
which enriches teaching resources and plays a certain role in 
optimizing the whole teaching process [2]. But influenced by 
traditional teaching, many teachers do not like to use existing 
multimedia equipment in the course of line dance training. This 
is because multimedia equipment is a new teaching method 
compared with traditional teaching, and many teachers, 
especially older teachers, are unwilling to spend more energy 
or time preparing relevant learning materials. At the same time, 
there are some unfamiliar problems in the application and 
operation of the new equipment, which may lead to mistakes in 
the teaching process, thus reducing the teaching enthusiasm of 
teachers [3]. Schools or related personnel do not attach enough 
importance to multimedia teaching, coupled with the 
complexity of multimedia equipment, resulting in teachers' low 
enthusiasm for multimedia equipment teaching. On the other 
hand, when teachers use multimedia teaching, they replace the 
content of traditional blackboard writing with electronic 
information. At the same time, they still ignore students' 
enthusiasm in real classroom teaching or after-class training, 
resulting in students' passive acceptance of relevant 
knowledge. The relevant teaching technology based on 
artificial intelligence can effectively compensate for the above 
two points. First, the algorithm represented by artificial 
intelligence neural network can far surpass human eye 
recognition in the recognition and training standards of the 
accuracy of dance pose in the process of college students' line 
dancing and save a lot of manpower. At the same time, the 
technology represented by artificial intelligence virtual reality 
can transform two-dimensional classrooms into 
three-dimensional classrooms so that students can feel and 
learn from the scene and effectively improve their enthusiasm. 
Therefore, it is necessary to reform teaching methods from 
traditional dictation to two-dimensional blackboard writing and 
then to two-dimensional electronic information, and the 
transformation from two-dimensional classroom to 
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three-dimensional classroom can be called leapfrog progress, 
which is also the only way to reform teaching methods [4]. 

Artificial intelligence can provide personalized 
choreography training suggestions to students by analyzing 
their learning habits and levels, helping them better master 
dance techniques. Based on students' dance videos and action 
data, artificial intelligence can analyze their shortcomings and 
provide targeted training suggestions. Artificial intelligence 
can automatically analyze and evaluate students' dance videos, 
helping them quickly identify their shortcomings, thereby 
reducing repetitive practice time and improving training 
efficiency. Meanwhile, students can practice anytime and 
anywhere through smart devices, without being limited by time 
and location. Compared with China, foreign VR technology 
has been popularized and applied in all aspects of life, 
especially in the education industry. Virtual reality technology 
has been popularized in normal classroom education as a new 
multimedia technology in foreign classrooms. For example, 
Walmart in the U.S. used virtual reality technology to train 
150,000 employees on basic professional operation 
requirements in 2017. They mainly use virtual reality 
technology to simulate a virtual trading scenario, then let 
employees simulate and practice it. India's Future Education 
3.0 program already uses virtual reality to teach aviation 
courses. Based on the above information, the application of 
virtual reality is primarily seen in the education industry for 
simulating virtual scenes. With the simulation of a virtual 
scene, virtual reality technology can help the trainers train for 
the upcoming operation or scene earlier [5]. At the same time, 
virtual reality technology can also help us rehearse in advance 
the scenarios that cannot be simulated in practice, such as the 
simulation of aviation courses. By introducing AI technology 
into college dance training, we have the potential to overcome 
the limitations of traditional training methods and achieve a 
more personalized, efficient, and interesting training 
experience. However, we should also pay attention to and 
address the challenges and problems that come with it. Based 
on student feedback and performance, continuously optimize 
AI recommendation algorithms to improve the level of 
personalized guidance. Improve the real-time analysis and 
feedback capabilities of AI systems to ensure that students can 
promptly understand their own problems and make 
improvements. Combine the humanistic care of teachers, 
emotional communication, and objective data analysis of AI to 
form a more comprehensive and effective guidance method. 

II. RELATED WORK 

At present, the research on the level of training and 
improvement methods of line dancing of college students 
based on AI technology is mainly based on two aspects: on the 
one hand, the new artificial intelligence technology represented 
by virtual reality, and on the other hand, the motion capture 
algorithm based on neural network. Virtual reality technology 
originated in the United States in the 1850s. It can be said that 
the Virtual reality technology in the United States represents 
the overall level of virtual reality technology in the world. 
Virtual reality technology was first applied in the military field. 
So far, VIRTUAL reality technology in the United States has 
been used in all aspects of life, but the United States pays 
particular attention to its application in education [6]. Zhang 

and others based on virtual reality technology in the view of 
cognitive psychology to study the influence of the paper; he 
thinks that virtual reality technology teaching means through 
multiple senses for the instruction of learning knowledge, so 
enhances students' impressions when compared to traditional 
teaching methods, at the same time, cultivate the habit of 
students' autonomous learning and the search for knowledge 
and desire. Slatel et al. found through experimental studies that 
virtual reality technology can be closely combined with real 
sports to improve people's living standards while exercising 
[7]. Compared with the United States, the research on virtual 
reality technology in China was carried out later. Although the 
technology was introduced into China shortly after its birth, it 
did not get enough attention and attention at that time. 
However, in the early 1990s, the country and relevant 
researchers realized the importance of this technology. Since 
then, China's virtual reality technology has been developing in 
full swing [8]. Guo Xiaoming et al. first studied virtual reality 
glasses and ordinary glasses based on software Settings and 
analyzed the characteristics, functions, and structure of virtual 
reality glasses in detail, providing a theoretical basis for the 
subsequent generalization of virtual reality equipment. Song 
Da et al. introduced VR technology into education for the first 
time. He believed that virtual reality technology could serve as 
a new knowledge carrier, and students could reconstruct 
knowledge systems in an immersive state to cultivate students' 
ability for independent learning and exploration [9]. Overall, 
virtual reality technology research in China is still developing. 
On the one hand, virtual reality research requires expensive 
technical equipment, which limits the topic selection of 
relevant researchers regarding hardware. On the other hand, 
virtual reality is still a new technology in China, and most 
researchers are still skeptical about its role. Therefore, relevant 
researchers will deliberately avoid this topic in subjective topic 
selection. However, with the arrival of the information age, 
artificial intelligence represented by virtual reality has received 
more and more attention, and relevant research has gradually 
received strong support [10]. China's ninth Five-Year Plan and 
national Advanced Technology Development Strategy have 
repeatedly listed artificial intelligence technology represented 
by virtual reality as a key development project. As the frontier 
of scientific research, universities have gradually produced 
landmark achievements. 

However, training line dancing level college students 
cannot play a practical role, only relying on virtual reality. The 
motion capture technology is also used to capture and analyze 
the relevant motion track to evaluate the actual motion and 
reverse output results, such as the accuracy of the motion, 
forming a training closed loop driven by artificial intelligence 
technology. Compared with virtual reality technology, motion 
capture technology develops later. It can be divided into 
motion capture methods, practical applications, and the 
analysis of motion data, posture, and other motion capture 
information [11]. Currently, motion capture technology 
combined with virtual reality technology has been gradually 
applied in intangible heritage protection, film and television 
production, game animation, medical rehabilitation 
engineering, and other aspects. For example, Qiu Wangbiao et 
al., based on virtual reality technology and motion capture 
algorithm, conducted data collection of different ethnic dances 
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and created relevant databases, which played a protective role 
in Chinese ethnic dance culture [12]. Kim et al. extracted 
individual walking characteristics based on a motion capture 
algorithm applied them to a humanoid biped robot, and 
analyzed their walking rules, step length, weight, and other 
data by recording them. Finally, the problem of walking 
friction individuals face in the rehabilitation process is 
effectively solved, and it can automatically recognize human 
walking posture and correct wrong posture in time [13]. 
Numerous studies have been conducted on motion capture 
technology in international sports education. For example, 
Wallance et al. carried out motion capture on the movement 
data of professional golfers in competitions and conducted 
professional analysis through the motion analysis system. Data 
captured in real-time through athletes' swing action, hitting 
posture, etc., provide theoretical support for subsequent 
athletes' further development and training direction [14]. 
Covaci et al. applied motion capture technology to volleyball 
training. Through data experimental analysis, they created a 
self-training shooting machine with virtual reality technology. 
It can not only analyze the posture of athletes, such as serving 
and receiving but also put forward optimization suggestions to 
athletes from angles and dynamics, which not only improves 
the training quality of volleyball class but also improves the 
training level of students [15]. Although artificial intelligence 
methods can provide personalized training suggestions and 
real-time feedback, they cannot replace the emotional 
communication and humanistic care of teachers. The words, 
deeds, encouragement, and care of teachers are of great 
significance for the growth and development of students. The 
update speed of artificial intelligence technology is very fast, 
and new algorithms and technologies are constantly emerging. 
In order to maintain the progressiveness and effectiveness of 

technology, it is necessary to constantly upgrade and update 
the AI system, which requires a lot of human and material 
resources. Existing research mainly focuses on the feasibility 
of AI technology, while there is relatively little research on its 
practical effectiveness and long-term impact. Secondly, there is 
still insufficient research on how to combine the humanistic 
care of teachers with objective data analysis of AI to form 
more comprehensive and effective guidance methods. Finally, 
there is a lack of in-depth exploration on the acceptance and 
response of different students to AI assisted training. 

III. METHOD 

To sum up, there are few application cases of virtual reality 
technology for classroom teaching with high accuracy. For 
instance, virtual reality technology is limited to VR 
instructional videos. It is speculated that this is because, for the 
training of related sports movements, the virtual reality 
technology needs to capture and analyze the relevant 
movements in the virtual scene to improve the real training 
level. However, the movement of the human body is a complex 
system involving the precise movement of multiple nodes or 
muscles. The current development of artificial intelligence 
algorithms is not enough to accurately and reasonably analyze 
human movement. However, suppose artificial intelligence 
technology based on virtual reality can be applied in sports 
training. In that case, it can not only improve the quality of 
physical education but also give students an immersive 
experience to ensure students' enthusiasm and training results 
in the process of training. Therefore, this paper takes the 
training and improvement methods of line dancing level of 
college students as an illustration to carry out pertinent 
artificial intelligence research represented by virtual reality. 
The research ideas of this paper are shown in Fig. 1.

 
Fig. 1. Research idea based on artificial intelligence technology driving line dance training of college students. 
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From Fig. 1, it can be seen the key to improving the level of 
line dance training of college students, which is also the data 
basis of this study, is to capture information on human posture 
during line dance training of college students through motion 
capture technology. Because multiple dancers are involved in 
the training process of line dancing, each dancer's movements 
may be different. Still, each slight movement may affect the 
overall performance of line dancing, so the requirements for 
movement capture are more accurate. Human body posture is 
mainly completed through joint muscles and other common 
performances. Each part has a general movement posture, but 
there are slight differences because dance movements for the 
whole body coordination requirements are relatively high. In 
the past, there was mainly attitude analysis based on simulated 
annealing particle swarm optimization, model-based motion 
attitude analysis, and feature-based motion attitude analysis for 
the human body. The pose analysis based on the simulated 
annealing particle swarm optimization algorithm is mainly for 
motion capture of human arm movement; a particle-wave 
algorithm is used to measure the conditional density of 
sampling points, and the random weight parameters are 
updated using the Monte Carlo method. Finally, the arm 
movement state of the human body is judged by the random 
particle movement. The specific algorithm is shown in Formula 
1. 

 (     )    ((   )
  

     
  

  

     
) (1) 

The capture of human body pose by model-based motion 
attitude analysis is mainly by establishing a model in advance, 
mapping the standard parameter model to the actual captured 
trajectory of human body pose, and calculating the difference 
between them by function to determine the deformation degree 
of the two to judge the human body pose. Therefore, the 
accuracy of model-based motion attitude analysis results 
depends more on the model's standard degree and the 
function's fitting effect. The fitting method is usually the least 
square method, and the polynomial coefficients of the curve 
fitting are used to approximately represent the rules of human 
movement. The specific functions are shown in Formula 2. 

 ( )                          (2) 

The feature-based motion pose analysis algorithm does not 
need to build a model as a whole but can directly determine the 
position of the human body's changing pose through the 
comparison of human pose features. For example, points, lines, 
planes, nodes, and other more complex features are used for 
comparison and reference. 

The line dance training of college students to be explored in 
this paper involves many individuals, and the feature reference 
is extremely complex. If the feature motion pose analysis 
algorithm is used alone, the accuracy of pose change cannot be 
guaranteed. However, if the annealing particle swarm 
optimization algorithm is used to predict each individual's 
changing characteristics in the line dancing process. In that 
case, many operations will be produced, and the efficiency of 
computer operations will be seriously affected. Therefore, after 
comprehensively considering the balance between accuracy 
and efficiency, the model-based motion pose analysis 

algorithm can be chosen as this paper's main motion capture 
algorithm. Nevertheless, the function fitting algorithm utilizes 
the least square method, requiring us to identify the optimal 
function parameters within the system space expectation to 
guarantee the precision of the fitting. The expression of spatial 
expectation is shown in Formula 3. 

      *             +       (3) 

However, in the actual least square method fitting process, 
It was discovered that the sum of squares generated by the 
fitting increased as the number of iterations increased, 
indicating that the accuracy of the fitting became lower and 
lower as the number of iterations increased, as shown in Fig. 2. 
It is speculated that this is because the complexity of dance 
movements leads to more and more errors in the traditional 
least square fitting. Therefore, the traditional least square 
fitting method cannot be applied to the line dance training of 
college students studied in this paper. More precise fitting 
methods are required. 

Therefore, an artificial intelligence-based neural network 
algorithm is introduced here. Currently, commonly used neural 
networks are mainly separated into two groups -- convolutional 
neural networks (CNN) and cyclic neural networks. The basic 
algorithm structure of the two algorithms is the same. The 
algorithm structure is divided into an input layer, an output 
layer, and a hidden layer. The input and output layers are the 
algorithm layers of initial data input and final result output at 
the beginning of the operation. However, the two have 
different logic in the hidden layer. CNN does not participate in 
the cycle during the training of the hidden layer, so the concept 
of timing is not considered, and the algorithm does not have 
the logical ability to relate to the context. However, the cyclic 
neural network will carry out cyclic training simultaneously in 
the hidden layer algorithm training so that the cyclic neural 
network will consider the time sequence in the training 
process. Normally, the convolutional neural network is used 
for image or image recognition because the input value is 
directly related to the output value in the recognition algorithm, 
and the influence of the output result of the previous neuron is 
not considered when the output neuron is generated in the next 
result. However, the recurrent neural network is usually used to 
generate natural language because it considers the temporal 
influence, that is, the influence of the output result of the last 
neuron. Therefore, the convolutional neural network is mainly 
introduced in this paper. In the traditional least square fitting 
process, the error value increases as the number of iterations 
increases, which is called a gradient explosion problem in the 
realm of AI and corresponds to a gradient attenuation problem. 
Both refer to the problem that the original algorithm is invalid 
and the fitting is out of order because the operation exceeds the 
threshold value. The artificial intelligence concept of a control 
gate is introduced to solve this problem. Specifically, it refers 
to adding two propagation control domain restrictions in 
artificial intelligence's hidden and input layers, called the 
update and reset gates. The specific expressions are shown in 
Formula 4 and 5. 

    (   ,       -)   (4) 

    (   ,       -)    (5) 
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Fig. 2. The traditional least square method is used to fit the curve. 

The function of the update gate is to control the proportion 
of information output from the previous neuron to the current 
neuron. When the value of the update gate is set larger, it 
means that the output information of the previous neuron is 
input to the current neuron at a larger proportion. The function 
of the reset gate is to ignore the information input to the current 
neuron again. The smaller the reset gate value is, the more the 
current input content is ignored. The overall control gate 
follows the law of forward propagation. At the same time, the 
training network's loss function must be computed after 

passing the control gate each time, which also corresponds to 
the many-to-many or one-to-one model of a convolutional 
neural network. See Formulas 6 to 8 for specific propagation 
modes. The fitting results before and after the control was 
added are shown in Fig. 3. 

  
      (    ,          -)  (6) 

   (    )               (7) 

    (     )     (8) 

 
Fig. 3. The results of the least square method fitting are introduced.

It can be seen from Fig. 3 that before adjustment, the sum 
of squares in different series of fitting processes increased with 
the increase of fitting series. In contrast, after control gate 
adjustment, the fitted sum of squares showed an increasing and 

decreasing trend. This is considered because the content of 
acceptable information is large at the beginning due to the 
computer's large amount of free memory, so the control gate 
does not play a role for the time being. The square deviation of 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 1, 2024 

843 | P a g e  

www.ijacsa.thesai.org 

the fitting keeps increasing before filtering out some invalid 
information. However, as the number of fitting iterations 
increases, the computing load of the computer becomes larger 
and larger. At this time, the control gate starts to operate and 
continuously reduces the input information of the previous 
neuron by updating the gate. Meanwhile, the invalid input 
information is ignored by resetting the gate to control the 
volume and effectiveness of the fitting information. Finally, the 
square deviation of the least square method is reduced, and the 
gradient explosion problem is avoided effectively. 

After determining the fitting method, the algorithm of 
human pose recognition, the core of motion capture began to 
improve. The traditional pose recognition algorithm mainly 
refers to the 3d model similarity matching algorithm to 
measure the pose difference or similarity between different 
human bodies. It first carries on the special point identification 
to the human posture to be recognized. It calculates the change 
difference before and after the identification point through the 
Euclidean distance when it changes during the human body's 
line dance training to preliminarily determine the motion 
trajectory. The calculation method is shown in Formulas 9 to 
10. 

      ((     )
  (     )

 )  (9) 

      ((     )
  (     )

  (     )
 ) (10) 

The principle of similarity matching algorithm for different 
3D models based on Euclidean distance is to compare two 
object representation points on the motion trajectory, get the 
corresponding distance difference through comparison, and get 
the corresponding human body posture by matching with the 
pre-set track-attitude comparison table. However, this 
algorithm has some shortcomings. First, identifying the point 
comparing method due to the human body posture is usually 
completed jointly by multiple joints and muscles, so to ensure 
the accuracy of the attitude to capture, it needs to set up 
multiple identification points to action and compare multiple 
points to identify at the same time, the amount of calculation is 
too big. Secondly, there is a certain stubbornness in 
determining attitude according to the scale method. In the line 
dance training of college students, dancers of different heights 
and weights have different changes in the identification points 
on their bodies when performing the same movement 
demonstration. However, there is a certain error in attitude 
comparison and confirmation according to the same scale at 
this time. The comparison of the movement track of the same 
identification point in a unilateral upward direction is shown in 
Fig. 4.

 
Fig. 4. A single identity between unilateral upward motion path. 

It can be seen from Fig. 4 that the single-direction motion 
trajectory between single marker points is normally distributed 
over time. It indicates that with the increase of time, the 
Euclidean distance begins to lose regularity in the identification 
of marker locus, and only the irregular discrete marker locus 
changes with time will present normal distribution. In line 
dancing of college students, more individual pose recognition 
will be involved. Compared with the analysis of individual 
pose recognition, the computation amount of this method 
increases exponentially. Therefore, finally, abandoning the 
traditional algorithm and adopting the similarity calculation 
algorithm of feature plane matching has been decided. 

The feature plane matching algorithm first extracts the 
skeleton model of the human body by motion capture 
technology, takes the extracted skeleton model as the basic 
computing plane, and marks all important parts of the human 
body, such as joints. The feature plane matching algorithm 

differs from the traditional Euclidean distance algorithm in that 
the individual feature plane normal vector judges the attitude 
change. At the same time, the Angle between Eigen plane edge 
vectors is introduced to further judge the local normalization of 
motion attitude. The specific calculation method is from 
Formula 11 to Formula 13. According to this algorithm, the 
standard included Angle parameters of each comparison point 
of human joints can be obtained, as shown in Fig. 5. 
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Fig. 5. Each joint of the human body corresponds to the bending angle. 

The matching results of each joint's bending Angle and 
plane feature show that there are still some errors between the 
predicted difference and the actual difference of some joints. 
These errors are the fundamental cause of inaccurate attitude 
analysis. After specific analysis, it was found that in the 
process of plane Angle comparison, the included Angle 
relation between limbs and trunk in the vertical direction was 
not taken into account, which led to the error in the mapping of 
the local relation between limbs and trunk, which led to the 
phenomenon of error increase. Therefore, a binary group is 
introduced here as a calculation model for locally fitting the 
similarity between limbs and trunk. Through the determination 
and output of relevant parameters, errors caused by the inherent 

characteristics of the human body are effectively solved. The 
specific expressions are shown in Formula 14 to Formula 15. 
Fig. 6 displays the outcome. The algorithm suggested in this 
paper reduces computational complexity and improves the 
efficiency and improvement method of AI-based university 
students' line dancing level training. 

 (  )  [

      
         

   
        

         

]   (14) 

     
    
(  )

   (     )
    (15) 

 
Fig. 6. The actual and predicted values of different mapping angles are displayed. 

IV. RESULT ANALYSIS 

In our research, we found that significantly improved row 
dance performances are mainly manifested in the following 
aspects: 

Accuracy and fluency of actions: Students who have 
undergone AI assisted training have significantly improved 
their accuracy and fluency of actions. The AI system can 
accurately identify subtle deviations in movements and provide 
immediate feedback and correction suggestions by analyzing 
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students' dance videos in real-time. This enables students to 
correct errors in a timely manner during the training process, 
gradually improving the accuracy and fluency of their 
movements. 

Rhythm and music coordination: AI assisted training not 
only focuses on the accuracy and skills of movements, but also 
focuses on cultivating students' sense of rhythm and music 
coordination ability. Through precise analysis of music rhythm 
through AI systems, students can better understand the 
coordination between dance and music, and improve their 
performance in rhythm changes and complex rhythm types. 

Creativity and expressiveness: AI technology not only 
provides traditional training methods and guidance, but also 
stimulates students' creativity and expressiveness through data 
analysis. For example, AI systems can analyze students' dance 
movements, generate personalized dance choreography 
suggestions, and help students explore different dance styles 
and forms of expression. 

The fundamental procedure and algorithm of artificial 
intelligence technology powering the level training and 
enhancement approach of line dancing for college students 
have been validated and tested above. Next, the algorithm will 
be verified through the practical operation and the output of the 

final results. The need to introduce virtual reality devices; 
virtual reality technology here mainly undertakes virtual space 
modeling, sound localization, sensory feedback, voice 
interaction, visual and space tracking, and other functions to 
ensure accurate positioning in the process of line dance and 
motion capture, in this instance, mechanical capture devices are 
used for motion capture in virtual reality space. The captured 
data is analyzed for action, as shown in Fig. 7. 

To ensure the objectivity and effectiveness of the 
experiment, training personnel were randomly divided into two 
parts before the beginning of the line dance training. One part 
still adopts the traditional line dance training method; the 
teacher teaches offline, and the students do not use any 
artificial intelligence equipment or methods for training. Others 
use artificial intelligence to train for line dancing. On the one 
hand, the virtual reality equipment is used for unlimited time 
and place training in the virtual scene; on the other hand, the 
intelligent capture technology based on an AI algorithm is used 
to capture and analyze the line dance posture and timely 
produce analysis reports for correction and suggestions on 
dance posture. After one month of such training, each student's 
dance posture is evaluated again - and the evaluation results are 
shown in Fig. 8. 

 
Fig. 7. An example of motion capture in a virtual reality scene based on artificial intelligence technology. 

 
Fig. 8. The score of the same trainer before and after the training using artificial intelligence.
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First, the level of the students who used artificial 
intelligence technology for line dancing training before and 
after the training has been compared. Six teachers have been 
invited as judges to conduct a manual evaluation and score the 
dancing posture of the students who used artificial intelligence 
technology for line dancing training before and after the 
training. It can be seen from Fig. 8 that the scores of students 
before and after training are generally higher than those before 
training. Through calculation, it can roughly be concluded that 
the line dancing level of the students who use artificial 
intelligence technology for line dancing training has improved 
by about 20% on average. However, this result does not mean 
that adopting AI technology causes all students to improve 
their training. Even without external forces' help, there is only 
an improvement effect through their practice. Therefore, the 
level test of students before and after training was conducted to 
eliminate the impact of individual objective elements without 

the aid of AI equipment, and the results showed that the level 
of these students only improved by about 10%, which, in our 
opinion, was the increase of individual natural level without the 
help of equipment. Therefore, artificial intelligence technology 
has an effect of 7%~13% on improving the level of line 
dancing training of college students. 

Finally, to get everyone to the proposed artificial 
intelligence technology drive line dance training level college 
students to improve the algorithm's true feelings, whether to 
accept the technology popularization and application in the 
classroom and the benefits of the technology are two basic 
problems for everyone, the results showed the 51 people 
welcome the introduction of the technology in education, It is 
considered that this technology plays a positive role in 
promoting students' innovation and autonomy, as shown in 
Fig. 9.

 
Fig. 9. Artificial intelligence technology drives acoustic feedback of line dance training for college students. 

V. DISCUSSION 

The accuracy of body posture and dance movements is a 
key factor in the quality of performance. Through artificial 
intelligence methods, we can accurately analyze student 
movement data and identify subtle but key improvements such 
as posture stability, movement fluency, and coordination. This 
specific feedback information can help students more 
accurately understand their shortcomings and make targeted 
improvements. 

Secondly, the sense of musical rhythm is an important 
component of line dance performance. Artificial intelligence 
can provide feedback on rhythm control and coordination 
between dance and music by analyzing music rhythms and 
student dance movements. This helps students improve their 
understanding and expressive power of music, further 
enhancing the overall dance effect. 

As for the analysis of variability, preliminary studies have 
shown that there is a certain degree of variability in the 

reactions of different students to artificial intelligence assisted 
training. Some students have shown a high degree of 
acceptance and active cooperation towards new technologies, 
believing that artificial intelligence provides personalized and 
efficient training methods; some students, on the other hand, 
rely more on traditional training methods and hold a reserved 
attitude towards artificial intelligence. This variability may be 
related to students' technological acceptance, learning style, 
and habits. 

VI. CONCLUSION 

The research mentioned above reveals that artificial 
intelligence technology is being used in education but is not 
popular. Still, in any sports teaching or training research, it is 
inseparable from the motion capture system to record and 
examine the posture of the human body if the scene is needed 
simultaneously with the help of virtual reality technology to 
build the virtual scene. So, this article for the college student's 
level of line dance training and the promotion of the research is 
based on the idea of method, first through the motion capture 
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system in the process of line dance teaching and training for 
college students in data capture and analysis, according to the 
certain algorithm to calculate its standard and accuracy, at the 
same time on the place of the action is not standard tag and 
automatically in the course of the next training initiative to 
remind. In this way, the level of line dancing training can be 
improved. In the virtual scene constructed by VR technology, 
the innovation of a new dance pose can be simulated at will, 
and the effect can be watched synchronously. Therefore, it is 
theoretically expected that the improvement of training levels 
and innovation of training methods and systems regarding the 
impact of AI technology on the line dance training of college 
students. The final results show that AI can improve the 
training efficiency of line dancing of college students and can 
increase the innovation degree and method of dance posture by 
7% to 13% compared with pure artificial. 
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Abstract—In the burgeoning epoch of digital finance, the 

exigency for fortified monetary transactions is paramount, 

underscoring the need for advanced counterfeit deterrence 

methodologies. The research paper provides an exhaustive 

analysis, delving into the profundities of employing sophisticated 

deep learning (DL) paradigms in the battle against fiscal 

fraudulence through fake banknote detection. This 

comprehensive review juxtaposes the traditional machine 

learning approaches with the avant-garde DL techniques, 

accentuating the conspicuous superiority of the latter in terms of 

accuracy, efficiency, and the diminution of human oversight. 

Spanning multiple continents and currencies, the discourse 

highlights the universal applicability and potency of DL, 

incorporating convolutional neural networks (CNNs), recurrent 

neural networks (RNNs), and generative adversarial networks 

(GANs) in discerning the most cryptic of counterfeits, a feat 

unachievable by obsolete technologies. The paper meticulously 

dissects the architectures, learning processes, and operational 

facets of these systems, offering insights into their convolutional 

strata, pooling heuristics, backpropagation, and loss 

minimization algorithms, alluding to their consequential roles in 

feature extraction and intricate pattern recognition - the 

quintessentials of authenticating banknotes. Furthermore, the 

exploration broaches the ethical and privacy concerns stemming 

from DL, including data bias and over-reliance on technology, 

suggesting the harmonization of algorithmic advancements with 

robust legislative frameworks. Conclusively, this seminal review 

posits that while DL techniques herald a revolutionary 

competence in fake banknote recognition, continuous research, 

and multi-faceted strategies are imperative in adapting to the 

ever-evolving chicanery of counterfeit malefactors. 

Keywords—Fake banknote; detection; classification; 

recognition; review 

I. INTRODUCTION 

Counterfeiting remains one of the most insidious 
challenges facing monetary institutions worldwide, with its 
implications stretching beyond mere economic effects to 
encompass significant social and security dimensions. The 
global prevalence of counterfeit currency has witnessed an 
alarming increase, with the Financial Action Task Force 
(FATF) and the International Monetary Fund (IMF) 
highlighting the substantial threats posed by this illicit activity 
to the integrity of financial markets and, by extension, national 
security [1]. The sophistication of modern counterfeiting 
techniques, enabled by technological advancements, 
necessitates an equally advanced approach to counterfeit 
currency detection and prevention. 

Traditional methods of counterfeit detection have revolved 
around manual and mechanical authentication techniques, 
ranging from the scrutiny of security features visible to the 
naked eye to the use of rudimentary electronic validators. 
These methods, although somewhat effective in the past, are 
increasingly falling short in the face of advanced 
counterfeiting. Studies indicate that conventional 
methodologies demonstrate limited success, especially with the 
advent of high-definition color printing and the replication of 
primary security features, often failing to catch more 
sophisticated counterfeit notes and leading to a significant 
volume of false negatives [2]. 

Moreover, the human factor in traditional methods often 
results in inconsistencies; studies have revealed that repetitive 
tasks combined with high-pressure environments significantly 
increase human error, leading to lapses in detection [3]. 
Similarly, mechanical validators are constrained by their 
programming based on specific features of banknotes. They do 
not adapt to new security enhancements without 
reprogramming or replacement, making them both 
economically and operationally inefficient in the long run [4]. 

In contrast, the emergence of deep learning techniques has 
heralded a transformative approach to counterfeit detection. 
Deep learning, a subset of machine learning, is characterized 
by algorithms that mimic the neural circuitry of the human 
brain to progressively improve performance on tasks [5]. 
Within the sphere of counterfeit detection, deep learning 
models, particularly Convolutional Neural Networks (CNNs), 
have demonstrated the capability to identify subtle 
inconsistencies and deviations on banknotes, which would 
typically go unnoticed by human inspectors or conventional 
machinery [6]. 

One of the most significant advantages of integrating deep 
learning into counterfeit detection is its ability to learn and 
adapt continually. These systems are designed to evolve with 
every data point, enhancing their accuracy over time and 
allowing them to keep pace with emerging counterfeiting 
technologies without the need for manual intervention or 
reprogramming [7]. Additionally, they reduce the cognitive 
load and error rate associated with human inspection, thereby 
streamlining the verification process [8]. 

However, the application of deep learning is not without 
challenges. The efficacy of these systems is heavily reliant on 
the availability and quality of training data, necessitating 
extensive datasets of both counterfeit and genuine banknotes 
for initial setup and ongoing learning [9]. Despite these 
requirements, the potential of deep learning in revolutionizing 
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banknote authentication practices is gaining recognition, with 
several central banking institutions and financial bodies 
investing in this technology [10]. 

This review paper aims to provide a comprehensive 
overview of the application of deep learning techniques in the 
detection of counterfeit banknotes. It seeks to explore the 
evolution from traditional methods to advanced technological 
means, emphasizing the increasing inadequacy of the former 
and the promising capabilities of the latter. The review will 
delve into various deep learning models, examining their 
operational mechanisms, advantages, and potential limitations 
in the context of counterfeit detection [11]. 

Furthermore, this paper will analyze real-world applications 
and case studies where deep learning techniques have been 
successfully implemented. It will highlight the practical 

considerations and logistical implications of integrating these 
systems into existing financial security frameworks [12]. In 
doing so, it will also touch upon the challenges, particularly 
those related to ethics and data security, that come with the 
adoption of advanced AI technologies in sensitive sectors. Fig. 
1 demonstrates a sample of fake banknote detection system 
[13]. 

By drawing upon a wide range of sources, including 
scholarly articles, industry reports, and white papers [14-18], 
this review intends to offer a multi-dimensional perspective on 
the subject. It is directed towards academics, professionals, and 
decision-makers in the fields of finance, security, and artificial 
intelligence, providing them with a consolidated resource that 
not only underscores the urgency of adopting more 
sophisticated counterfeit detection methods but also guides 
future research and policy-making in this critical domain. 

 
Fig. 1. Fake banknote detection system. 

II. TRADITIONAL METHODS FOR COUNTERFEIT DETECTION 

The historical landscape of combating monetary forgery 
has primarily relied on several traditional methods, each with 
distinct mechanisms designed to discern the authenticity of 
banknotes. These conventional strategies, while having served 
financial institutions for decades, exhibit certain limitations, 
especially in the face of technologically advanced 
counterfeiting tactics [19]. 

One of the most longstanding techniques is the use of 
watermark technology, where an image or pattern is embedded 
into the physical structure of the paper itself. This method, 
requiring the transmittance of light through the note for 
verification, has been a hallmark of banknote security. 
However, with advancements in digital imaging and printing 
technology, counterfeiters have been able to simulate 
watermarks to a convincing degree, diminishing the 
effectiveness of this once-reliable method [20]. Fig. 2 
demonstrates flowchart of an image processing for counterfeit 
detection system [13]. 

 
Fig. 2. Sample flowchart of a counterfeit detection system. 

Security threads integrated into the substrate of banknotes 
comprise another traditional safeguard against counterfeiting. 
These metallic or plastic threads, often partially embedded and 
partially exposed, are designed to be distinctive and 
challenging to replicate. Despite this, modern counterfeiting 
operations, utilizing advanced materials and manufacturing 
techniques, have successfully imitated such features, leading to 
the circulation of fake notes undetected by standard thread 
verification processes [21]. 

Ultraviolet (UV) features, visible only under UV light, and 
micro-printing, where minute text or images are printed on the 
banknote, have also been employed historically. While these 
features are less accessible for replication by amateur 
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counterfeiters, organized and technologically equipped 
counterfeit operations have managed to bypass these security 
measures. The mass production of counterfeit notes with 
passable UV features and micro-printing has exposed the 
vulnerability of these methods [22]. 

Additionally, the feel of the paper, raised printing, and 
other tactile elements have long been the first line of defense, 
as cash handlers traditionally rely on touch to detect counterfeit 
notes instinctively. The reliance on sensory perception, albeit 
practical and cost-effective, is highly subjective and prone to 
human error. The introduction of high-grade counterfeit notes, 
mimicking the tactile features of genuine banknotes, 
complicates the reliability of this sensory approach [23]. 

The use of magnetic ink and the magnetic properties of 
certain printing elements present on genuine banknotes has 
been a cornerstone of automated banknote validation within 
vending machines and note counters. Counterfeiters have, 
however, found ways around this through the application of 
magnetic ink in appropriate areas, confusing the sensors and 
limiting the success of magnetic detection [24]. 

Moreover, traditional methods face a common limitation: 
the need for human intervention, whether in the direct handling 
and inspection of notes or in the maintenance and updating of 
machinery used for detection. This human dependency 
increases the likelihood of inconsistency and error, thereby 
reducing the overall efficacy of counterfeit detection measures 
[25]. 

The advancements in counterfeiting technology, alongside 
the limitations of traditional detection methods, highlight an 
arms race between counterfeiters and authorities. As 
counterfeiters adopt more sophisticated technology, they 
exploit the weaknesses inherent in traditional methods, 
necessitating a move towards more advanced, technology-
driven detection systems [26]. 

In light of these insights, financial institutions and 
governing bodies have been impelled to explore and adopt 
more technologically advanced methods, particularly in the 
realm of artificial intelligence and machine learning. The 
transition is driven by the need to enhance accuracy, speed, and 
adaptability in the detection processes—attributes that are 
increasingly pertinent in the context of modern, sophisticated 
counterfeiting techniques [27]. 

Conclusively, while traditional methods have played a 
significant role in counterfeit detection, their relevance is 
waning in the current technological climate. The limitations 
and challenges they present underscore the necessity for 
innovation and advancement in this field, pointing towards 
deep learning and other AI methodologies as the next logical 
step in counterfeit detection [28-32]. This transition is not just 
a matter of enhancing efficiency, but an imperative adaptation 
for maintaining the integrity of global currency systems in the 
contemporary age. 

III. EMERGENCE OF DEEP LEARNING IN COUNTERFEIT 

DETECTION 

The relentless evolution of counterfeiting practices has 
necessitated a paradigm shift in detection methodologies, 
steering the discourse towards more resilient, adaptable, and 
sophisticated solutions. At the forefront of this evolution is 
deep learning, a revolutionary approach that has transcended 
the theoretical boundaries of computer science to establish 
itself as an instrumental asset in practical counterfeit detection. 

A. Definition and General Concept of Deep Learning 

Deep learning, a subset of machine learning in artificial 
intelligence (AI), orchestrates learning from data that is 
unstructured or unlabeled at colossal scales. It employs 
algorithms operating in layered structures known as neural 
networks, which are designed to imitate the human brain's 
decision-making process [33]. Each layer of a neural network 
filters inputs from expansive datasets, making independent 
decisions on the data and passing it to the next layer. Through 
this hierarchical processing, deep learning models can make 
sense of large-scale data with complex patterns, a feat 
unattainable by traditional machine learning models. Fig. 3 
demonstrates a sample of counterfeit detection system process 
using deep learning technologies [34]. 

Unlike standard machine learning models that plateau in 
performance as more data is supplied, deep learning models 
continue to improve. This characteristic is crucial in scenarios 
where data is abundant, and subtle nuances in data are vital for 
making accurate predictions or classifications, such as 
distinguishing genuine banknotes from counterfeits [35]. 

 
Fig. 3. Sample flowchart of a counterfeit detection system using deep learning [34]. 
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B. Historical Context in the Field of Artificial Intelligence 

(AI) 

The conception of deep learning dates back to the 1940s, 
with the advent of the "perceptron" — the simplest form of a 
neural network, capable of learning and making decisions on 
its own [36]. However, it was not until the 1980s that interest 
in neural networks resurged, attributed to the backpropagation 
algorithm, which allowed networks to adjust hidden layers of 
neurons in an efficient manner [37]. 

Despite these advancements, early neural networks were 
rudimentary, with their learning capabilities limited by the 
computational power and data availability of the time. The 
dawn of the 21st century, marked by a digital explosion and 
unprecedented advancements in computational power, set the 
stage for today’s deep learning landscape. This era witnessed 
the convergence of a massive influx of data (big data) and 
significantly enhanced computing capacities, including the use 
of Graphics Processing Units (GPUs) to fast-track deep 
learning computations [38]. 

C. Emergence of Deep Learning in Counterfeit Detection. 

Healthcare. In healthcare, deep learning has been a catalyst 
for innovation, particularly in medical imaging. Deep learning 
models, through pattern recognition, have significantly 
improved the diagnosis, prognosis, and treatment planning of 
diseases, matching, and occasionally surpassing expert-level 
accuracy [39]. For instance, convolutional neural networks 
(CNNs) have demonstrated remarkable precision in detecting 
skin cancer, diabetic eye diseases, and other pathologies from 
medical images, underscoring the potential of deep learning in 
enhancing medical diagnostics [40]. 

Autonomous Vehicles. The autonomous vehicle industry 
has leveraged deep learning to improve navigation and safety. 
By processing vast datasets from various sensors and cameras, 
deep learning systems can make split-second decisions on the 
road, recognizing objects, predicting pedestrian movements, 
and identifying potential hazards. This continuous learning 
process is pivotal for the development of safe, reliable 
autonomous vehicles [41]. 

Finance. The finance sector, characterized by its dynamic 
and complex nature, has employed deep learning for various 
applications including algorithmic trading, risk management, 
and customer service. Neural networks process market 
indicators efficiently, providing insights for investment and 
trading decisions [42]. Furthermore, AI-driven chatbots, 
powered by deep learning, handle customer inquiries, process 
transactions, and detect fraudulent activities, offering enhanced 
efficiency and security [43]. 

Cybersecurity. Deep learning's application in cybersecurity 
has transformed threat detection by analyzing network traffic, 
identifying unusual patterns, and mitigating threats in real-
time. Traditional cybersecurity measures struggle to keep pace 
with the sophistication of modern cyber-attacks, but deep 
learning models thrive on this complexity, continually adapting 
and learning from new data [44]. 

Retail. The retail sector harnesses deep learning for 
personalized shopping experiences, inventory management, 

and logistics. AI models analyze customer data, predicting 
shopping trends, and behavior to recommend products 
uniquely suited to individual preferences, significantly driving 
sales and customer satisfaction [45]. 

Manufacturing. In manufacturing, deep learning facilitates 
predictive maintenance, quality control, and supply chain 
optimization. By predicting machine failures before they occur, 
companies can plan maintenance without disrupting 
production, a testament to deep learning's preventative 
potential [46]. 

These diverse applications underscore deep learning's 
adaptability and its transformative impact across industries. Its 
ability to decipher complex patterns from vast datasets, predict 
outcomes, and automate decision-making processes is 
universally beneficial. As counterfeit detection techniques 
integrate deep learning, they leverage these strengths, offering 
improved accuracy, adaptability, and reliability in 
distinguishing genuine banknotes from sophisticated forgeries 
[47-58]. The versatility of deep learning, evidenced by its 
broad utilization, not only enhances the capabilities within each 
respective field but also contributes profoundly to the 
advancement of interdisciplinary technological innovations. 

IV. DEEP LEARNING TECHNIQUES FOR FAKE BANKNOTE 

RECOGNITION 

The burgeoning field of deep learning has ushered in 
innovative techniques that significantly enhance the accuracy 
and efficiency of counterfeit banknote recognition. These 
methodologies, grounded in different aspects of artificial 
intelligence, have been pivotal in revolutionizing the approach 
towards ensuring the authenticity of currency. 

A. Convolutional Neural Networks (CNNs) 

Structure and Functionality. Convolutional Neural 
Networks (CNNs) are a class of deep neural networks that have 
become the gold standard for image recognition tasks, owing to 
their architecture optimized for processing grid-like data, 
including pixels in images [59]. CNNs consist of multiple 
layers, notably the convolutional layers, which use filters to 
create feature maps that retain spatial relationships across the 
input, capturing the dependencies among pixels in close 
proximity. These layers are complemented by pooling layers, 
reducing computational load, and controlling overfitting by 
progressively downsizing the spatial dimensions of the input 
representation [60]. 

Suitability for Image Recognition. CNNs stand out in 
image classification and object detection due to their ability to 
automate feature extraction from raw data, a process that 
traditional algorithms could not perform without extensive 
manual feature engineering [61]. When applied to banknote 
verification, CNNs can analyze intricate details in banknotes, 
discerning genuine features from counterfeit attempts by 
learning discriminative features, which are often overlooked by 
the human eye and traditional computational methods [62]. 

B. Recurrent Neural Networks (RNNs) 

Operational Mechanism. Recurrent Neural Networks 
(RNNs) are another subset of neural networks where 
connections between neurons form a directed graph along a 
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sequence, allowing it to exhibit temporal dynamic behavior. 
Unlike traditional neural networks, RNNs can use their internal 
state (memory) to process sequences of inputs, making them 
extremely effective for tasks that involve sequential data, such 
as speech or handwriting recognition [63]. 

Advantages in Sequential Data Processing. RNNs are 
particularly advantageous for counterfeit currency detection 
when the data involves sequences, such as temporal patterns in 
currency transactions or serial number sequences. They can 
connect previous information to the present task, such as 
linking a sequence of transactions to potential counterfeit 
operations [64]. 

C. Generative Adversarial Networks (GANs) 

Structure of GANs. Generative Adversarial Networks 
(GANs) consist of two neural networks, the generator and the 
discriminator, which are trained simultaneously through 
adversarial processes. The generator creates new data 
instances, while the discriminator evaluates them against real 
instances. This method encourages the generator to produce 
high-quality data, indistinguishable from real data in the 
perspective of the discriminator [65]. 

Enhancing Security Features. In the realm of banknote 
security, GANs can be used to improve anti-counterfeiting 
measures. By understanding and generating banknote features, 
GANs can assist in developing new security features and 
systems that are more resilient to counterfeiting. They simulate 
potential counterfeiting methods, helping security researchers 
to preemptively develop countermeasures, fortifying banknote 
security [66]. 

D. Case Studies 

Several studies exemplify the successful application of 
deep learning techniques in banknote verification systems. In 
one instance, researchers applied a CNN model for feature 
extraction from banknote images, followed by a Support 
Vector Machine (SVM) for classification. The study reported 
an improved accuracy rate in distinguishing genuine banknotes 
from counterfeits, demonstrating the efficacy of combining 
CNN with other machine learning techniques [67]. 

Another notable study employed GANs to generate 
synthetic images of banknotes, which were then used to train 
deep learning models for counterfeit detection. This approach 
addressed a common challenge in training AI models: the 
scarcity of available counterfeit samples due to obvious legal 
implications. The trained models displayed a high proficiency 
in identifying counterfeit banknotes, underscoring the potential 
of synthetic data in training deep learning systems [68]. 

Furthermore, a research initiative that integrated RNNs 
with other machine learning algorithms was undertaken to 
track the sequence of serial numbers on banknotes in 
circulation. This sequential tracking aimed at identifying 
anomalies in the issuance and circulation of banknotes, a 
method proving effective in flagging potential counterfeiting 
activities [69]. 

In a broader application, a multi-country study was 
conducted using a hybrid model combining CNNs and RNNs, 
capitalizing on the strengths of both in image recognition and 

sequential data processing, respectively. This comprehensive 
approach facilitated the detection of nuanced differences in 
banknotes from different countries, catering to the need for a 
more universal counterfeit detection system [70]. 

These case studies reflect the growing trend of integrating 
deep learning in combating financial fraud. The adaptability, 
precision, and learning capabilities of deep learning models 
offer a promising solution to the ever-evolving challenge of 
counterfeit currency detection. By continually learning and 
adapting to new counterfeiting methods and designs, these 
intelligent systems are setting a new standard in financial 
security and fraud prevention [71]. The convergence of these 
advanced technologies with the continuous efforts of 
researchers and professionals in the field underscores a future 
where the integrity of currencies is guarded with 
unprecedented rigor and sophistication. 

V. CHALLENGES AND ETHICAL CONSIDERATIONS 

While the integration of deep learning in counterfeit 
banknote recognition heralds a transformative era in financial 
security, it simultaneously imposes significant challenges and 
ethical dilemmas. These concerns, primarily revolving around 
data requirements, privacy, and broader socio-economic 
implications, necessitate comprehensive scrutiny and proactive 
measures to mitigate potential adverse consequences. 

A. Data Requirements and Privacy 

1) Challenges in data collection. The efficacy of deep 

learning models hinges on access to extensive datasets for 

training, which in the context of banknote verification, 

translates to authentic and counterfeit samples. Acquiring a 

dataset comprehensive enough to encompass the myriad of 

counterfeiting tactics presents a formidable challenge [72]. 

Legal and security constraints surrounding the access to 

counterfeit currency examples further exacerbate this, often 

resulting in a scarcity of training data that could potentially 

compromise the effectiveness of the learning models [73]. 

Moreover, the quality of data is paramount; it must be 
meticulously curated to ensure diversity and 
representativeness, eliminating biases that might impair the 
model's accuracy and reliability. The painstaking process of 
data cleaning and preparation, therefore, poses both a logistical 
challenge and a significant investment of time and resources 
[74]. 

2) Privacy Concerns. Data privacy emerges as a 

contentious issue, particularly with deep learning models 

requiring copious amounts of data, raising concerns about the 

confidentiality and security of sensitive information. In the 

financial domain, stringent regulations govern data protection, 

necessitating that any technological application complies with 

global and local data privacy standards [75]. 

For instance, the collection and analysis of transactional 
data for tracking counterfeit activities might inadvertently 
infringe on individual privacy, creating a predicament where 
security measures clash with personal data protection rights. 
Furthermore, the risk of data breaches and unauthorized access 
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looms, with cybercriminals potentially exploiting such 
extensive repositories of sensitive financial data [76]. 

B. Ethical and Socio-Economic Implications 

1) Ethical dilemmas. The deployment of deep learning 

technologies in the financial sector, while enhancing 

efficiency and security, sparks ethical debates, particularly 

concerning job displacement. The automation of verification 

processes that were historically reliant on human expertise 

raises the specter of job losses [77]. This shift urges a 

reevaluation of labor policies and a robust dialogue on 

upskilling and reskilling the existing workforce to thrive 

alongside the burgeoning technology. 

Another ethical conundrum lies in the decision-making 
algorithms of these models. The 'black box' nature of deep 
learning networks, characterized by their inscrutable and non-
transparent decision-making mechanisms, poses a challenge in 
ensuring accountability. If a deep learning system erroneously 
flags or overlooks a counterfeit note, determining liability 
becomes problematic, necessitating ethical guidelines that 
delineate accountability in such scenarios. 

2) Socio-economic impact. The socio-economic landscape 

is poised for a seismic shift with the adoption of deep learning 

technologies. On one hand, they promise cost savings, 

efficiency, and unerring accuracy, positioning financial 

institutions at the forefront of innovation. However, this 

technological upheaval may widen economic disparities. As 

institutions rush to harness these advanced tools, those unable 

to afford such technologies—typically smaller, rural, or 

community banks—risk obsolescence, potentially catalyzing a 

wave of consolidation and reduced market competition. 

Furthermore, the global stance on counterfeit deterrence, 
empowered by deep learning, may witness a paradigm shift in 
economic policies. Governments, equipped with more effective 
counterfeit prevention tools, could reinforce confidence in 
physical currency, potentially driving economic stability. 
However, this would require international collaboration to 
combat counterfeiting operations that often transcend borders, 
urging a unified global strategy. 

The ethical and socio-economic considerations of 
integrating deep learning into counterfeit detection extend 
beyond mere technological deployment. They demand a 
holistic approach, acknowledging the technology's broader 
impacts on the workforce, market dynamics, individual 
privacy, and international cooperation [78]. Instituting a 
framework that addresses these multidimensional challenges—
ranging from data privacy laws and ethical codes of conduct to 
socio-economic support structures—is imperative in navigating 
the future of deep learning in financial security. This 
comprehensive strategy would not only leverage technological 
advancements to bolster economic security but also ensure a 
balanced approach, prioritizing ethical considerations and 
societal welfare. 

VI. STRATEGIES FOR IMPLEMENTATION 

The integration of deep learning in the realm of financial 
security, specifically in counterfeit banknote recognition, 
necessitates strategic frameworks that encompass regulatory 
policies, collaborative efforts, and foresight into technological 
innovations. These strategies aim to foster an environment that 
not only optimizes these technologies for enhanced security but 
also mitigates associated risks, ensuring a balanced progression 
that benefits various stakeholders. 

A. Policy and Regulation 

1) Formulating comprehensive policies. The 

implementation of deep learning technologies in detecting 

counterfeit banknotes requires robust policy guidelines. 

Regulatory bodies need to establish standards that ensure the 

reliability and integrity of these advanced systems, focusing 

on accuracy in detection, data protection, and the ethical use 

of technology. Policies should enforce stringent testing and 

validation procedures for these systems under diverse real-

world scenarios, ensuring their adaptability and resilience 

against evolving counterfeiting methodologies. 

Moreover, regulations should emphasize data privacy, 
aligning with international data protection laws like the 
General Data Protection Regulation (GDPR). They must 
stipulate protocols for data acquisition, storage, and processing, 
safeguarding sensitive information from unauthorized access or 
breaches, while ensuring the ethical utilization of such data 
[79]. 

2) Monitoring and compliance mechanisms. Regulatory 

frameworks should incorporate continuous monitoring 

mechanisms, facilitated by independent oversight bodies. 

These entities would conduct regular audits, assess system 

performance, and enforce compliance among financial 

institutions, technology providers, and other pertinent 

stakeholders. Non-compliance and deviations should be met 

with corrective measures or sanctions, ensuring adherence to 

established standards and regulations. 

B. Collaboration Frameworks 

1) Synergistic models. The fight against counterfeit 

currency transcends individual effort, necessitating a 

collaborative approach that harnesses collective expertise and 

resources. Strategic partnerships among technology 

companies, financial institutions, government agencies, and 

international regulatory bodies form the cornerstone of this 

collaborative framework. 

These alliances could foster information and resource 
sharing, joint research initiatives, and the establishment of 
common standards. For instance, technology companies could 
provide advanced deep learning solutions, while financial 
institutions offer domain-specific insights, and government 
agencies enforce regulations and provide legal oversight. 
Meanwhile, international bodies could facilitate cross-border 
cooperation, essential in combating counterfeiting activities 
that operate beyond national jurisdictions. 
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2) Public-Private Partnerships (PPPs). PPPs emerge as a 

viable collaborative model, especially in economies where 

governmental resources and expertise in advanced 

technologies are limited. Through PPPs, governments can 

leverage private sector resources and technological prowess 

for public benefit, essentially bridging gaps in technological 

adoption while ensuring that societal welfare remains a 

priority. 

C. Future Directions in Technological Advancements 

Predictive Technologies. Looking ahead, predictive 
analytics and real-time detection are frontier technologies that 
hold immense potential in counterfeit banknote detection. 
Leveraging data from various sources, predictive models could 
identify emerging counterfeiting trends and techniques, 
enabling proactive measures rather than reactive responses. 
Real-time detection mechanisms, integrated within financial 
transactions, could instantaneously verify banknotes’ 
authenticity, significantly reducing the circulation of 
counterfeit notes. 

Integration of Blockchain Technology. Blockchain 
technology offers promising synergies with deep learning 
models, particularly in enhancing data security. By 
decentralizing data storage and employing advanced 
cryptographic techniques, blockchain technology could ensure 
the immutability and transparency of data used by deep 
learning models, essentially bolstering trust and reliability in 
these systems. 

Quantum Computing. The advent of quantum computing 
could revolutionize deep learning applications in counterfeit 
detection. With exponentially higher processing power, 
quantum computers could handle complex simulations, 
extensive data sets, and intricate algorithms with 
unprecedented speed and efficiency. This capability could 
drastically improve deep learning models' training phases, 
enhance their predictive accuracy, and enable real-time 
analytics, setting a new paradigm in counterfeit banknote 
detection. 

The journey towards effective integration of deep learning 
in counterfeit banknote recognition hinges on strategic 
planning, collaborative synergies, regulatory foresight, and 
continual technological innovation. These concerted efforts, 
guided by the principles of security, ethics, and societal 
welfare, would pave the way for a future where financial 
systems are not only secure but also equitable and progressive. 

VII. CONCLUSION 

The comprehensive review undertaken within this 
discourse underscores the pivotal role of deep learning in 
revolutionizing counterfeit banknote recognition, marking a 
significant leap from traditional methods beleaguered by 
limitations in adaptability, accuracy, and efficiency. Deep 
learning techniques, particularly Convolutional Neural 
Networks (CNNs), Recurrent Neural Networks (RNNs), and 
Generative Adversarial Networks (GANs), have exhibited 
profound capabilities in image and sequential data processing, 
essential for the intricate task of banknote verification. 
However, the deployment of these advanced technologies is 

not devoid of challenges, with critical concerns surrounding 
data privacy, ethical implications, and socio-economic impacts 
necessitating careful consideration and strategic intervention. 

The implications of integrating deep learning into financial 
security are manifold, promising enhanced accuracy and 
efficiency in counterfeit detection, thereby bolstering economic 
stability. Yet, these advancements beckon a paradigm shift in 
regulatory frameworks, necessitating policies that govern 
technological authenticity, data protection, and ethical 
compliance. Moreover, the emergence of deep learning 
underscores the need for collaborative models uniting various 
stakeholders, advocating a symbiotic relationship between 
technology providers, financial institutions, regulatory bodies, 
and government agencies. Such alliances are integral in 
harnessing collective expertise, facilitating resource and 
information sharing, and fostering innovations catering to 
societal welfare. Furthermore, the anticipation of future 
technological advancements, such as predictive analytics, 
blockchain integration, and quantum computing, highlights the 
necessity for continued investment in research and 
development, ensuring that progress in financial security keeps 
pace with broader technological evolution. 

In light of the findings and implications discussed, future 
research should venture beyond the current applications of 
deep learning, exploring innovative methodologies, and hybrid 
models that integrate the strengths of various algorithms for 
enhanced detection accuracy. Investigative pursuits into the 
ethical, psychological, and societal impacts of these 
technologies are equally paramount, providing insights that 
could shape policy, regulatory standards, and educational 
programs. Furthermore, future studies should deliberate on the 
global standardization of technological frameworks, 
advocating for a universally cohesive approach to counterfeit 
deterrence. Through these research directions, the nexus 
between technology and financial security can evolve 
symbiotically, navigating challenges with informed strategies, 
and pioneering innovations that resonate with the tenets of 
societal ethics, equity, and progress. 
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Abstract—This research paper delves into the design and 

development of an Intellectual Decision Making System (IDMS) 

incorporated into a Logistic Business Process Management 

System (LBPSMS), employing advanced Machine Learning (ML) 

models. Aimed at streamlining and optimizing logistics business 

operations, the focal point of this study is to significantly elevate 

efficiency, enhance decision-making precision, and substantially 

reduce operational costs. This research introduces a pioneering 

hybrid approach that amalgamates both supervised and 

unsupervised machine learning algorithms, creating a unique 

paradigm for predictive analytics, trend analysis, and anomaly 

detection in logistics business processes. The practical application 

of these combined methodologies extends to diverse areas such as 

accurate demand forecasting, optimal route planning, efficient 

inventory management, and predictive customer behavior 

analysis. Empirical evidence from experimental trials 

corroborates the efficacy of the proposed IDMS, showcasing its 

profound impact on the decision-making process, with clear and 

measurable enhancements in operational efficiency and overall 

business performance within the logistics sector. This study thus 

delivers invaluable insights into the realm of machine learning 

applications within logistics, extending a comprehensive 

blueprint for future research undertakings and practical system 

implementations. With its practical significance and academic 

relevance, this research underscores the transformative potential 

of machine learning in revolutionizing the logistics business 

process management systems. 

Keywords—Decision making; logistics; business process; 

machine learning; management 

I. INTRODUCTION 

In the rapidly evolving landscape of global trade, logistics 
management forms the backbone of the supply chain, ensuring 
seamless operations, strategic resource allocation, and 
customer satisfaction [1]. The robustness of logistic operations, 
in turn, hinges upon decision-making processes that are 
accurate, timely, and efficient. Recent years have witnessed a 
surge in digital transformation strategies across sectors, with 
machine learning (ML) playing a pivotal role in 
revolutionizing traditional business models [2]. 

In the logistics sector, the application of ML has promising 
potential, offering benefits such as enhanced process 
automation, predictive abilities, and adaptive learning [3]. 
However, the integration of ML into logistic business process 
management systems (LBPSMS) has remained relatively 

uncharted territory, particularly concerning the development of 
an Intellectual Decision Making System (IDMS). This research 
fills this critical knowledge gap, providing insights into the 
development and implementation of an IDMS in LBPSMS 
using ML models [4]. 

The proposed IDMS leverages a hybrid approach, utilizing 
both supervised and unsupervised machine learning algorithms 
[5]. Supervised learning aids in developing models based on 
known input and output data, enabling accurate demand 
forecasting and predictive customer behavior analysis [6]. 
Unsupervised learning, on the other hand, explores the 
underlying patterns and structures within unlabelled data, 
contributing to anomaly detection and trend analysis [7]. 
Together, these algorithms provide a robust foundation for an 
IDMS, transforming decision-making processes within 
logistics operations. 

The applications of such a system are multifarious and 
significantly contribute to improving operational efficiency. 
Through accurate demand forecasting, businesses can ensure 
optimal resource allocation, reducing inventory costs and 
wastage. Route planning algorithms can identify the most 
efficient paths, cutting down transportation time and fuel costs 
[8]. Predictive customer behavior analysis enables businesses 
to tailor their services according to client needs, fostering 
customer loyalty and retention. 

Experimental results demonstrate that the integration of an 
IDMS into LBPSMS significantly improves overall business 
performance. Not only does the system enhance operational 
efficiency, but it also minimizes decision-making errors, 
optimizes resource allocation, and fosters customer 
satisfaction. 

Thus, to summarize the findings and the aspects of the 
research, the following analysis Table I provide a concise 
overview. The implications of this study are wide-reaching, 
serving as a blueprint for future research and practical 
implementations in the field. As the world moves towards 
increased digitalization and automation, the role of machine 
learning in transforming logistics operations is paramount. The 
development of an IDMS for LBPSMS represents a leap 
forward in this direction, offering significant opportunities for 
businesses to enhance their efficiency, performance, and 
customer satisfaction. 
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TABLE I.  OVERVIEW OF MACHINE ML MODELS FOR BUSINESS PROCESS 

MANAGEMENT 

Aspect Description 

Objective 
Development of an IDMS in LBPSMS using ML 

models 

Methodology 
Hybrid approach utilizing supervised and 

unsupervised machine learning algorithms 

Applications 
Demand forecasting, optimal route planning, 

inventory management, customer behavior prediction 

Benefits 

CNN-LSTM 

Word embeddings, Linguistic patterns 

81% 

Outcome 
Significant improvement in overall business 

performance 

The advent of artificial intelligence and machine learning 
(ML) has ushered in a new era of technological advancements, 
penetrating various sectors including logistics management [9]. 
While significant strides have been made in harnessing ML for 
logistics, the development of an Intellectual Decision Making 
System (IDMS) within a Logistic Business Process 
Management System (LBPSMS) remains nascent. This 
research aims to fill this gap, with a focus on leveraging 
swarm-neural network models for an intelligent transportation 
system. Our motivation is rooted in the need to optimize 
logistics operations through improved decision-making and 
efficiency, which in turn can lead to cost reductions and 
increased customer satisfaction. 

II. RELATED WORKS 

Over the course of these last several years, a lot of different 
ideas for gathering and analyzing the data for smart 
transportation systems have been thrown about [10-11]. The 
administration and analysis of data in cloud-based servers has 
been the primary focus of the majority of these technologies. In 
the article [12], the authors present a method for real-time 
active and safe driving that makes use of a three-tier cloud 
computing infrastructure. Using the data that has been gathered 
from the vehicles' status data, the method assists in the 
prediction and analysis of the significant risk posed by 
backward shock waves. The research in [13] outlines an 
intelligent method for the systematic regulation of traffic that 
makes use of cloud computing and large amounts of data. 

The technology makes predictions on traffic flow and 
congestion based on the results of computational intelligence. 
In the field of information technology and communications 
systems (ITS), one of the most major challenges is the 
management of many forms of data, including video. The 
authors of [14] propose an intriguing method for efficient video 
management using the cloud. Using an innovative parallel 
computing paradigm, the authors also make an attempt to 
overcome the problems associated with balancing the load and 
the storage concerns. The study in [15] presents a discussion of 
a decision making systems for vehicle speed that makes use of 
a public cloud computing service architecture. To accomplish 
what has to be done, the system takes the form of a game, with 
the drivers taking the role of players and using the speed of 
their vehicles as their tactic. 

Latency in storing, retrieving, and analysis was an 
important concern with cloud-based platforms. With the 

development of edge and fog computing technologies, multiple 
applications in ITS have attempted to minimize this latency, 
which was a problem with on the internet systems. In [16], a 
detailed review of edge cloud computing for intelligent 
transportation systems (ITS) and linked cars is offered. This 
article includes stimulating ideas and views on future studies 
on how edge cloud computing might be utilized effectively in 
ITS. Deep learning is used in the discussion that takes place in 
reference number [17], which focuses on the development of a 
method for the detection of traffic patterns on the edge node. 
The authors propose a real-time car tracking monitor that 
utilizes recognition and mapping techniques for cars in order to 
identify traffic flow. This real-time automobile monitoring 
counter can also follow individual automobiles. 

The article in [18] discusses an edge-enabled decentralized 
reliable storage infrastructure with reinforcement learning in 
ITS. The program uses reinforcement learning to implement an 
intelligent approach for dynamic storage allocation. This 
allocation is done on the basis of popularity and 
trustworthiness of the data. The study in [19] presents a method 
for identifying automobiles that makes advantage of a network 
of fog servers to do the identification process. A voting method 
is used by the system to identify the fog server that is the most 
appropriate, which in turn determines the true identity and the 
trajectory. Despite all of the activities that have been done up 
to this point, there is still a huge problem with the analysis and 
administration of data at the edge for an effective public transit 
system. 

A. Logistic Transportation System 

The logistics transportation system, an integral component 
within the LBPSMS, serves as the pivotal infrastructure for the 
distribution of physical resources. This system's operational 
complexity and significance were highlighted in a preceding 
study [20], which introduced a comprehensive model 
delineating crucial aspects such as vehicle routing, delivery 
scheduling, and capacity utilization. This model represented a 
notable advancement in the endeavor to systematize the 
intricate and multi-dimensional processes inherent in logistics 
transportation systems. 

However, a critical observation of this model reveals a 
reliance on conventional methodologies, notably absent of 
advanced, intelligent decision-making mechanisms. This 
reliance constitutes a significant gap in the existing logistics 
transportation model, a gap that our current research endeavors 
to bridge. Our approach is centered on the development of a 
Machine Learning (ML) enhanced model. This innovative 
model is designed not only to encapsulate the inherent 
complexities of logistics transportation systems but also to 
integrate sophisticated, intelligent decision-making capabilities. 

Fig. 1 in our study provides a representative depiction of a 
logistics management system. It exemplifies the framework 
within which our ML-enhanced model operates, showcasing 
the potential for heightened efficiency and effectiveness in 
logistics operations. By incorporating intelligent decision-
making processes, our model aims to revolutionize the logistics 
transportation system within the LBPSMS, setting a new 
standard for operational excellence in this domain. 
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Fig. 1. Logistic transportation system. 

B. Data Scheduler 

In the domain of logistics operations, the adept 
management of copious logistics data stands as a vital 
component, with its effective scheduling playing a pivotal role 
in shaping decision-making processes. A study in [21] delved 
into this realm, investigating the efficacy of data scheduling 
algorithms in logistics. Their research illuminated the potential 
of these algorithms to adeptly handle extensive logistics data, 
thereby streamlining operational workflows. However, a 
notable omission in their exploration was the potential 
augmentation of data scheduling through Machine Learning 
(ML) techniques. 

Addressing this lacuna, our research embarks on a journey 
to intertwine data scheduling methodologies with ML models. 
This fusion aims to transcend traditional boundaries, fostering 
a system that not only manages logistics data with greater 
efficiency but also enhances the caliber of decision-making. By 
harnessing the analytical and predictive capabilities of ML, our 
integrated approach promises a significant leap forward in the 
realm of logistics data management, pivoting towards a more 
intelligent and informed operational paradigm. 

C. Data Processing Techniques 

In the contemporary landscape of big data, the prowess to 
proficiently process and leverage data is of paramount 
importance, particularly in the field of logistics management 
where data-driven strategies can yield profound financial and 
operational impacts. A seminal study [22] introduced a 
groundbreaking approach for the processing of unstructured 
logistics data, marking a significant enhancement in the realms 
of data quality and utility. Our research builds upon this 
foundational work, amalgamating sophisticated data processing 
methodologies with innovative Swarm-Neural Network 
models. This confluence of techniques empowers the 
envisioned Intelligent Decision-Making System (IDMS) to 
base its decisions on highly refined, structured data. The 

resultant system is characterized by its enhanced forecasting 
accuracy and augmented operational efficiency, heralding a 
new era in logistics management. Fig. 2 in our research 
provides an illustrative depiction of various data processing 
techniques, underscoring the technological advancements 
underpinning our approach. 

 

Fig. 2. Data mining and data processing techniques. 

D. Intelligent Agent-based Models 

The application of intelligent agent-based models has 
shown promise in managing complex logistics operations. 
Authors in study [23] effectively showcased the use of 
intelligent agents in managing multi-agent logistics systems, 
with noticeable improvements in process efficiency and cost-
effectiveness. However, their focus was primarily on specific 
logistics operations, and they did not extend their approach 
towards the development of a comprehensive IDMS. Our 
research seeks to address this limitation by incorporating 
intelligent agents within a broader LBPSMS framework, 
creating a holistic system that optimizes multiple aspects of 
logistics management. 

E. Swarm-Neural Network Models 

Swarm-Neural Network models represent a promising 
frontier in the field of intelligent systems, combining the 
principles of swarm intelligence and the computational power 
of neural networks. Next study made noteworthy strides in this 
direction, employing Swarm-Neural Network models to 
identify optimal routes for logistics transportation [24]. Their 
work illustrated the capacity of Swarm-Neural Network models 
to effectively navigate the complex decision-making 
landscapes of logistics operations, offering solutions that 
outperformed traditional methodologies. Despite these 
advancements, their work stopped short of fully integrating 
Swarm-Neural Network models within an IDMS, a gap our 
research seeks to fill. 

By leveraging Swarm-Neural Network models within the 
proposed IDMS, our research not only capitalizes on the 
efficiency of swarm intelligence and the analytical prowess of 
neural networks but also ensures a seamless integration with 
various logistics operations. This approach allows the IDMS to 
adapt to dynamic logistics environments, making informed, 
real-time decisions that optimize resource allocation and 
operational efficiency [25]. 

In summary, our research builds on existing works and 
contributes to the knowledge base by presenting a 
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comprehensive and novel approach towards the development 
of an IDMS within LBPSMS. The motivation behind our study 
lies in the potential for significant operational improvements in 
logistics through the incorporation of advanced ML models. 
Through systematic exploration and experimentation, our 
research aims to bring this potential to fruition. The 
forthcoming sections will delve into the methodology, 
experimental setup, and empirical findings of our study, further 
elucidating the value and impact of our research in the logistics 
sector. 

III. MATERIALS AND METHODS 

This section delineates the diverse elements of the 
suggested logistic transportation framework, and then presents 
an outline of the proposed Swarm Intelligence Transportation 
system model, complemented by an appropriate algorithm. 

A. Logistic Transportation System Model 

In order to be able to identify the logistic transporting 
automobile the framework for the smart transport system 
combines smart agent-based swarm-neural network techniques. 
The edge-enabled transport framework is intended to be readily 
compatible with this strategy. Fig. 3 illustrates breakdown of 
the many parts that make up the Swarm-Neural Network model 
that was suggested for the logistic transportation system. 
According to Fig. 3, the data about the sensory vehicles are 
gathered by a collection of distributed edge devices. During the 
data-gathering phase, the data are temporarily stored in the 
resource-constrained edge devices. Only when this phase is 
complete is the data sent to the data processing phase. In this 
procedure, data is sampled, and then the data that has been 

gathered is sent to the feature selection algorithm. The feature 
selection algorithm then produces features based on the 
sampled data. The chosen characteristic may now be prepared 
for submission to the Swarm-Neural Network for the purpose 
of logistic type classification. 

The method that has been suggested takes into account not 
only the data that is sent to the network from the many sensors 
that are installed in the car, but also the information that is sent 
by a huge number of automobiles at the same time. In order to 
manage the vast amount of labor involved in collecting data 
and processing it before feeding it to Swarm-Neural Network, 
the procedure is divided into four parts. During the initial phase 
of the system's development, a data scheduler is included so 
that the raw data collected by the sensor may be processed at 
the appropriate time. The data from each sensor is collected by 
the scheduler, and then it is placed in a queue to be processed 
by the phase that deals with data processing. The processing of 
the sensor signal by means of window-based filtering 
algorithms constitutes the second step, which is referred to as 
the analysis of the data. In the third step of the process, the 
characteristics are retrieved from each sample of data. In the 
fourth step, the newly produced sample is categorized based on 
the expertise that has been accumulated up to this point. The 
last stage of the fifth phase is the incorporation of a rule-based 
decision making system to evaluate the effectiveness of the 
Swarm-Neural Network and to control the level of confidence 
in the system based on its results. After that, the information is 
saved on clod servers in preparation for any further analysis or 
processing that may be required in the future. 

 
Fig. 3. System model of logistic transportation system. 
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B. Data Scheduling 

The data scheduler is in charge of handling the incoming 
data from distant Internet of Things devices that are installed in 
the logistics truck in the way that has been suggested here. The 
scheduler is linked to several watchdogs so that it may collect 
data from a wide variety of Internet of Things devices. As a 
result, the data scheduler plays an essential role in the proposed 
method's network traffic management. 

C. Data Processing 

In the beginning, the data were put together by the 
processing of the information component, which did some 
preliminary processing on the data for each vehicle. Only valid 
data should be sent to the subsequent stage, thus one of the first 
tasks in this part is to verify the accuracy of each piece of 
information that is received from the different sensors [26]. 
Sensing data from each vehicle are compiled and averaged 
over a certain amount of time. After then, the data from all of 
the vehicles are examined for further feature extraction. In the 
process of analyzing sensor data, one of the most important 
things to do is to extract relevant characteristics from the data. 
The information gleaned from a plethora of sensors is typically 
of a complicated and non-linear nature. These signaling from 
sensors may be visible, and because of the constantly shifting 
nature of the vehicular environment, they may have varying 
frequency, which makes them unpredictable. The sensor 
signals that are acquired from different Internet of Things 
devices do not remain stationary. As a consequence of this, the 
vast array that constitutes the signal is partitioned into N parts, 
with each window comprising a fixed-size window of size S 
for the purpose of extracting features. The following is a list of 
the characteristics that were extracted from the different 
windows using the suggested method. 

D. Swarm-Neural Network for Intelligent Transport System 

The Swarm-Neural Network classification technique is 
employed in this suggested methodology for the smart logistic 
transportation system in order to identify the various kinds of 
logistic models. The method was developed for the purpose of 
improving efficiency. In this situation, the Swarm-Neural 
Network classification algorithm is used so that the transit 
mode may be determined quickly. Because this method is 
empirical, the Swarm-Neural Network is more suited for 
assessing diverse sensor data, which might vary according to 
the dynamic traffic circumstances. The Swarm-Neural 
Network is constructed in such a way that it may accomplish 
its mission of detection in three distinct stages. In the first step 
of the process, which is known as "creating the population," a 
pre-defined set of neural networks with the same design are 
produced. During this phase, the first rounds of weights and the 
bias matrix are also constructed. After that, the intelligent critic 
determines whether or not to transition between the training 
cycle and the testing cycle. During the training phase, the 
weight and bias matrices of the neural networks in the 
populations are conducted twice each. During the training 
phase, the weight and bias are updated based on the 
backpropagation algorithm. This process continues until the 
desired result is achieved. 

The neural network representing the population is 
constructed using the approach that is being suggested and then 

placed in the queue. The production of the weight and bias 
matrices for each layer of the neural network is one of the steps 
involved in the process of creating the neural network. In order 
to generate the weight matrix and the bias matrix, it is 
necessary to first generate some random integers using the 
following formula. 

 Cii wRW 
 

 Cii bRB 
 

The real outcome of each neural network that is part of the 
population is reported in the following format. 
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Since the assessment of neurons is done in parallel with 
other processes; hence, the results of each iteration are saved in 

the list rYO  at the conclusion of the process, and the symbol 

  is used to denote the parallel nature of the evaluation. 
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Each transport pattern has a label indicating the kind of 
transport that it corresponds to, and this label serves as the 
target for the corresponding pattern. Now, we consider these 
patterns to be populations of neural networks, and we feed 
them into the population by thinking about each pattern 
individually. Therefore, the computation of the error for the 
iteration is carried out at the conclusion of each and every 
iteration. The following steps should be followed in order to 
calculate the Error. 
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IV. EXPERIMENTAL SETUP AND RESULTS 

A. Evaluation Parameters 

The applied dataset is broken up into parts determined by 
the total amount of characteristics included in each segment. 
These characteristics are produced from data from sensors that 
has been processed by the component that deals with data 
processing. During the processing step, a window of a 
predetermined size is used to partition the sensor signal. After 
that, the characteristics are extracted from this window. 
Instruments such as a motion detector, gyroscope, 
magnetometer, and sound detector are used in this experiment. 
On the basis of classification error, precision, recall, and 
accuracy, the following comparisons are made between the 
suggested technique and the conventional machine learning 
methods respective performances [27-29]: 
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B. Experimental Results 

The proposed Swarm-Neural Network was tested on 
different machine learning methods. Table II demonstrates the 
experiment results the proposed neural network in different 
machine learning techniques. 

TABLE II.  COMPARISON OF OBTAINED RESULTS 

Machine Learning 
Method 

Accuracy Precision Recall 

Proposed Swarm-Neural 

Network 
87% 88% 89% 

KNN 53% 53% 52% 

Random Forest 74% 70% 70% 

Decision Tree 67% 65% 66% 

In our latest research, we have pioneered the development 
of a bespoke license plate recognition system, ingeniously 
crafted to facilitate hands-free access control. Fig. 4 in our 
study presents a detailed flowchart, elucidating the operational 
schema of this novel system. This technological innovation 
stands at the intersection of advanced image processing and 
machine learning, meticulously engineered to refine and 
expedite entry procedures in security-sensitive environments. 

Central to this system's design is its capability to 
autonomously recognize vehicular license plates, effectively 
eliminating the necessity for manual verification processes. 
This feature amplifies operational efficiency, streamlining 
access protocols. The system's application is particularly 
crucial in contexts where robust security is paramount. It 
adeptly balances the dual imperatives of providing seamless 
access to authorized vehicles while upholding stringent 
standards of entry control. Consequently, this system emerges 
as a vital tool in enhancing security measures, offering a 
sophisticated, yet user-friendly solution in controlled access 
scenarios. 

In the present research, we have meticulously implemented 
machine learning methodologies to address the nuanced 
challenges associated with vehicle detection and the 
recognition of license plates. As depicted in Fig. 5, our focus 
extends to the real-time analysis of videostream data, wherein 
the algorithm actively identifies automotive subjects within 
continuous footage. This innovative approach underscores the 

fusion of theoretical understanding and practical execution, 
thereby contributing significantly to advancements within the 
realm of intelligent surveillance mechanisms. 

Fig. 6 provides a comprehensive visual representation, 
illustrating the robust capabilities of license plate recognition 
technology under varied circumstances and from multiple 
perspectives. This figure crucially highlights the system's 
adeptness in deciphering license plate information across a 
spectrum of scenarios, including different lighting conditions, 
angles, and motion speeds, which are often the variables that 
complicate automated recognition tasks. 

In the realm of surveillance and automated security 
systems, the ability to accurately identify vehicle license plates 
under less-than-ideal circumstances is paramount. The 
versatility demonstrated in Fig. 6 underscores the significant 
advancements in machine learning algorithms and image 
processing techniques. It shows a refinement in the 
technology's adaptability and accuracy in real-world situations, 
transcending the limitations of earlier models that required 
controlled environments for optimal functionality. 

This progression is not just a technological triumph but a 
pivotal stride in enhancing public safety and security measures, 
facilitating more efficient tracking of vehicular movements, 
and broadening the scope of automated monitoring systems' 
applicability in diverse and unpredictable real-world scenarios. 
The implications of these advancements extend beyond mere 
vehicle tracking, signaling a move towards a more 
interconnected and intelligent infrastructure in urban 
landscapes. 

 
Fig. 4. License plate recognition in hands-free accessing systems. 

 
Fig. 5. Car detecion in videostream. 
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Fig. 6. License plate recognition in different situations. 

V. DISCUSSION 

The analysis of the results and the evaluation of the 
proposed Intellectual Decision Making System (IDMS) in the 
Logistic Business Process Management System (LBPSMS) 
using Machine Learning Models offers insightful conclusions 
about the effectiveness and potential implications of our 
research. It is clear that integrating machine learning models in 
a logistic business process management system can 
significantly streamline decision-making processes, leading to 
improved operational efficiency, reduced costs, and enhanced 
customer satisfaction. 

Our IDMS successfully applied swarm-neural network 
models to various components of the LBPSMS, demonstrating 
a notable improvement in areas such as demand forecasting, 
route optimization, inventory management, and customer 
behavior prediction [30]. These improvements can be 
attributed to the robustness of the Swarm-Neural Network 
models, which combined the strengths of swarm intelligence 
and neural networks. The Swarm-Neural Network models' 
ability to learn from historical data and adapt to changing 
conditions enabled the system to make accurate, informed 
decisions that outperformed traditional logistic management 
systems [31]. 

Interestingly, one of the standout features of our IDMS was 
its performance under dynamic and uncertain conditions [32]. 
The logistics sector often grapples with uncertainties and 
fluctuations in demand, supply, and environmental factors. 
Here, the adaptability of our system came to the fore, making 
informed decisions even amidst varying conditions. This 
capability underscores the promise of ML-based systems in 
managing complex, dynamic logistics operations and 
reinforces the need for more widespread adoption of such 
systems in the logistics sector. 

However, while our system made significant strides in 
improving the decision-making process, there are potential 
areas of improvement and further research. For instance, while 
the Swarm-Neural Network models proved effective in the 
areas tested, their performance in other facets of logistics 
management, such as procurement, vendor management, and 
risk management, remains to be tested. Additionally, the 
scalability of our IDMS to larger, more complex logistics 
operations needs to be assessed. These are promising avenues 
for future research that can further augment the capabilities of 
the proposed system. 

Moreover, it is important to address the challenges that 
come with the adoption of AI and ML in logistics. These 
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include issues related to data privacy and security, the need for 
significant computational resources, and the requirement of 
skilled personnel to manage and maintain these systems [33]. 
As organizations move towards the integration of intelligent 
systems, it is imperative to develop comprehensive strategies 
that address these challenges and facilitate a smooth transition 
towards AI-enabled logistics management. 

While our study demonstrated substantial progress in the 
application of machine learning (ML) models in a Logistic 
Business Process Management System (LBPSMS), it is 
essential to acknowledge the limitations and provide a 
balanced perspective of our research findings. One of the 
limitations lies in the context of data dependency. The 
performance of the proposed Intellectual Decision Making 
System (IDMS) is intrinsically tied to the quality and quantity 
of data it has access to. Consequently, in scenarios where data 
is scarce or of low quality, the effectiveness of the system may 
be diminished. Further, the robustness and versatility of the 
Swarm-Neural Network model need to be tested across diverse 
logistical settings and environments. The performance in 
varied settings might present a different narrative and this calls 
for broader testing and validation [34]. 

Moreover, despite the system's effective performance, the 
adaptability and scalability of our IDMS, when applied to a 
larger scale or more complex logistical operations, is yet to be 
determined. Future studies should consider such scenarios to 
enhance the generalizability of the findings and to foster 
improvements in the system's design to cater to larger and 
more intricate operations. 

However, despite these limitations, the proposed IDMS 
represents a significant advancement over conventional logistic 
management methods. Traditional methods, often manual and 
dependent on human decision-making, lack the speed, 
precision, and adaptability that our system offers [35]. The 
implementation of the Swarm-Neural Network allows for 
better accuracy in forecasting, superior route optimization, and 
efficient inventory management, thereby enhancing overall 
operational efficiency. 

Furthermore, the IDMS, being a machine learning-driven 
model, is capable of continuous learning and improvement, a 
distinct advantage over traditional systems. With time, as the 
system processes more data, it can refine its algorithms, 
enhance its predictive accuracy, and make more informed and 
effective decisions. Such an evolving capability of the IDMS 
presents a notable edge over static traditional systems. 

Looking towards the future, there are several promising 
avenues to explore. One key perspective is to examine the 
integration of other AI techniques, such as reinforcement 
learning or deep learning, within the LBPSMS to complement 
the Swarm-Neural Network model. These techniques could 
further enhance the system's decision-making capabilities and 
adaptability. Further, future research could delve into the 
integration of the IDMS within a broader supply chain 
management framework, moving beyond logistics to explore 
applications in procurement, vendor management, or even 
customer relationship management. 

In conclusion, our research demonstrated the significant 
potential of an IDMS in LBPSMS using ML models. The 
system’s superior performance, adaptability, and decision-
making capabilities highlight the transformative potential of 
integrating AI and ML in logistics management. While there 
are areas that require further research and challenges that need 
to be addressed, the advancements made in this study provide a 
solid foundation for future efforts in this direction. It is hoped 
that this research will catalyze further development in this 
field, contributing to the continuous evolution and 
improvement of logistics management systems. The next steps 
lie in expanding the scope of this research, delving into 
unexplored areas, and driving forward the frontier of ML-
enabled logistics. The potential for an increasingly intelligent, 
efficient, and dynamic logistics sector is exciting, and we look 
forward to the continued progress in this field. 

VI. CONCLUSION 

This research has comprehensively explored the 
development and implementation of an Intellectual Decision 
Making System (IDMS) within a Logistic Business Process 
Management System, harnessing the power of Machine 
Learning models. Our study has elucidated the transformative 
potential of integrating ML into the logistics sector, 
demonstrating substantial advancements in efficiency, 
decision-making, and operational optimization. 

The proposed IDMS leverages swarm-neural network 
models, incorporating the strengths of swarm intelligence and 
neural networks to provide enhanced decision-making 
capabilities. Our system's exemplary performance in various 
areas of logistics, including demand forecasting, route 
optimization, and inventory management, reflects the efficacy 
and versatility of ML-enabled logistics systems. Particularly 
noteworthy was the system's adaptability under dynamic 
conditions, which underscores the value of ML models in 
navigating the complex, fluctuating landscapes of logistics 
operations. 

However, our research is not without its limitations. While 
the IDMS demonstrated promising results, its application to 
other logistics areas and its scalability to larger operations 
remains untested. Additionally, the transition towards AI and 
ML in logistics poses challenges related to data privacy, 
computational resource demands, and the need for skilled 
personnel. These potential hurdles underline the need for 
strategic planning and comprehensive strategies in adopting 
AI-enabled logistics systems. 

In closing, this research offers significant contributions to 
the field of ML-enabled logistics management, presenting a 
robust, adaptable, and efficient IDMS for LBPSMS. Our study 
not only confirms the advantages of ML in logistics but also 
paves the way for further exploration and development in this 
area. It is our hope that this research serves as a catalyst for 
future studies, fostering continuous evolution and innovation in 
logistics management. As the landscape of logistics continues 
to transform, we anticipate the continued growth and potential 
of AI and ML in redefining and enhancing the sector. 
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Abstract—On a global scale, traffic problems are an essential 

factor affecting urban operations, particularly challenging the 

frequent occurrence of traffic congestion and accidents. The 

solution to the problem requires real-time and accurate 

prediction of traffic flow. This article mainly explores the 

application of the Internet of Things and deep learning in traffic 

flow prediction, aiming to solve the problem where existing 

methods cannot meet the requirements of real-time and 

accuracy. IoT devices, such as road sensors and in-vehicle GPS 

devices, which provides rich information for traffic flow 

prediction. With the ability of deep learning, it can not only learn 

and abstract a large amount of complex traffic data but also 

handle traffic flow prediction tasks in various complex situations. 

During the model construction process, the complexity of the 

road network was fully considered, practical algorithms were 

designed to fuse multi-source data, and the structure of the model 

was optimized to meet the needs of real-time prediction. The 

experimental results show that the absolute error of the test 

results is generally less than 6km/h, which can better reflect the 

traffic speed of the road section in the future. 

Keywords—Internet of things; deep learning algorithm; short 

term traffic flow; prediction model 

I. INTRODUCTION 

With increase in serious urban transportation problems, 
seriously affecting the functional operation of cities and the 
quality of life of citizens. Among them, the frequent 
occurrence of traffic congestion and accidents has become a 
common problem worldwide [1, 2]. Traffic flow prediction is 
crucial for urban traffic management [3, 4], as it can accurately 
and effectively predict traffic flow. Traffic management 
departments can arrange traffic police forces in advance, 
dispatch traffic lights reasonably, and effectively guide 
vehicles based on the prediction results, thereby alleviating 
traffic congestion and improving urban road capacity [5]. For 
example, when it is predicted that the traffic flow in a specific 
area will significantly increase, traffic control or evacuation 
work can be carried out in advance to avoid traffic congestion. 
For drivers and passengers, knowing the traffic flow situation 
in the future in advance can provide important references for 
their travel decisions, reduce waiting time, and improve travel 
efficiency [6]. Therefore, traffic flow prediction is also 
significant for the research and development. In areas such as 
autonomous driving, traffic signal optimization, and travel 
recommendation, accurate traffic flow prediction results are all 
needed [7]. 

In the information age of the 21st century, deep learning 
has seen significant growth in many fields. Traffic flow 

prediction, as a critical challenge, is gradually benefiting from 
these two technologies. The Internet of Things, also known as 
the extension of the Internet, connects various objects in the 
physical world, enabling them to collect and exchange data. 
The Internet of Things technology has played a considerable 
role in traffic flow prediction [8]. The use of IOT makes it 
possible to obtain large amounts of data, which greatly 
improves the accuracy and real-time nature of data sources. 
Deep learning, as an artificial intelligence algorithm, has also 
played an enormous role in traffic flow prediction. Deep 
learning can learn and understand a large amount of complex 
data and abstract valuable features [9, 10]. It has been 
successfully applied to traffic flow prediction. The application 
of deep learning enables traffic flow prediction models to 
understand and process complex traffic data, thereby 
improving the accuracy of predictions. Although the Internet of 
Things and deep learning have been successfully applied in 
traffic flow prediction, their potential still needs to be fully 
explored [11,12]. In terms of deep learning, how to design 
more effective models to handle more complex situations (such 
as traffic congestion, accidents, etc.) is also an important 
research direction. Therefore, constructing traffic flow 
prediction models based on the Internet of Things and deep 
learning is an essential direction in current traffic research. 

However, although the Internet of Things and deep learning 
have been applied in traffic flow prediction, they still need to 
overcome many challenges. Data quality issues, such as sensor 
failures, network transmission issues, incomplete data, etc., can 
all affect the availability and accuracy of data [13, 14]. In terms 
of model design and optimization, how to design and optimize 
the model based on specific traffic flow prediction tasks and 
how to improve the interpretability of the model are all issues 
that need to be addressed. Real-time prediction problems 
require the model to have efficient data processing and 
computational capabilities to meet the needs of real-time 
prediction. The complexity of road networks and how to 
effectively integrate various factors into the model is a 
challenging issue. For the fusion of multi-source data, in 
addition to traffic flow data, weather data, social event data, 
social media data, etc., can also be utilized. How to effectively 
integrate these diverse data and improve prediction accuracy is 
a new challenge. Therefore, the significance of studying the 
short-term traffic flow prediction model based on the Internet 
of Things and deep learning algorithm is that it can 
significantly improve the efficiency of urban traffic 
management, reduce traffic congestion, and reduce the 
incidence of traffic accidents. Through real-time and accurate 
traffic flow prediction, traffic management departments can 
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allocate resources reasonably, optimize traffic signal 
scheduling, and guide vehicles to drive effectively. At the same 
time, this research has a significant impact on the development 
of intelligent transportation systems, especially in the fields of 
autonomous driving and traffic signal optimization. 

II. APPLICATION OF IOT AND DEEP LEARNING 

A. Deep Learning Algorithm 

The architecture of the Temporal Convolutional Network 
(TCN) is designed based on the characteristics of the latest 
convolutional system used for sequential data. It takes a time 
series as input and models the temporal correlation in each 
temporal data. Unlike the traditional Recurrent Neural Network 
(RNN) which recourses along the time axis of a sequence and 
introduces a large number of learning parameters, making the 
model difficult to optimize. TCN combines simplicity, 
autoregressive prediction, and very long memory without the 
recursive mechanism of RNN, which facilitates parallelization, 
as shown in Fig. 1. Therefore, TCN can effectively combine 
computational advantages with representation capabilities to 
achieve efficient and good predictive performance [15]. Due to 
the above advantages, TCN can be well applied to analyse data 
with strict order and is widely used for predicting various 
scenarios. Therefore, TCN is suitable for modelling and 
analysing time-series data sensors monitor. By capturing 
simple patterns in sensor time series and generating more 
complex patterns in higher-level layers, TCN can better extract 
temporal features [16]. 

Graph Convolutional Neural Networks (GCN) are feature 
extractors designed based on graph data [17]. The essence of 
GCN is to apply convolution to graph neural networks, which 
can flexibly extract structural information of graph data and 
reduce computational complexity. Due to the good 
complementary relationship between node attribute 
information and structural information in graph data, GCN can 

use the network layer to simultaneously learn the data structure 
and attribute information in the graph and use the two to 
represent the relationship between nodes [18, 19]. 

B. Application of Deep Learning in Traffic Flow Prediction 

1) Reactive control of short-term traffic flow: The timing 

control method calculates the timing scheme based on 

historical traffic flow data and predetermined optimization 

objectives. The biggest drawback of this scheme is that it 

cannot adapt to the dynamic changes in traffic flow, resulting 

in limited control effectiveness. The reactive traffic signal 

control method adjusts the signal timing strategy based on 

existing traffic flow characteristics to improve control 

effectiveness without considering the impact of traffic flow 

prediction on control effectiveness [20, 21]. In recent years, 

green ratio optimization, phase difference optimization, 

mathematical programming, multi-objective optimization, 

dynamic programming and other methods have emerged in the 

field of reactive control [22]. Based on the analysis and 

research of the delay law of the vehicles at the intersection, an 

optimization model of phase difference adjustment of the wire 

control system is established. On the one hand, due to the lack 

of traffic flow forecasting mechanism, the control method 

does not consider the potential impact of the current control 

scheme on the future traffic conditions, so the control effect is 

limited. On the one hand, the control method lacks a traffic 

flow prediction mechanism. It needs to consider the potential 

impact of the current control plan on future traffic conditions, 

resulting in limited control effectiveness. On the other hand, 

most of these existing control methods adopt a single-machine 

computing environment, which cannot meet the real-time 

requirements of traffic optimization and control in the context 

of big data [23, 24]. 

 
Fig. 1. Deep learning applied to short-term traffic models. 
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Fig. 2. Construction process of short-term traffic network image samples. 

Similar to facial muscle movements forming different 
expressions, the spatiotemporal evolution of short-term traffic 
flow in the road network constitutes different forms of traffic. 
From a spatial perspective, short-term traffic network flows are 
interdependent and interrelated. Congestion on a road section 
may affect nearby or even further road sections. At the same 
time, in terms of time dimension, some similar but randomly 
fluctuating traffic flow characteristics will repeatedly appear on 
a road segment. Therefore, short-term traffic network flow 
feature learning needs to comprehensively consider the 
temporal and spatial characteristics, as well as periodic 
repeatability characteristics. As shown in Fig. 2, the 
construction process of short-term traffic network image 
samples is presented. 

2) Short-term traffic flow model predictive control: Based 

on the model predictive control (MPC) framework, the 

predictive model predicts the future traffic dynamics, and the 

potential control performance of the candidate scheme is 

calculated [25, 26]. In the current control cycle, the first 

element of the optimization sequence is applied to the traffic 

system model and restarts the next round of the rolling 

optimization process based on the feedback traffic status and 

prediction model. By comprehensively considering the 

cumulative impact trends, visionary control decisions are 

generated. Therefore, in urban expressway traffic control, 

MPC can synergistically adjust the traffic flow at the ramp 

entrance and exit. In highway traffic control, MPC can 

coordinate and solve problems such as speed restrictions, lane 

allocation, and release time of vehicle queues on on-ramps. 

The rolling time domain method of MPC can further plan the 

path selection problem of multiple travellers. Abstract 

boundary control and path guidance as economic MPC 

problems is to improve the mobility of urban networks. 

Furthermore, in the MPC framework, macro traffic flow and 

exhaust emission models are introduced to reduce the 

probability of traffic congestion and reduce pollution 

emissions. However, to apply the MPC control strategy to 

more complex traffic network systems, the contradiction 

between the time required optimizing the objective function in 

the prediction time domain and the real-time performance of 

online control still needs to be solved urgently [27]. 

In order to reduce the solving time of the MPC objective 
function, the entire road network is decomposed into several 
regional subnets to accelerate the calculation process. In 
addition, by parameterizing the macro traffic prediction model, 
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it reduces the time of online computation in the rolling time 
domain. Based on the improved macro traffic flow model, and 
quadratic programming provide a solution for improving the 
real-time performance of MPC in traffic flow control. 
However, they reduce the calculation time for solving the 
objective function in the prediction time domain. They can 
only roughly describe macroscopic traffic flow phenomena 
such as traffic density, traffic flow, occupancy rate, etc., which, 
to some extent, reduces the control effect. 

3) Deep reinforcement learning control for short-term 

traffic flow: Deep reinforcement learning is a feedback-based 

iterative learning method based on a deep learning evaluation 

mechanism. Deep learning involves constructing a 

hierarchical neural network that simulates human brain 

thinking. The development of deep learning to this day mainly 

includes CNN, deep belief networks DBN, DSAEs, and 

LSTM, each with its advantages and applicability. However, 

these deep learning methods focus on the learning of traffic 

flow characteristics at the segment level. When traffic control 

rises to the regional road network, the best control timing may 

be missed due to the inability to obtain the interconnectivity 

between segment traffic flows [28, 29]. 

The training of deep learning in the context of big data 
takes several days or even weeks, so reducing the time cost of 
model training while ensuring training accuracy has become a 
hot topic in academic and industrial research [30]. Distributed 
deep learning is a powerful tool to accelerate deep neural 
network training. By introducing predictive hierarchical 
caching strategy in distributed training, it can improve the 
cache hit rate of data, shorten synchronization time and 
network blocking times. Secondly, through the sparse gradient 
compression mechanism of entropy, the propagation gradient 
threshold can be determined dynamically and the data volume 
of the propagation gradient can be compressed to reduce the 
communication load. By quantifying the performance 
differences of each node and dynamically allocating the 
training batches of each node, the time of each iteration 
between nodes is approximately consistent, thereby improving 
the impact of gradient obsolescence on convergence in 
asynchronous parallel optimization [31]. 

4) Distributed parallel processing of traffic flow big data: 

The rapid development of the Internet of Things and artificial 

intelligence has provided strong support for the 

interconnection of vehicles, pedestrians, traffic lights, roadside 

equipment, and traffic management centers. It is necessary to 

establish new theories and methods for traffic network flow 

adaptive control and achieve the next generation of data-

driven intelligent transportation systems (ITS). In the context 

of the Internet of Vehicles (IoV), the traffic flow data 

collected by multi-source heterogeneous sensors is rapidly 

increasing, and the era of big data in transportation has 

arrived. Cloud computing uses a universal computing model 

to deploy computing tasks to a computing resource pool, 

allowing users to transparently access computing resources, 

storage space, and information services according to their 

needs. It is one of the most effective methods for processing 

big data. It has the self-maintenance and management function 

of virtual computing resources and can dynamically acquire or 

release computing resources to adapt to dynamic application 

workloads. 

In a traffic control system, if all raw data is sent to a remote 
traffic control center for processing and analysis using cloud 
computing, it requires extremely high network bandwidth. In 
addition, when optimization decisions are returned from cloud 
computing centers to traffic signal controllers, local traffic 
dynamics may have undergone significant changes. This poses 
hidden dangers to the safety and real-time performance of 
traffic control. Edge computing is an expansion of cloud 
computing architecture, pushing some computing intelligence, 
data processing, storage, and services from the cloud to the 
network's edge. It enables analysis and processing to occur on 
the side of the data source, avoiding response delays or data 
security risks caused by long-distance, high-capacity data 
communication as much as possible. 

III. CONSTRUCTION OF SHORT-TERM TRAFFIC FLOW 

PREDICTION MODEL BASED ON IOT AND DEEP LEARNING 

ALGORITHMS 

A. Overall Architecture 

As shown in Fig. 3, the model predictive control 
architecture is deployed on a cloud computing platform to 
collaboratively control the signal timing strategies of various 
intersections from a global perspective in order to improve the 
traffic capacity of vehicles in the road network and alleviate 
traffic congestion. Establish information channels between 
transportation networks and cloud computing through 
communication technologies like the Internet and 5G. The 
location, speed, and intersection status of vehicles in the 
transportation network are collected through multi-source 
sensors and then uploaded to the cloud control center. The 
nonanalytical prediction model of the cloud control center 
predicts the trend of traffic flow changes in the future based on 
the traffic status collected at the current time, pre-set control 
requirements, and control the sequences generated by 
optimization algorithms and provides an evaluation of the 
cumulative control performance of the control sequence in the 
future. Using the distributed computing of cloud computing, 
multiple computing nodes participate in the calculation to 
accelerate the optimal control sequence solution. In the current 
control cycle, the first strategy in the optimal control sequence 
is selected and applied to the traffic network flow system. The 
rolling time domain method is used to continuously implement 
this process and effectively control the traffic flow of the road 
network. 
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Fig. 3. Overall architecture diagram. 

B. Short Term Traffic Flow Simulation Modelling 

In urban road networks, vehicles face complex road 
conditions on their driving routes, as shown in Fig. 4. 

1) Maximum speed limit: The maximum allowable driving 

speed depends on the road infrastructure and equipment. 

When the road conditions and driving equipment performance 

are good, the maximum driving speed can increase 

correspondingly. Otherwise, it is necessary to reduce the 

maximum driving speed to meet actual needs. 

2) District-specific speed limits: The urban road network 

has many special areas, such as hospitals, schools, military 

administration areas, and signalized intersections, where 

vehicles need to slow down appropriately. 

3) Temporary speed limit: When encountering sudden 

situations such as roadbed maintenance, abnormal weather, 

and traffic accidents, the relevant traffic management 

department will issue a temporary speed limit notice, and 

vehicles should slow down in advance and pass slowly when 

driving to the section. Vlim (x) dynamically divides the road 

into a series of sections with different speed restrictions. 

 
Fig. 4. Spatiotemporal constraints on vehicle motion. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 1, 2024 

871 | P a g e  

www.ijacsa.thesai.org 

C. Establishment of Short-term Traffic Flow Model 

Prediction Model 

Decompose the complete dataset D into R parts, with each 
part represented by Dr. (r=1, 2,.. R). Therefore, dataset D can 
be represented as a set of subsets of data, Dr., as shown in 
Formula (1): 

r r

r 1 r 1 n 1 n

R R ND U D U U D   
  (1) 

Among them, Nr represents the size of the r-th data subset, 
and Dr n represents the nth data on the r-th data subset. 

The objective function of parallel training of CNN-LSTM 
model is shown in Formula (2): 
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are the observation and prediction vectors for the n-th sample 

in the r-th dataset, respectively, The training of the CNN-
LSTM model based on the complete dataset D is to minimize 
the objective function described by the formula, thereby 
obtaining ideal weights and biases, known as global learning 
parameters. Furthermore, The weights and biases trained by 
minimizing local objective function Jr on data subset Dr are 
called local learning parameters. For parallel feature forward 
learning processes, the output values of different types of 
network layers are synchronously calculated in parallel based 

on corresponding data subsets. At time t, denoted by 

,

, , ( )r l

n j ca t
, 

the CNN layer extracts local feature values based on the data 
subset Dr. The calculation Formula (3) is as follows: 
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Among them, c represents the convolutional layer of the 
CNN-LSTM model: 

 
Fig. 5. Structural diagram of LSTM. 
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As shown in Fig. 5, in the LSTM module, the output values 
of forgetting gates (such as formulas), input gates (such as 
formulas), cellular states (such as formulas), output gates (such 
as formulas), and implicit states (such as formulas) at time t are 

represented by 

,

, , ,fga ( )r l

n j lm t
,

,

, , , ( )r l

n j lm iga t
,

,

, , , ( )r l

n j lm cga t
,

,

, , , ( )r l

n j lm oga t
, and, respectively. The calculation formulas for 

these locally activated feature values are shown in (4) - (9): 
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Let 

,

, , ( )r l

n j fa t
 represent the network output of the fully 

connected layer at time t, and the calculation Formula is shown 
in (10): 
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Among them, f represents the fully connected layer. When 
layer l is a fully connected layer, i represents the i-th input 

neuron, j represents the j-th output neuron. 

, 1
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,
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r l

j fb
 represent the weight and bias of layer l (which is a fully 

connected layer) on the r-th data subset, respectively, and 
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represents the number of neurons in the previous layer; σ(·) 
represents the RELU activation function. 

Based on the classical gradient descent criterion, the 
relationship between global learning parameters and local 
learning parameters in the parallel error backpropagation 
process is derived layer by layer. The calculation formulas for 

updating the global learning parameters , , ( )l

j i fw t
 and 

, ( )l

j fb t
 in the fully connected layer at time step t are shown 

in Formulas (11) - (12): 
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Among them, the local weights and biases in the fully 
connected layer are calculated as shown in Formulas (13) - 
(14): 
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The global adaptive learning rate of parallel training of the 
CNN-LSTM model can be obtained by calculating the local 
gradient sum, as shown in Formulas (15) - (16): 
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Among them, G(t) represents the sum of squares of 

gradients with attenuation factors; 


Similar to the 
attenuation factor in the momentum gradient descent method, it 
represents the impact of past gradients on current parameter 
updates, typically taking a value of 0.9; Lr represents the basic 
learning rate; μ It is a minimal constant that prevents the 
denominator from being zero. The adaptive learning rate has 
advantages over the traditional fixed learning rate, because it 
can adjust the learning rate according to the gradient of the 
parameter itself, so as to achieve better convergence effect. 
Regardless of whether the training data set D is evenly divided 
or inevenly divided, the adaptive learning rate ensures that the 
convergence results are almost identical to the serial training 
method. Therefore, the parallel training theory of the CNN-
LSTM model ensures that the global learning features of the 
large dataset can be obtained from the parallel learning of each 
decomposed data subset. 

IV. MODEL EXPERIMENT AND RESULT ANALYSIS 

Fig. 6 shows the trend of CP curves for MAE indicators 
using different prediction methods. For the prediction tasks of 
traffic network flow in 5min, 15min, 30min, and 60min, the 
CNN-LSTM prediction method has 100%, 85.71%, 85.71%, 
and 71.4% of MAE errors controlled within 20 for 
expressways, respectively. Compared to other prediction 
methods, the CP curve of the CNN-LSTM prediction method is 
always located at the top left of the graph in different traffic 
network flow prediction tasks, indicating that the CNN-LSTM 
method has more advantages in improving the accuracy of 
traffic network flow prediction. The universal ability measures 
the adaptability of the CNN LSTM model to prediction tasks in 
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different traffic scenarios. As can be seen from the figure, 
MAE prediction error of CNN-LSTM method in different 
traffic network flow prediction tasks is mainly kept between 
12.31 and 19.05. This shows that CNN-LSTM model has 
competitive adaptability in various prediction scenarios under 
the same prediction time domain. However, the MAE indices 
of DTR and SVR methods fluctuate greatly under different 
prediction tasks. These two prediction models are susceptible 
to differences in the prediction time domain, so their predictive 
universal ability could be better in different traffic scenarios. 
CNN-LSTM is more stable than other methods in terms of 
universal prediction ability. Through comparison, it was further 
found that the prediction accuracy of the CNN-LSTM method 
in larger prediction time domain tasks is lower than that in 
smaller prediction time domain tasks. This is because under the 
same training cycle, as the prediction time domain increases, 
the difficulty of predicting the future multi-step traffic dynamic 
evolution trend increases. In the future, the deep learning 
model structure will be improved to enhance the feature 

extraction ability of traffic network flow in larger prediction 
time domains. 

MPC online optimization is carried out rolling, and the end 
of the current control cycle starts the subsequent predictive 
time domain optimization. Therefore, short-term traffic 
network flow predictive control based on the rolling time 
domain includes multiple predictive time domain optimization 
processes. Fig. 7 shows the computational efficiency of 
predicting time domain optimization for each control cycle. 
The MPC control scheme based on Spark cloud parallel 
optimization takes much less time at each control time step 
than the single machine serial optimization MPC control 
scheme. Especially for single-machine computing 
environments, all chromosomes sequentially call the traffic 
network flow prediction model circularly to obtain evaluation 
values for control effectiveness. This calculation method 
requires a high computational time cost for non-analytical 
micro prediction models. 

 
Fig. 6. Cumulative distribution traffic flow prediction. 
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Fig. 7. Computational efficiency of predicting time-domain optimization for each control cycle. 

On the contrary, on the Spark cloud, multiple chromosomes 
are divided into several subpopulations and distributed to 
various worker nodes. The more nodes there are, the fewer 
chromosomes are assigned to each worker node, resulting in a 
more minor computational task. The chromosomes on all 
worker nodes call the traffic network flow prediction model to 
obtain the control effect evaluation values of chromosomes in a 
parallel manner, thereby reducing optimization time. As shown 
in Fig. 7, at the beginning of the simulation, the acceleration 
ratio of parallel optimization based on Spark cloud is lower 
than that of single-machine serial optimization. With the 
deepening of the simulation, the efficiency of the late parallel 
computation is improved significantly and remains stable. This 
is because Spark initially takes some time to load the data. 
However, after data is cached to the memory, Spark can 

directly obtain data from the memory when it is invoked again, 
which improves computing efficiency. 

From Fig. 8, it can be observed that the prediction results of 
the nonparametric regression algorithm are better than those of 
the BP neural network method. However, the improved 
algorithm in this paper has a particular improvement in 
prediction accuracy compared to the basic nonparametric 
regression algorithm, and the absolute error of the prediction 
results is generally below 6km/h, which can better reflect the 
future traffic speed situation of the road segment. In summary, 
it can be seen that the improved prediction method in this paper 
shows good prediction ability in the overall traffic speed fitting 
and specific prediction results. Compared with the general 
algorithm, this method has obvious improvement in prediction 
accuracy. 

 
Fig. 8. Error distribution over time series. 

V. CONCLUSIONS 

This article conducts in-depth research on short-term traffic 
flow prediction and constructs a prediction model based on the 
Internet of Things and deep learning algorithms. Through 

analysis of actual traffic data and model validation, we have 
drawn the following conclusions: 

Many real-time traffic data, including vehicle sensors, 
traffic cameras, and traffic lights, has been obtained using 
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Internet of Things technology. These data provide 
comprehensive and accurate traffic status information, 
providing an essential foundation for short-term traffic flow 
prediction. By comparing the experimental results, it was 
found that deep learning algorithms have better performance 
and accuracy in traffic flow prediction tasks compared to 
traditional machine learning algorithms. 

The prediction model proposed by this research institute 
based on the Internet of Things and deep learning algorithms 
provides strong support for actual traffic management and 
decision-making. This model can help traffic management 
departments better plan road resources, optimize traffic signal 
timing, and provide real-time traffic congestion information to 
drivers and traffic participants to improve traffic efficiency and 
reduce traffic congestion. 
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Abstract—The paper explores the application of 

Convolutional Neural Networks (CNNs), specifically ResNet-18, 

in revolutionizing the identification of diseases in tomato crops. 

Facing threats from pathogens like Phytophthora infestans, 

timely disease detection is crucial for mitigating economic losses 

and ensuring food security. Traditionally, manual inspection and 

labour-intensive tests posed limitations, prompting a shift to 

CNNs for more efficient solutions. The study uses a well-

organized dataset, employing data preprocessing techniques and 

ResNet-18 architecture. The model achieves remarkable results, 

with a 91% F1 score, indicating its proficiency in distinguishing 

healthy and unhealthy tomato leaves. Metrics such as accuracy, 

sensitivity, specificity, and a high AUC score on the ROC curve 

underscore the model's exceptional performance. The 

significance of this work lies in its practical applications for early 

disease detection in agriculture. The ResNet-18 model, with its 

high precision and specificity, presents a powerful tool for crop 

management, contributing to sustainable agriculture and global 

food security. 

Keywords—Convolution neural networks; tomato crop health; 

deep learning; binary classification; disease detection 

I. INTRODUCTION  

Tomato (Solanum Lycopersicon) holds an important place 
in agriculture, food and cooking worldwide. Known for its 
bright red color and its many uses in dishes such as 
Mediterranean pastas, Asian curries, and American tomato 
sauces, the tomato has become an important part of world 
cuisines [1]. In addition to its gastronomic importance, tomato 
is an important agricultural product that makes a significant 
contribution to global food production [2].  

Despite the diversity and importance of tomatoes, tomatoes 
face many disease threats, such as late blight caused by 
Phytophthora infestans and fungal diseases that cause molds. 
The impact of these diseases on the tomato crop poses a 
constant risk to agriculture and can lead to severe economic 
and food shortages [3] [4]. Timely and accurate identification 
of these diseases is important for effective control and 
prevention [5] [6].  

The method of detecting tomato diseases has always relied 
on manual inspection and laborious experiments that have their 
limitations. Depending on the interpreter, visual inspection 
may not be necessary for early detection of disease [7] [8] [9] 
[10] [11] [12]. While the tests are accurate, they are time-

consuming and expensive, making it difficult to meet the 
urgent needs of today's agriculture. To solve these problems, 
artificial intelligence (AI) has been transformed into agriculture 
in recent years, especially thanks to advances in deep learning.  

Deep learning is a category of machine learning that uses 
multiple layers of artificial neural networks to solve complex 
problems. In deep learning, convolutional neural networks 
(CNN) have become powerful tools for data visualization and 
have become relevant in many fields [13] [14] [15] [16]. CNNs 
are characterized using convolutional techniques and are good 
at extracting relevant features from images, making them ideal 
for tasks such as image recognition and classification.  

This change also extends to agriculture, where CNNs 
provide a way to quickly and accurately identify diseases, 
pests, and overall crop health. While this change applies to 
many crops, we focus on early detection of tomato leaf 
diseases. Against this problem, ResNet-18 architecture stands 
out as a light source that measures computational power and 
accuracy. Our research uses the ResNet-18 architecture to 
explore the potential of deep learning to transform the tomato 
plants system and even the permaculture system [17] [18] [19] 
[20] [21].  

Our work set out on a journey to combine the fundamental 
world of tomatoes with the transformative power of deep 
learning. The stakes are high as we try to provide fast, effective 
solutions to ongoing challenges like growing healthy tomatoes, 
benefiting farmers, fields, and people around the world who 
depend on this versatile and important fruit. In the following 
sections, we will describe the process, results and conclusions 
of our research, which leads to a general discussion about 
permaculture and its important role in shaping the future of 
intelligence [22][23][24][25]. 

II. LITERATURE SURVEY 

These days, there is a lot of research being done in the 
broad field of image processing applications for plant disease 
detection and classification. For the prompt identification of 
plant diseases, these applications are helpful. For any plant, 
diseases like fungus, bacteria, and viruses can be fatal. In 
Sabrol et al.'s [26] study, tomato late blight, Septoria spot, 
bacterial spot, bacterial canker, tomato leaf curl, and healthy 
tomato plant leaf and stem images are categorized into five 
categories. The categorization process involves removing 
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characteristics related to color, shape, and texture from images 
of healthy and unhealthy tomato plants. Following the 
segmentation step comes the feature extraction. It is extracted 
and put into the classification tree from segmented images. 

A three-compact convolutional neural network (CNN) 
pipeline for the automatic detection of tomato leaf diseases has 
been proposed by Attallah et al. [28]. In order to obtain a more 
streamlined and sophisticated representation, deep features are 
extracted from the last fully connected layer of the CNNs using 
transfer learning. Then, in order to take use of each CNN 
structure, it combines features from the three CNNs. It then 
selects and creates an extensive feature set of smaller 
dimensions using a hybrid feature selection technique. The 
process for identifying tomato leaf diseases uses six classifiers.  
In order to confirm the suggested pipeline's ability to compete, 
the experimental results are also compared with earlier studies 
on the classification of tomato leaf diseases. 

The circumstances of a tomato plant have been determined 
using a basic CNN model that contains eight hidden layers. 
When compared to other traditional models, the suggested 
strategies produce optimal results [24] [27] [29] [30] [31]. The 
image processing system recognizes and categorizes tomato 
plant illnesses using deep learning techniques. Here, the author 
implemented a full system using CNN and the segmentation 
technique. To attain higher accuracy, a CNN model 
modification has been implemented. 

TABLE I. TABLE SUMMARIZING THE LIMITATIONS AND GAPS IN 

CURRENT RESEARCH ON IMAGE PROCESSING APPLICATIONS FOR PLANT 

DISEASE DETECTION AND CLASSIFICATION 

Limitation Description 

Limited Dataset Diversity 

o Focus on specific diseases or crops. 

o Lack of diversity may hinder 

model robustness. 

Generalization to New 

Diseases 

o Models might struggle with novel, 

unseen diseases. 

Transferability across 
Crops 

o Investigating the generalizability is 

essential. 

o Models designed for one crop may 
not adapt well to others. 

o Assessing cross-crop transferability 

is crucial 

Robustness to 

Environmental Factors 

o Impact of environmental variations 
on model performance. 

o Models may need to handle real-

world, uncontrolled conditions. 

Interpretability of Deep 

Learning Models 

o Complex models like CNNs often 

lack interpretability. 

o Understanding model decisions is 
important for user trust. 

Data Annotation 

Challenges 

o Manual annotation challenges 

affect dataset quality. 

o Exploring improved annotation 
methods is necessary. 

Real-time Application 

Challenges 

o Computational efficiency and 

hardware constraints for real-time 
deployment. 

o Exploring lightweight architectures 

and edge computing solutions. 

LeNet has been applied to the identification and 
classification of tomato illnesses while requiring the least 
amount of CPU processing power. Moreover, to increase 
classification accuracy, the automatic feature extraction 

technique has been used [32]. Table I provides a 
comprehensive summary of the limitations and gaps identified 
in current research on image processing applications for plant 
disease detection and classification. 

The work in this paper supports the ResNet-18 architecture 
and data preparation techniques on a well-organized dataset. 
With an impressive 91% F1 score, the model demonstrates its 
ability to differentiate between good and unhealthy tomato 
leaves. The model's outstanding performance is demonstrated 
by metrics like accuracy, sensitivity, specificity, and a high 
AUC score on the ROC curve. This work is significant because 
it has real-world applications for early disease identification in 
agriculture. The ResNet-18 model is a potent instrument for 
crop management that contributes to sustainable agriculture 
and global food security because of its high precision and 
specificity. 

III. METHODS 

A. Datasets 

The foundation of our classification model lies in the 
dataset of tomato leaf images, which we've organized into two 
primary categories: 'healthy' and 'unhealthy.' These categories 
represent the key labels for our classification task. 

1) Healthy data split: Within the 'healthy' category, we 

further partitioned the dataset into 'train' and 'test' subsets. The 

'healthy train' subset comprises a total of 1491 images. This 

subset is instrumental in training the model to recognize 

healthy tomato leaves effectively. It forms the basis for 

teaching the model the visual characteristics of undisturbed, 

healthy foliage. The 'healthy test' subset, on the other hand, 

consists of 100 distinct images. This collection serves as an 

independent assessment tool to gauge the model's 

performance. These images, being separate from the training 

data, help us evaluate how well the model generalizes to 

unseen healthy leaf samples. 

2) Unhealthy data split: The 'unhealthy' category is a bit 

more nuanced. It encompasses tomato leaves affected by 

various forms of blight, encompassing both early and late 

stages of the disease. These stages are categorized as 

'unhealthy' for our classification purpose. The 'unhealthy train' 

subset contains 2809 images. This vast and diverse collection 

offers a comprehensive training experience for the model to 

learn the intricacies of identifying blight in its various forms. 

The inclusion of both early and late stages ensures that the 

model grasps the entire spectrum of blight-related visual cues. 

The 'unhealthy test' subset, consisting of 100 images, is 

divided further into 29 images representing the early stages of 

blight and 71 images depicting the late stages. This 

differentiation helps us evaluate the model's proficiency in 

distinguishing between the progression of blight, which is a 

critical aspect of disease classification in the agricultural 

context. 
3) Data validation during training: It's imperative to 

ensure that our model generalizes well and doesn't over fit to 

the training data. To address this concern, we implement a 
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validation procedure during training. Specifically, we reserve 

15% of the data in each training batch for validation. This data 

is selected randomly in a way that ensures its independence 

from the training set. The model is periodically evaluated on 

this validation data to monitor its performance and make 

adjustments to the training process as necessary. 

B.  Data Preprocessing 

Tomato leaf images, like many real-world images, exhibit 
natural variations due to factors such as lighting, background, 
and color. To enhance the model's ability to classify tomato 
leaves accurately, we employ several preprocessing steps. 

One of the critical preprocessing steps is the application of 
a mild blurring filter. This filter is designed to reduce noise in 
the images, resulting in a cleaner and more consistent dataset. 
By doing so, we aim to minimize the impact of minor 
variations in image quality that may not be indicative of the 
actual health state of the tomato leaf. Fig. 1 illustrates the result 
of applying the blurring filter with a 5x5 kernel, highlighting 
the smoothing effect on the image. 

In addition to blurring, we employ data augmentation 
techniques to augment the training dataset. Data augmentation 
is a strategy that introduces variability into the training data by 
applying random transformations to the images. This process 
helps the model generalize better, as it exposes the model to a 
wider range of scenarios and variations during training. 

The data augmentation techniques used includes random 
rotations and flips. Random rotations introduce diversity by 
rotating images by various degrees, simulating the variability 
in the orientation of tomato leaves in real-world scenarios. 
Flips, both horizontally and vertically, add further diversity by 
reflecting images, mirroring the possible orientations of leaves. 
This augmentation is shown in Fig. 2. These preprocessing and 
data augmentation steps collectively serve to enhance the 
robustness of our classification model. They enable the model 
to better handle the inherent variations in real-world images, 
leading to improved accuracy and generalization in the task of 
tomato leaf classification. 

 

Fig. 1. Result of blurring filter with a 5x5 kernel. 

 

Fig. 2. Result of random rotations and flips. 
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IV. MODEL ARCHITECTURE 

In this research, we opt for the ResNet-18 architecture as 
the backbone for our classification model. ResNet, short for 
Residual Network, is a class of neural network architectures 
that has demonstrated remarkable effectiveness in various deep 
learning tasks, particularly in image classification. What sets 
ResNet apart is its ability to address the vanishing gradient 
problem, a common challenge when training deep networks, 
through the use of skip connections. 

ResNet-18 is a specific variant of the ResNet architecture 
that we have chosen for our task. It strikes a well-balanced 
compromise between model depth and computational 
efficiency. This balance is crucial, especially in applications 
where both high accuracy and efficient processing are 
essential. ResNet-18's architecture is structured in a way that 
enables it to capture intricate features from images, making it 
an ideal choice for our task of tomato leaf classification. Fig. 3 
depicts the Resnet 18 architecture. 

ResNet-18 constitutes a convolutional neural network 
(CNN) architecture specifically tailored for image 
classification tasks. Noteworthy for its ability to accommodate 
input images of 224x224 pixels, this architecture serves as an 
exemplar in the ResNet lineage, embodying the principles of 
residual learning to facilitate the training of deep networks. 

A. Convolutional Layers 

The initial layer of ResNet-18 is a conventional 
convolutional layer, employing a 7x7 kernel and 64 filters. 
This layer is succeeded by batch normalization and rectified 

linear unit (ReLU) activation. Subsequently, a pivotal spatial 
reduction is accomplished through a 3x3 max-pooling layer 
with a stride of 2, optimizing the network's capacity to process 
spatial features.  

B. Residual Blocks 

ResNet-18 features four residual blocks, each composed of 
two consecutive convolutional layers. Within these blocks, 
each convolutional layer is succeeded by batch normalization 
and ReLU activation. The hallmark of ResNet architecture, the 
inclusion of residual connections, enables the creation of 
shortcut paths, allowing information to bypass one or more 
layers. This strategic integration mitigates the vanishing 
gradient problem, empowering the network to learn more 
effectively. 

C. Global Average Pooling (GAP) 

Following the residual blocks, a Global Average Pooling 
(GAP) layer is applied. This layer computes the average value 
of each feature map, ensuring a fixed-size output independent 
of the input dimensions. This pooling operation contributes to 
the model's spatial invariance and parameter reduction, paving 
the way for more efficient processing in subsequent layers. 

D. Model Training 

To prepare our model for the specific task of classifying 
tomato leaves as healthy or unhealthy, we undertake a 
comprehensive training process. Our model is trained for a 
total of 100 epochs. The choice of training duration is 
influenced by the complexity of the problem and the size of our 
dataset. 

 
Fig. 3. Proposed model architecture with ResNet-18 classifier. 
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E. Objective Function Binary Cross-Entropy Loss 

In this binary classification problem, we employ Binary 
Cross-Entropy (BCE) loss as our objective function. BCE loss 
is a standard choice for binary classification tasks and is well-
suited for distinguishing between healthy and unhealthy tomato 
leaves. It quantifies the dissimilarity between the predicted 
class probabilities and the ground truth labels. The equation for 
BCE Loss is shown in Eq. (1) where N represents the total 
number of data points or samples in your dataset. In the context 
of the tomato leaf classification, each image of a tomato leaf 
(whether healthy or unhealthy) is considered a data point. yi is 
the ground truth label for the i-th data point. In binary 
classification, this is a binary value indicating the actual class 
of the data point. For instance, yi = 1 might represent an 
unhealthy leaf, and yi = 0 might represent a healthy leaf. ŷi is 
the predicted output or probability assigned by the model for 
the i-th data point. In the context of binary classification, this 
value represents the model's estimate of the probability that the 
given data point belongs to the positive class (unhealthy) or 
negative class (healthy). 

      
 

 
 ∑        (   ̂ )
 
    (    )      (     ̂)    (1) 

We utilize the AdamW optimizer during training, setting 
the initial learning rate at 1e-4. AdamW is a variant of the 
Adam optimizer that introduces weight decay, contributing to 
improved training stability. To further optimize training, we 
incorporate the Cosine Annealing learning rate scheduler with 
a Tmax (maximum number of iterations) of 10. This scheduler 
cyclically adjusts the learning rate, allowing the model to 
explore different regions of the loss landscape. While a 
warmup learning rate scheduler was initially implemented 
during the early training iterations, it was eventually discarded 
due to providing minimal benefit. 

F. Early Stopping 

To prevent over fitting and to make the training process 
more efficient, we implement early stopping. This technique 
introduces a 'patience' parameter, set at 5 epochs in our case. 
The validation loss serves as the key metric for early stopping. 
If the validation loss does not improve for five consecutive 
epochs, the training process is halted. 

G. Model Selection 

Model selection is a critical step in our training process. We 
choose the top five models with the lowest validation loss and 
assess their performance. Ultimately, the model with the 
highest validation F1-score among these top five models is 
selected as our final model. The F1-score is particularly 
valuable in binary classification tasks as it balances precision 
and recall. 

H. Model Testing 

The chosen model is subjected to a comprehensive 
evaluation process using a range of metrics. These metrics 
include the F1-score, accuracy, sensitivity, and specificity. The 
use of multiple metrics allows us to assess the model's 
performance from different angles and provides a more 
comprehensive view of its capabilities. 

I. ROC Curve and Operating Point 

To determine the model's operating point, we leverage the 
Receiver Operating Characteristic (ROC) curve. The ROC 
curve illustrates the trade-off between sensitivity and 
specificity at various threshold settings. By analyzing this 
curve, we can select an operating point that best suits the 
specific needs of our application. This operating point defines 
the decision boundary for classifying tomato leaves as healthy 
or unhealthy. We fine-tune the pre-trained ResNet-18 model on 
our tomato leaf dataset, using Binary Cross-Entropy (BCE) 
loss as the objective function. BCE loss is a common choice 
for binary classification problems, such as distinguishing 
between healthy and unhealthy tomato leaves. 

V. RESULTS 

In our study, we conducted an extensive evaluation of our 
tomato leaf classification model, and the results demonstrate its 
exceptional performance in this critical task. The performance 
metrics we have achieved are truly remarkable and bode well 
for the practical application of the model. First and foremost, 
our model exhibited an F1 score of 91%, which is a noteworthy 
composite metric combining both precision and recall. This F1 
score reflects the model's robust ability to accurately classify 
both healthy and unhealthy tomato leaves. Moreover, our 
model's accuracy reached an impressive 97%, indicating its 
proficiency in correctly categorizing tomato leaves. 

Precision, which measures the ratio of true positive 
predictions to the total positive predictions, is a vital metric in 
binary classification problems. In our case, the model achieved 
a precision of 90.2%, highlighting its ability to make accurate 
positive predictions. Additionally, the model showed an 
outstanding sensitivity of 92%, underscoring its capability to 
correctly identify unhealthy tomato leaves. Notably, the 
specificity of the model was also high, at 90%. This indicates 
that the model was effective in correctly identifying healthy 
tomato leaves, reducing the risk of false alarms in disease 
detection systems.  

The performance metrics depicted in Table II and Fig. 4 
summarizes the evaluation of the two-class classification 
model for tomato leaf health. The F1 score, a balanced measure 
of precision and recall, stands at an impressive 91%, indicating 
the model's robustness. With 97% accuracy, 90.2% precision, 
96% sensitivity, and 98% specificity, the model demonstrates 
high proficiency in distinguishing between healthy and 
unhealthy tomato leaves, showcasing its reliability in practical 
agricultural applications. 

TABLE II. PERFORMANCE METRICS FOR THE TWO-CLASS 

CLASSIFICATION PROBLEM 

PERFORMANCE METRIC VALUE 

F1 score 91% 

Accuracy 97% 

Precision 90.2% 

Sensitivity 96% 

Specificity 98% 
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Fig. 4. Metrics for the two-class classification problem. 

The visual representation of our model's performance in the 
confusion matrix (see Fig. 5) offers a more detailed breakdown 
of its classification accuracy, illustrating the number of true 
positives, true negatives, false positives, and false negatives. 
Furthermore, the Receiver Operating Characteristic (ROC) 
curve, depicted in Fig. 6, plays a crucial role in binary 
classification tasks. It assesses the trade-off between the true 
positive rate and the false positive rate at various classification 
thresholds. Our model's substantial Area Under the Curve 
(AUC) score of 0.92 on the ROC curve is a testament to its 
ability to effectively balance the need for disease detection 
while minimizing the risk of false alarms. 

These results underscore the significant potential of our 
model for practical applications in agriculture. The high F1 
score, accuracy, sensitivity, specificity, and AUC, coupled with 
the model's capacity to balance precision and recall, make it a 
powerful tool for early disease detection and crop health 
management. In conclusion, our research findings indicate that 
our classification model is highly effective and has promising 
implications for the agriculture industry. It provides a valuable 
and reliable tool for the early identification of tomato leaf 
diseases, which can profoundly impact crop yield, food 
security, and the overall health of the global food supply chain. 

The figures, presented as Fig. 7 and Fig. 8, visually 
distinguish a healthy leaf (see Fig. 7) from an unhealthy one 
(Fig 8). These depictions serve to provide a quick and clear 
reference, enabling visual recognition of key characteristics 
associated with leaf health and distress. 

 

Fig. 5. Confusion Matrix for healthy and unhealthy class. 

 

Fig. 6. ROC curve with AUC of 0.92. 

 

Fig. 7. Healthy leaf. 

 

Fig. 8. Unhealthy leaf. 
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VI. DISCUSSION 

The remarkable performance of our ResNet-18-based 
classifier in the task of tomato leaf classification opens up 
significant avenues for real-world applications, particularly in 
the field of agriculture. The model's capacity to distinguish 
between healthy and unhealthy tomato leaves with over 90% 
accuracy, sensitivity, and specificity is not only a testament to 
its efficacy but also holds substantial promise for addressing 
real-world agricultural challenges, especially in the context of 
early disease detection and mitigation. One of the most 
noteworthy implications of our results is the potential for early 
disease detection. The ability to accurately identify unhealthy 
tomato leaves with a high degree of sensitivity allows farmers 
and agricultural professionals to take swift and targeted 
actions. Early detection of diseases such as blight can lead to 
more efficient intervention strategies, reducing crop losses, and 
minimizing the need for extensive pesticide application. This 
not only has financial benefits for farmers but also contributes 
to more sustainable farming practices by reducing the 
environmental impact of pesticide usage. 

The high precision of our model, with a precision score of 
90.2%, is a critical aspect of its practical utility. It implies that 
when our model makes a positive prediction (i.e., classifies a 
leaf as unhealthy), it is overwhelmingly likely to be accurate. 
This reliability is paramount when it comes to making 
decisions about crop management and implementing disease 
control measures. Farmers can have confidence in the model's 
assessments and act promptly to protect their crops. Equally 
significant is the specificity of our model, which, at 90%, 
demonstrates its ability to correctly identify healthy tomato 
leaves. This means that the risk of false alarms, where healthy 
plants are incorrectly identified as unhealthy, is minimal. 
Again, this aspect is crucial in practical agricultural 
applications where false alarms can lead to unnecessary actions 
and resource allocation. The high Area Under the Curve 
(AUC) score obtained on the Receiver Operating Characteristic 
(ROC) curve is of paramount importance. It signifies the 
model's proficiency in distinguishing between healthy and 
unhealthy tomato leaves while maintaining a low rate of false 
positives. In practical terms, this means that our model 
effectively strikes a balance between the need for disease 
detection and the avoidance of unnecessary interventions. The 
substantial AUC score reassures farmers and agricultural 
professionals that the model's predictions are both accurate and 
reliable. 

VII. CONCLUSION 

In summary, our research showcases the immense potential 
of deep learning and convolutional neural networks in 
addressing pressing challenges in agriculture, with a specific 
focus on early disease detection in tomato crops. This 
technology is not confined to tomatoes alone and can be 
extended to various other crops, offering invaluable insights 
and support for sustainable agricultural practices. To harness 
this potential fully, future work should focus on the practical 
deployment of these models, integrating them with smart 
agriculture systems that enable timely responses to disease 
outbreaks, thus ensuring global food security and promoting 
sustainable agriculture. 

Our observations are a reflection of the robustness of our 
classification model. The high accuracy, sensitivity, specificity, 
precision, and AUC score are the result of a well-trained model 
that has learned to recognize the subtle visual cues associated 
with healthy and unhealthy tomato leaves. The data 
preprocessing steps, including blurring and data augmentation, 
have contributed to the model's ability to handle real-world 
variations in leaf images. Additionally, the choice of the 
ResNet-18 architecture played a pivotal role in the model's 
success. ResNet architectures, known for their skip 
connections, are adept at training deep neural networks 
effectively. ResNet-18, in particular, struck a balance between 
model depth and computational efficiency, making it suitable 
for our classification task. The success of our model 
underscores the potential of AI and deep learning in addressing 
agricultural challenges, offering a valuable tool for farmers and 
researchers to enhance crop management, reduce disease-
related losses, and contribute to more sustainable and efficient 
agricultural practices. The balance between accuracy, 
sensitivity, and specificity, along with the AUC score, 
emphasizes the model's real-world applicability, making it a 
promising asset for the agriculture industry. 
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Abstract—Amid global health crises, such as the COVID-19 

pandemic, the heightened prevalence of mental health disorders 

like stress and anxiety has underscored the importance of 

understanding and predicting human emotions. Introducing 

"EmotionNet," an advanced system that leverages deep learning 

and state-of-the-art hardware capabilities to predict emotions, 

specifically stress and anxiety. Through the analysis of 

electroencephalography (EEG) signals, EmotionNet is uniquely 

poised to decode human emotions in real time. To get 

information from pre-processed EEG signals, the EmotionNet 

architecture combines convolutional neural networks (CNN) and 

long short-term memory (LSTM) networks in a way that works 

well together. This dual approach first decomposes EEG signals 

into their core alpha, beta, and theta rhythms. We preprocess 

these decomposed signals and develop a CNN-LSTM-based 

architecture for feature extraction. The LSTM captures the 

intricate temporal dynamics of EEG signals, further enhancing 

understanding. The end process discerningly classifies signals 

into "stress" or "anxiety" states through the AdaBoost classifier. 

Evaluation against the esteemed DEEP, SEED, and DASPS 

datasets showcased EmotionNet's exceptional prowess, achieving 

a remarkable accuracy of 98.6%, which surpasses even human 

detection rates. Beyond its technical accomplishments, 

EmotionNet emphasizes the paramount importance of addressing 

and safeguarding mental health. 

Keywords—Electroencephalography (EEG); Long short-term 

memory (LSTM); Convolutional neural network (CNN); human 

stress; anxiety detection; deep learning 

I. INTRODUCTION 

 Human emotionality, with its intricate facets, has been a 
subject of rigorous study and interest for decades [1]. 
Particularly, emotions like stress and anxiety significantly 
influence behavior, cognition, and overall well-being. The 
myriad stimuli that individuals face in their daily lives elicit a 
plethora of emotional reactions, profoundly anchored to brain 
activity [2]. Occasionally, misinterpretation of these behavioral 
shifts can lead to potential misdiagnoses [3]. It is crucial to 
note that while academic literature often uses ‘stress' and 
'anxiety' interchangeably due to symptom similarities, clear 
distinctions exist [4]. Stress usually emanates from external 
stimuli and can manifest as anger, unhappiness, or feelings of 
overwhelm. Conversely, anxiety is persistent; lingering even 
after the causative stressor is resolved, and often marked by 
symptoms like restlessness, nervousness, or unease [5]. 

There are nuanced categorizations within anxiety itself, 
notably state and trait anxiety [6]. State anxiety relates to 
immediate, situational responses, while trait anxiety is an 

enduring aspect of an individual's personality. Researchers 
employ distinct methodologies, such as rest state recordings 
and responsive tests, to measure these anxiety types [7]. With 
the prevalence of anxiety disorders affecting a significant 
portion of the global population, understanding them becomes 
imperative [8]. Statistics, such as those from the USA, show 
alarming rates of anxiety disorders and related hospitalizations, 
emphasizing the need for accurate diagnosis and intervention 
[9]. Moreover, numerous studies have well documented the 
correlation between anxiety disorders and other medical 
conditions, such as cardiovascular diseases [10]. 

Clinical diagnosis of anxiety poses challenges primarily 
because of the symptomatic overlap with other conditions like 
depression [11]. Though symptom-based diagnosis assists 
clinicians, it doesn't provide an objective, quantifiable measure 
of the underlying causes. In this context, the biomedical 
community suggests certain chemical biomarkers as promising 
tools for anxiety assessment [12]. Emerging technologies 
promise innovations in emotional analysis. "EmotionNet," an 
advanced system, leverages the power of LSTM networks and 
CNNs for detailed stress and anxiety detection through EEG 
signals [13]. As brain state detection advances, researchers 
view EEG signal analysis as a transformative tool that offers 
insights into the brain's electrical activities and corresponding 
emotions [14]. As neural networks improve, they can process 
these EEG signals, particularly when transformed into 
spectrograms, to reveal the intricate details necessary for 
precise stress identification [15]. Finally, while traditional 
neural networks have made significant strides, there's a 
pressing need for more nuanced, advanced systems. 
Emphasizing relevant feature extraction, considering the 
challenges of datasets and enhancing accuracy are pivotal. 
Current methodologies, like spectrogram-based and signal 
processing-based techniques, offer great promise for refining 
emotional analysis [16]. 

The proposed study looked into how EEG data parameters 
(such as electrode selection and frequency bands) affect the 
classification of anxiety. However, it had some problems, like 
not being very good at detecting anxiety levels and having a 
long feature vector length. In contrast, the proposed approach 
refines this by selecting an optimal subset of EEG features, 
ensuring better efficiency without compromising the entire 
EEG data's breadth. This paper introduces EmotionNet, a novel 
hybrid architecture that significantly advances the field by 
discerning emotions from EEG signals. There are the following 
main contributions to this paper: 
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1) Researchers introduced a unique preprocessing 

methodology that transformed EEG data into azimuthal 

projection images. By focusing on the alpha, beta, and theta 

signals, this method provided a fresh perspective on stress 

detection, enhancing the richness and specificity of the data. 

2) Researchers developed a pioneering model called 

"EmotionNet." This hybrid system, combining the strengths of 

both LSTM and CNN, processes the azimuthal projection 

images derived from EEG signals. Its robust architecture 

classifies these images into two distinct classes: stress and 

non-stress. This innovative integration stands as a hallmark of 

blending traditional EEG processing with advanced neural 

network architectures. 

3) By leveraging the augmented dataset for both training 

and testing phases, we achieved a significant enhancement in 

stress and anxiety detection accuracy. We also compared the 

system's performance with existing state-of-the-art methods. 

The results underscored the model's superiority and its 

potential to set new benchmarks in EEG-based stress 

detection. 

In practice, this research has provided transformative 
contributions to the domain of stress and anxiety detection 
using EEG signals, setting new standards in preprocessing, 
model development, and overall system accuracy. 

The organization of this paper is as follows: Section II 
delves into a comprehensive literature review, setting the 
groundwork for the study. Section III introduces the proposed 
methodology and elaborates on the specifics of the model. 
Section IV compares the results derived from the dataset 
utilized with established state-of-the-art methods for a 
comparative understanding. The paper culminates in Section V 
and Section VI, offering discussion and a concise conclusion 
reflecting on the study's findings. 

II. LITERATURE REVIEW 

Emotion recognition, using EEG signals, has been a focal 
point in Emotion recognition using EEG signals has been a 
focal point in various studies. In the study [7], a headband 
equipped with four screen-printed active electrodes was 
utilized to capture EEG signals. OpenViBE, an open-source 
software, processed the EEG signals captured using a headband 
equipped with four screen-printed active electrodes. 
Additionally, the signals were amplified through an "EEG-
SMT" biofeedback board. We employed classification 
algorithms such as Signal Power (SP), Power Spectral Density 
(PSD), and Common Spatial Pattern (CSP). Similarly, in a 
study [8], the MUSE 2 headset recorded neuro-psychological 
signals from subjects as they viewed standardized movie clips. 
An LSTM deep learning model processed this data. 

Study [9], utilizes the DEAP dataset, recorded EEG signals 
from 32 volunteers. Feature extraction focused on temporal, 
regional, and asymmetric dimensions, with a deep learning 

classifier aiding in emotion categorization. In studies [10] and 
[16], participants watched music video clips. For EEG feature 
extraction, researchers employed wavelet transform and 
approximate entropy, and for emotion classification, they 
utilized machine learning classifiers such as SVM and Random 
Forest. The study in [12] took a multimedia approach, 
combining EEG with galvanic skin responses to recognize 
emotions. 

The potential of convolutional neural networks (CNN) in 
this domain was highlighted in a study [17], which introduced 
a randomized CNN model, significantly reducing the need for 
backpropagation. This approach, on the DEAP dataset, yielded 
impressive results. Building on this, the study [18] integrated 
principles from genetic code, achieving up to 92% accuracy on 
datasets like DEAP and MAHNOB. A study [19] explored 
stress's health implications, using the EEGnet model to achieve 
99.45% accuracy in detecting stress levels in subjects exposed 
to music experiments. 

Advancing further, study in [19] integrated multi-input 
CNN-LSTM models to analyze fear levels, while study [20] 
employed CNNs on the UCI-ML EEG dataset to diagnose 
alcoholism, achieving a 98% accuracy rate. A study [21] 
merged deep learning models for stress detection, emphasizing 
their superiority over traditional models. The MODMA dataset 
was the foundation for the study [22], which utilized CNNs and 
recorded a commendable 97% accuracy rate. A study [23] 
delved into the emotional aftermath of COVID-19 among 
students using an RCN-L system combined with LightGBM 
techniques, registering around 92.63% accuracy. Lastly, a 
study [24] simulated mental stress scenarios in a human-
machine context, using neural activation features to achieve an 
89% accuracy rate. These studies accentuate the versatility and 
importance of EEG signals in comprehending emotions, with 
technology playing a pivotal role in this exploration. The 
following table shows a summary of the related works as well 
as their outcomes and the accuracy of the studies as mentioned 
in Table I. 

Many previous works have discussed EEG as a convenient 
brain imaging technique. Different emotions are the key 
features used in previous works to determine the accuracy of 
EEG in emotion detection. Most of the previous work provided 
a satisfactory accuracy rate. The process of acquiring the 
relevant signals entails the elimination of noise and artifacts 
through filtration, and the outcome is analyzed using the 
frequency domain. Lastly, deep learning will be used to 
perform all methods of extraction and filtration of the EEG 
signal, as well as provide a frequency domain to the extracted 
feature. EGG signals are also applicable in emotion recognition 
since their devices are available in clinics to aid in the 
diagnosis of symptoms that are used as data for analysis for 
further medical interventions. Such applications also help in 
fostering best practices in the curing and publication of critical 
medical signal data. The gathering of brainwave signals relies 
on the electrodes standardized by the EEG signals. 
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TABLE I.  STATE-OF-THE-ART COMPARISON SYSTEMS USING DEEP LEARNING AND EEG SIGNALS 

Cited Reference Features Models Dataset Accuracy Limitations 

[7] SP, PSD, CSP 
OpenViBE, EEG-

SMT board 
- 92% 

It is used to recognize stress 

only and computational 
overloaded 

[8] Neuro-psychological signals 
LSTM (Deep 

learning) 

Standardized movie 

clips 

Negative and positive 

emotions 

Recognize only negative and 

positive emotions 

[9] 
Temporal, regional, 

asymmetric 

Fully connected, 

SoftMax 
DEAP 91% 

Computational expensive and 

not generalized solution. 

[10] 
Wavelet transform, 
approximate entropy 

SVM, Random 
Forest 

40-minute music 
videos 

- 
Recognize emotions positive 
or negative 

[12] EEG, GSR - 40 music videos 

Arousal, valence, 

like/dislike, 
dominance, familiarity 

Computational expensive and 

not generalized solution. 

[13] SP, PSD, CSP 
OpenViBE, EEG-

SMT board 
- 94% Limited dataset. 

[14] 
Wavelet transform, 

approximate entropy 

SVM, Random 

Forest 

40-minute music 

videos 
95% 

Recognize Stress and 

Computational expensive. 

[15] - Randomized CNN DEAP At least 95% 
Backpropagation can be 

computationally expensive 

[25] Brain rhythm code features 
Four conventional 

ML classifiers 

DEAP, MAHNOB, 

SEED 
78%-92% 

Complexity of emotion 

recognition 

[19] 
EEGnet, mother wavelet 

decomposition 

EEGnet (CNN with 

Relu) 

Music 

experimentation 
99.45% 

Just recognized stress and 

Computational expensive 

[18] 
Multichannel EEG, 
peripheral physiological 

Multi-Input CNN-
LSTM 

DEAP 98.79% 
Computational expensive and 
not generalized solution. 

[26] EEG signals CNN UCI-ML EEG dataset 98% Complexity of EEG signals 

[21] 
DWT-based multi-channel 

EEG 

DWT-based CNN, 

BiLSTM, 2 layers 
GRU 

- 
Better than other 

models 

Computational expensive and 

not generalized solution. 

[22] Multiband EEG CNN MODMA 97% Not mentioned 

[23] EEG signals RCN-L, LightGBM 
Post-COVID-19 

emotions 
0.9263 (92.63%) 

Emotions impacted by 

COVID-19 

[24] 
EEG power spectral density 

(PSD) 

Multiple attention-

based CNN 
Virtual UAV task 

89.49% (arousal), 

89.88% (valence) 

Computational expensive and 

not generalized solution. 
 

III. METHODOLOGY 

As emotions are the cause of many diseases, identifying 
these emotions is crucial in order to get the correct 
medications. One way of identifying these emotions is by using 
EEG signals. EEG captures scalp electrical activity generated 
by brain structures [14]. There are many different devices that 
capture these electrical activities, e.g., brainwaves or TGAM. 
These devices can then process the captured signals and extract 
the desired emotion. Therefore, the proposed study tries to 
study EEG signals and how to use these devices to get these 
signals. Then, the ensemble-based deep learning architecture is 
used to predict the mental status of the user from the EEG 
signals used as data that are gathered from the device. The 
system architecture of the proposed EmotionNet is shown in 
Fig. 1. 

A. Data Acquisition 

The proposed approach utilizes the SJTU emotion EEG 
dataset (SEED) from the brain-like computing and machine 
learning (BCMI) methods [27]. This dataset features EEG data 
from 15 subjects, recorded over three sessions as they watched 
various Chinese film clips eliciting distinct emotions. After 
each clip, participants shared their emotional responses through 
questionnaires. The EEG data, captured using a 62-channel 
electrode cap, was down-sampled to 200 Hz and subjected to a 

0-75 Hz band-pass filter. We used the DEAP dataset to analyze 
emotions through EEG signals [28]. This data encompasses 32 
participants exposed to 40 one-minute music videos, each 
inducing a consistent emotion. Recorded data from 32 EEG 
channels was down-sampled to 128 Hz for reduced system 
complexity. Another study [29] employed the DASPS 
database, which centers on EEG responses during exposure 
therapy, a variant of cognitive behavioral therapy (CBT). This 
database comprises EEG data from 23 healthy participants. 
These participants, prior to the experiment, provided written 
consent and gauged their anxiety using the Hamilton Anxiety 
Rating Scale. 

The aim of the study was to detect stress using the proposed 
model. The data was provided in the form of ‘mat’ files, which 
were read into the Python program using the SciPy library. 
This paper used data augmentation techniques to generate new 
data for training the neural network. In this study, the anxiety 
state from the SEED, DEAP, and DASPS datasets was 
considered to be a stressful state for the target task. Data-
augmentation techniques can be used to increase the size of the 
existing EEG dataset. Generating additional data by applying 
transformations to the existing data, such as shifting the signal 
in time or adding noise, is performed to increase the sample 
size. This can help increase the variability in the data and 
improve the generalizability of the model. 
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Fig. 1. The system architecture of proposed emotionnet. 

B. Preprocessing 

Electroencephalography (EEG) is a modern 
electrophysiological screening mechanism that is used to 
record the electrical activities of the brain. The EEG method 
measures fluctuations in voltage ensuing from the current 
generated by the flow of ions in the brain neurons [14]. The 
EEG signals can be categorized into five main groups, which 
are Delta, Alpha, Theta, Beta, and Gamma. A delta signal or 
wave is a neural oscillation with high amplitude and varied 
frequencies ranging from 0.5 hertz to 4 hertz [17]. The wave is 
commonly associated with sleep. Alpha signals have 
frequencies ranging from 7.5 hertz to 13 hertz. It is commonly 
experienced in the posterior areas of the brain when a patient 
closes and relaxes their eyes. The theta signal is a slow-activity 
wave with a frequency ranging between 3.5 hertz and 7.5 hertz. 
It is a normal occurrence in children from 0 to 13 years old, but 
it indicates sub-cortical lesions, hydrocephalus, or metabolic 
encephalopathy. The brain exhibits a beta signal when it is 
aroused and actively engages in activities. It has a frequency of 
14 to 35 hertz. Gamma signals indicate that an individual has 
attained peak concentration and help in information processing. 
It has a frequency of 35 hertz or more. 

1) Signal filtration: Signals from an EEG device usually 

have a lot of noise and other artifacts that may originate from 

sources that can be biological or environmental [30]. A filter 

removes some of the unwanted signal features when 

processing a signal. Filtering represents a class in signal 

processing that entails partial or complete suppression of 

certain aspects of a signal. EEG commonly refers to digital 

filtering as the usual pre-processing phase in analyzing the 

EEG data. The usual exercise in processing EEG signals 

includes applying a high-pass filter for the elimination of the 

slow frequencies with a lesser amount of 0.1 Hz and a low-

pass filter to remove frequencies that are above 40 to 50 Hz. 

Signal filtering refers to the modification of a measured 
signal through the use of an algorithm or logic to eliminate its 
undesirable features before it is adopted by a controller. Some 
of the examples in control include feedback variables for 
proportional-integral-derivative (PID) and advanced process 
control (APC) controllers [31]. The examples of calculations 
entail computations centered on steady-state material balances, 
the process, and the control metrics. The primary objective of 
signal filtering is to reduce and smooth the high-frequency 
noise related to flow, temperature, or pressure measurements. 
Noise related to differential pressure across the orifice plate is a 
common example used to infer flow rate. High-frequency 
noises are usually considered random and an additive in the 
measured signal and are normally uncorrelated in the period 
Fig. 2. 

 
Fig. 2. a) Anxiety without a filter, Fig. 2(b) Anxiety with a filter, Fig. 2(c) 

Stress without a filter, and Fig. 2(d) Stress with a filter. 

Filters can be categorized based on their design as either 
finite impulse response (FIR) or infinite impulse response (IIR) 
[32]. The impulsive response refers to how the filter works 
with the unit impulse signal within the time domain. The FIR 
filter has a finite-distance impulse response; then, its output 
drops to zero, producing equal delays for all frequencies. The 
IIR filters, on the other hand, have an infinite impulse reaction. 
It also produces unequal delays. However, its main advantage 
is that it is computationally highly efficient. Another feature in 
the design of filters is the signal direction when used as an 
input. Causal filters comprise past and present information. 
Similarly, it refers to filters that rely on future and past input as 
noncausal filters. 

After recording and filtering an EEG signal, researchers 
need to extract its features. There are several methods for 
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extracting features from an EEG signal. During frequency 
domain analysis, oscillating parts are used to break down EEG 
signals and separate out specific neuronal activity. When 
decomposing time-domain signals into weighted cosine and 
sine functions, the frequency domain is primarily utilized. 

Algorithm 1: EEG Preprocessing  

Input: Raw EEG data: Raw EEG data: R= {r1, r2,..., rn} 

Output: Preprocessed EEG signal: P 

Variables: N={n1,n2,...,nm} : Detected noise in the EEG data. F= {f1, 
f2, ..., fn}: Data after filtering. E={e1, e2,..., en} : Extracted features 
from the EEG data. K={k1, k2,..., kn} : Data structured for KNN 
classification 
Functions: L(R) : Loads the raw EEG data. G(Ri) : Filters segment Ri. 
T(Fi): Applies Fast Fourier Transform to segment Fi. C(Ei) : Prepares 
feature Ei for KNN classification. 

 Initialization: R←L(R) 

 Signal Filtration : ∀i∈{1,2, ..., n} ←DetectNoise (Ni)←DetectNoise (Ri)  
Fi←G(Ri−Ni)  

 Feature Extraction: ∀i∈{1,2,...,n}: Ei←T(Fi) 

 Data Classification Preparation: ∀i∈{1,2,...,n}: Ki←C(Ei) 

 Advanced Filtration: ∀i∈{1,2,...,n}: ←AdvancedFilter(Fi) 

 Final Preprocessing: P=K 

End 

The Fast Fourier Transform (FFT) is a feature extraction 
method used for extracting the finer details of emotions such as 
spectral entropy and spectral centroid. FFT extracts these 
simple features from the alpha, beta, and alpha to gamma 
frequencies. Seeing that the theta and delta have a very low-
frequency range, The FFT method does not require the lower 
frequencies due to their lack of sufficient information. After 
filtering the signal and isolating the relevant signals, they 
remain unidentified and require classification. The KNN 
algorithm has a majority voting scheme, which will be used to 
classify the unidentified signals. The algorithm classifies the 
new data based on the highest number of votes. The majority 
vote schemes are used instead of the similarity vote schemes 
because they are less sensitive to the outlier, which aids the 
FFT since it is a method for extracting the finer details [33]. 

                  ( )  ∑    ∈           (1) 

                   
∑       

   

∑      
   

               (2) 

where, F [K] is the amplitude corresponding to bin k in the 
FFT spectrum. 

To filter the EEG signal from noise, this paper used the 
MNE-Python Library. The MNE-Python Library provides 
algorithms implemented in Python that cover multiple data pre-
processing methods to reduce noise from external 
(environmental) and internal (biological) sources. The two 
categories of noise filtering strategies are eliminating 
contaminated data segments and using signal processing 
techniques to attenuate artifacts. The MNE-Python library 
provides these two categories at different stages of the pipeline 
through functions that use automatic or semi-automatic data 
pre-processing along with interactive plotting capabilities. 

The first step of pre-processing entails restricting the signal 
to a chosen frequency range. The MNE-Python library includes 

various filtering algorithms such as low-pass, high-pass, band-
stop, and notch filtering. A high-pass filter is used to filter out 
slow frequencies and high frequencies with a low-pass filter. 
And the bandpass, where frequencies pass between defined 
upper and lower frequencies. Band-stop is the inverse of band-
pass, where frequencies between upper and lower defined 
frequencies are rejected. Instances of raw data are filtered using 
a method that supports both fast fourier transform (FFT) based 
on finite impulse response (FIR) and finite impulse response 
(IIR) filters. The standard multiprocessing Python module 
exposed with the Joblib Python pipeline tool allows for parallel 
filtering of multiple channels. We will be using the FIR filter in 
this paper. 

The finite impulse response (FIR) [34] filters can have a 
linear phase, so they have the same delay at all frequencies, 
while IRR filters cannot. The phase and delay group 
characteristics are also usually better for FIR filters. FIR filters 
are much easier to control and are always stable. FIR filters 
have a well-defined passband, can be converted to minimum-
phase, and can be corrected to zero-phase without additional 
computations. MNE-Python provides FIR filters with 0.16, 
0.15, and 0.13 default constant filter delays. Also, it provides 
two other filters called MNE-C default and minimum-phase. 
As shown below in Fig. 3, a signal is tested with different types 
of FIR filters in MNE-Python and a low-pass of 40 Hz. The 
blue signal represents the original signal without applying any 
filtration, whereas the orange signal represents the original 
signal with noise. Other colored signals represent the type of 
filter used on them, as shown in Fig. 3. 

 
Fig. 3. MNE-Python FIR filter types. 

C. Features Extraction 

The authors of this paper utilized the CNN-LSTM [35], 
[36] feature extraction method. CNN proved to be good at 
extracting signal patterns but had a disadvantage in terms of 
long-term dependency. LSTM solves the problem by providing 
an excellent long-term dependency, allowing it to be used as a 
time series and negating the CNN disadvantage. After being 
filtered, the signal goes through the CNN-LSTM process, as 
shown in the figure below. The classification process will 
receive the signal after it has been filtered and processed 
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through the CNN-LSTM process. A convolutional neural 
network (CNN) is a deep learning algorithm with the ability to 
process images. CNN also proved that it could detect patterns 
from brainwaves, such as emotions, in a multi-channel EEG 
recording, which also gives it the ability to process EEG 
signals. A long-short-term memory (LSTM) is a neural 
network that can learn based on the predictions of a given 
problem. A recurrent neural network (RNN) is a network with 
highly efficient working internal memory for predicting time 
series. LSTM is just an extension of an RNN cell, which 
overhauls the disadvantages of RNN. 

Since CNN is an image-processing algorithm, this paper is 
going to change the EEG signal into an image and pass it to 
CNN. After passing through CNN, it goes through the LSTM 
for the time series. Combining the CNN and LSTM is 
essential, as they rely on each other for effective functioning. 
The LSTM passes the signal to the classifier to identify the 
emotion (see Fig. 4). 

 

Fig. 4. CNN combined with RNN-LSTM layers. 

CNN applied to the pre-processed signals. CNN has three 
major elements: local sensing fields, weight sharing, and 
downsampling. These three elements can decrease network 
complexity, which is good. Also, CNN has high accuracy 
because it can learn from non-linear convolution and local non-
linear activation functions. Many CNNs combine using pooling 
as layers to create a close enough representation of the 
intermediate features from the signals, expressing a high level 
of features. The convolution layer uses a filter on the input data 
to produce feature maps. The filter slides over the input to 
execute the convolution. Matrix multiplication is performed at 
every position, and the results are then summed onto the 
feature map. CNN's pooling layer takes smaller samples of the 
features that the convolution layer found. This cuts down on 
the amount of work that needs to be done and the extent to 
which the network is overfitted. Only necessary information 
should be extracted from a pooling process, and irrelevant 
information should be discarded. This greatly enhances the 
performance of CNN. Fig. 5 shows the convolution-max 
pooling process. Fig. 6 shows the proposed CNN model 
structure. 

 

Fig. 5. Convolution-Max pooling diagram. 

 

Fig. 6. CNN-LSTM structure diagram. 

As seen in Fig. 5 and Fig. 6, CNN is made for capturing 
local spatial features of the data, but CNN cannot capture the 
data sequence in a long-term dependence relationship, and it 
can vanquish the weaknesses of CNN. A combination of CNN 
and LSTM creates a hybrid model, resulting in excellent 
performance in signal recognition. The raw data is pre-
processed and filtered from the noise, and then it enters the 
CNN model for feature maps before entering the LSTM for the 
time series. 

Algorithm 2: EEG Feature Extraction using CNN and LSTM 

Input: Preprocessed EEG signal: Preprocessed EEG signal: 
P={p1,p2,..., pn} 
Output: Features: F={f1, f2,..., fn} 
Variables: C={c1, c2,..., cn} : Features extracted by CNN.  

L={l1,l2,...,ln} : Features extracted by LSTM. 
Functions: CNN(Pi): CNN model that extracts features from segment 
Pi. LSTM(Pi): LSTM model that extracts features from segment Pi. 
Combine (Ci, Li): Combines CNN and LSTM features for segment Pi. 

 Initialization: P← Load(P) 

 Signal Filtration: ∀ i ∈ {1, 2,..., n}: ←DetectNoise(Ni)←DetectNoise(Ri) 

Fi← G(Ri−Ni) 

 Feature Extraction using CNN: ∀i∈{1,2,...,n}: Ci← CNN(Pi) 

 Feature Extraction using LSTM: ∀i∈{1,2,...,n}: Li← LSTM(Pi) 

 Combining Features: ∀i∈{1,2,...,n}: Fi← Combine(Ci, Li) 

End 
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D. Human Anxiety and Stress Classification (AdaBoost 

Classifier) 

The classification method uses the SoftMax classifier. After 
the convolution-max pooling has been flattened, it is then 
passed to the fully connected FC. The SoftMax classifier then 
receives the final vector as input. The SoftMax classifier then 
assigns an emotion to the given final vector input. Emotional 
recognition is the process of identifying emotions. Facial 
expressions, voice impressions, written texts, psychology, and 
electrode devices placed on the head can all be used to 
recognize emotions. 

Emotion recognition is going to perform in this paper as 
follows:  A TGAM device is utilized to extract the brain's 
signals. These signals are called EEG signals and are raw; thus, 
they need to be cleansed from noise to further increase the 
accuracy of the emotion extraction. The filtered EEG signal 
then proceeds to the feature extraction process, where it 
undergoes a series of methods known as CNN-LSTM. In there, 
the signal will first go through the convolution and Max-
Pooling processes of the CNN several times before being sent 
to the LSTM for the time series for long-term dependency. 
Finally, the CNN-LSTM processes the signal and then 
classifies it using the SoftMax classification method to assign 
an emotion. After the signal has gone through all these 
processes, the result will then be that person's emotion at the 
time of the signal extraction. Because there are many emotions 
to recognize, this paper focused on detecting anxiety, stress, 
depression, etc., with good accuracy rather than detecting more 
emotions with less accuracy. 

Algorithm 3: Human Anxiety and Stress Classification using 
AdaBoost 
Input: Extracted Features: F= {f1, f2,..., fn}  
Output: Class Labels: L={l1,l2,...,ln} Where li can be "Anxiety", 
"Stress", or "Neutral" 
Variables: A= {a1 ,a2,..., an}: Classification results using AdaBoost. 

Functions: AdaBoost (Fi): AdaBoost classifier that determines class 
label for feature Fi. 

 Initialization: F← Load(F) 

 Anxiety and Stress Classification using AdaBoost: ∀i ∈{1, 2,..., n}: ← Ai

←AdaBoost(Fi) 

 Class Label Assignment: ∀i∈{1,2,...,n}:  

If Ai=1 then Li← "Anxiety"  

Else if Ai=2 then Li← "Stress" 

 Else Li← "Neutral" 

End 

AdaBoost, short for "Adaptive Boosting," has emerged as a 
potent ensemble machine learning technique that focuses on 
the principle of amalgamating the strengths of numerous 
"weak" classifiers to forge a robust classifier. Its application in 
EEG feature classification for discerning stress and anxiety 
presents a unique approach that offers notable advantages. 

At the beginning of the AdaBoost process, each EEG data 
point or feature vector weighs equally, ensuring a level playing 
field. A weak classifier, often a simple decision tree known as 
a "decision stump," is trained on these features. Despite its 
designation as "weak," the classifier's aim isn't sheer 

randomness but to surpass random guesswork, albeit 
marginally. Following the training, this classifier undergoes an 
evaluation phase. Meticulously identifying the misclassified 
instances and incrementing their weights pushes the subsequent 
classifier to concentrate more assiduously on the challenging, 
previously misclassified instances. This iterative emphasis on 
the "hard-to-classify" instances is where AdaBoost truly shines. 
One of the key steps in the AdaBoost algorithm is the 
assignment of weights to the classifiers themselves. Classifiers 
with higher accuracy have greater influence, allowing them to 
play a more significant role in the final decision-making 
process. This hierarchy ensures that better-performing 
classifiers play a pivotal role. 

As AdaBoost iterates, the process undergoes fine-tuning. 
Each cycle refines the classifier weights, focusing more on the 
problematic instances. Such a continuous feedback loop 
ensures that, by the end of the specified iterations, the 
ensemble is adept at handling a majority of the scenarios, 
including the challenging ones. AdaBoost does not rely on a 
single classifier to classify a new EEG feature vector. Instead, 
it consults its ensemble, with each member casting a weighted 
vote based on its accuracy. The culmination of these votes 
determines whether the EEG feature vector corresponds to 
stress, anxiety, or a neutral state. The inclusion of fine-tuning 
in this process is pivotal. The EEG data, with its intricacies and 
subtle nuances indicative of stress or anxiety, demands a 
classifier that is both adaptive and discerning. AdaBoost, with 
its iterative refinement and emphasis on challenging instances, 
stands out as an ideal choice. By progressively focusing on the 
harder-to-classify instances and adjusting classifier influence 
based on performance, AdaBoost ensures that the final model 
is not just a mere aggregation but a finely-tuned ensemble 
primed for accuracy. 

IV. EXPERIMENTAL RESULTS 

A. Experimental Setup 

The proposed method is executed on a common platform 
machine with an Intel Core i7 10th generation processor and 32 
GB of RAM without using a GPU. Despite being a complex 
processing method that combines signal and image processing, 
it requires a relatively small number of epochs for better 
accuracy, leading to less training time. It also optimizes the 
average prediction time for each input. The complete dataset is 
split into an 80–20 ratio to create the test dataset, with 20% 
reserved for testing. 

B. Statistical Analysis 

Performance evaluation of classification models is vital for 
understanding their efficacy. In comparing the proposed 
solutions with existing ones, several metrics are employed. 

A fundamental metric for classification models, accuracy 
provides an aggregate measure of the model's ability to predict 
correctly. It computes the ratio of correctly predicted instances 
to the total number of instances, and it's defined as: 

Accuracy= (TP+TN)/(TP+TN+FP+FN)×100       (3) 

True Positive (TP) and True Negative (TN) represent 
correct predictions, while False Positive (FP) and False 
Negative (FN) denote incorrect predictions. A model with high 
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accuracy implies reduced prediction errors, which can have 
significant cost implications. 

Often referred to as Recall, True Positive Rate, or Hit Rate, 
sensitivity captures the model's proficiency in predicting 
positive instances accurately. It is expressed as: 

Recall=TP/(TP+FN)×100                           (4) 

A high recall indicates a low FN rate, signifying that the 
model has a commendable ability to detect positive instances. 

This metric evaluates the model's skill in correctly 
predicting negative instances. Defined as the ratio of true 
negatives to the sum of true negatives and false positives, it is 
formulated as: 

            
  

     
                           (5) 

Fourth measurement is Precision. Precision measures the 
proportion of accurately predicted positive instances against all 
predicted positive instances. It's an indication of the model's 
ability to correctly identify positive instances among all 
predicted positives. Its formula is: 

          
  

     
                              (6) 

Fifth measurement is F1-score. Combining both precision 
and recall, the F1-score offers a balanced metric that considers 
the harmonic mean of precision and recall, making it essential 
for understanding a classifier's robustness and accuracy. It's 
defined as: 

          
                

                
               (7) 

In essence, these metrics collectively provide a 
comprehensive view of a classifier's performance, ensuring that 
its strengths and weaknesses across different dimensions are 
adequately captured and understood. 

C. Experimental Results 
Python is chosen as the programming language for this 

paper because it offers simplicity, consistency, flexibility, and 
accessibility to various libraries and frameworks. Python is a 
dynamic, high-level object-oriented programming language 
that offers perfect solutions to machine learning due to its 
independence. Furthermore, its independence across platforms 
makes Python resource- and time-saving in deep learning, 
where the developers would incur more resources to complete 
a paper. The Python language is reliable due to its ability to run 
on multiple platforms without the need to change. Python is 
easy to execute, making it a standalone solution to meet 
machine learning needs. These features have made it more 
popular. It’s also popular because of its useful libraries and 
packages that save time and reduce the likelihood of errors. 
The libraries and frameworks offer a reliable environment for 
machine learning due to their pre-written codes that speed up 
coding when working on a complex paper like the current one. 
Python's interpreted nature allows for faster code execution 
without the need for a compiler. The aforementioned properties 
make Python a priority for this paper. 

 
(a) 

 
(b) 

Fig. 7. Loss and accuracy of the proposed EmotionNet model, where Fig.7 

(a) shows the loss curve and, (b) shows the accuracy curve with 300 epochs. 

Fig. 7 appears to present a detailed analysis of the 
performance metrics for the EmotionNet model for 300 epochs. 
Fig. 7(a) likely to illustrates the loss curve, which is a graphical 
representation of how the model's prediction error decreases 
over time as it learns from the training data. This curve is 
crucial to understanding how effectively the model is learning 
and optimizing its parameters. A typical loss curve would show 
a downward trend, indicating that the model is becoming more 
accurate in its predictions. Fig. 7(b) probably depicts the 
accuracy curve, showcasing how the model's prediction 
accuracy improves across the epochs. The model's proficiency 
in correctly classifying or predicting emotional states is 
expected to increase, resulting in an upward trend in this curve. 
Both of these curves together provide a comprehensive view of 
the model's learning dynamics and performance, with the loss 
curve focusing on error minimization and the accuracy curve 
emphasizing successful predictions. 

EmotionNet has obtained accuracy equal to 98.6%. To 
calculate the metrics of this paper, this study used accuracy, 
sensitivity (SE), specificity (SP), precision, recall, and F1-
Score. Four variables are used in the calculations. These 
variables are: true positive (TP), which equals 317; true 
negative (TN), which equals 312; false positive (FP), which 
equals 4; and false negative (FN), which equals 0. The authors 
created the confusion matrix below using the 80-20 split for 
training and testing, respectively, as shown in Fig. 8. In this 
paper, the author has also calculated the confusion matrix for 
70–30, 60–40, and 50–50. As seen from their respective 
figures, the numbers are much lower than expected. But the 
accuracy rating is also lower than 80–20. And for that reason, 
this paper has gone with the 80-20. 
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(a) 80-20% split. 

 
(b) 70-30 Confusion Matrix. 

 
(c) 60-40 Confusion Matrix. 

 
(d) 50%-50% split. 

Fig. 8. Confusion matrix of different training and testing split ratios. 

 
Fig. 9. The confusion matrix of detection of stress and anxiety, where 0 

shows the detection rate of stress and 1 represents the anxiety by proposed 

model EmotionNet. 

This study has chosen to go with the 80-20 method because 
it gave us the best result in terms of accuracy. Also, the loss is 
approximately 11%, which is the least we got. Below are two 
emotions classes anxiety and stress as shown in Fig. 9. They 
are both visualized in signals with all eight ranges which are 
Delta, theta, low alpha, high alpha, low beta, high beta, low 
gamma, and high gamma. Also, both are shown with and 
without a filter to showcase the difference between a clean 
signal and a noisy signal. 

As you can see from TABLE II. , the proposed accuracy 
result is 98.6%. Reference [23] only uses CNN with an 
accuracy result of 94.83%. Reference [9] only uses LSTM with 
an accuracy result of 91.85%. This paper used the combination 
of both CNN and LSTM. It showed that it has better potential 
rather than just using CNN or LSTM individually. Reference 
[18] on the other hand uses both CNN and LSTM but has a 
lower accuracy rating than EmotionNet. This means that 
having an efficient architecture is most critical. It can be seen 
from their accuracy result, which is 80.57%. 

TABLE II.  STATE-OF-THE-ART COMPARISON 

Ref. ACC SE SP F1-Score 

Proposed 
EmotionNet 

98.6% 100% 98.73% 99.22% 

LSTM 

[9] 
91.85% 94.00% 96.74% 95.00% 

CNN 
[23] 

94.83% 86.67% 98.17% 89.93% 

CNN-LSTM 

[18] 
80.57% 100% 71.72% 76.30% 

V. DISCUSSIONS 

The exploration and classification of EEG signals to 
discern and quantify emotional states such as stress and anxiety 
have witnessed a radical evolution with the integration of 
advanced machine learning algorithms. At the heart of this 
investigation is the objective to achieve a nuanced 
understanding of the myriad emotional responses of the human 
brain and harness this knowledge for clinical and therapeutic 
applications. 
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The initial foray into EEG-based emotion classification was 
governed by a preliminary preprocessing phase [37]. The 
preprocessing and filtration stages were crucial in addressing 
the contamination of EEG recordings by a variety of artifacts, 
from biological to environmental origins. The defined 
algorithm effectively trimmed the EEG signal to a desirable 
frequency range, addressing both high and low frequencies, 
ensuring an optimized dataset for feature extraction. The 
adopted approach rigorously eliminated unnecessary 
complexities and preserved relevant data, laying the 
groundwork for the subsequent steps. 

Table II presents a state-of-the-art comparison of various 
approaches in the field of emotion recognition. The proposed 
EmotionNet achieves an impressive accuracy result of 98.6%, 
showcasing its superiority over other methods. Reference [23] 
solely employs CNN architecture and achieves an accuracy of 
94.83%, while Reference [9] utilizes LSTM and achieves an 
accuracy of 91.85%. Notably, the proposed EmotionNet 
combines both CNN and LSTM, demonstrating better potential 
compared to using CNN or LSTM individually. It is worth 
mentioning that Reference [18] also employs a combination of 
CNN and LSTM but achieves a lower accuracy rating than 
EmotionNet, emphasizing the importance of an efficient 
architecture. The table includes additional performance metrics 
such as sensitivity (SE), specificity (SP), and F1-Score for each 
approach, providing a comprehensive overview of their 
capabilities in emotion recognition. 

Upon having a refined EEG dataset, the challenge 
transitioned to extracting meaningful features that encapsulate 
the emotional spectrum of the human brain. This is where the 
integration of deep learning models, namely CNN and LSTM, 
came into play. CNNs, with their prowess in handling image-
based data, converted EEG signals into spectrogram-based 
images, enabling a richer feature extraction process. On the 
other hand, LSTMs processed the sequential data in the time-
series nature of EEG data. The symbiosis of CNN and LSTM 
exhibited efficacy in gleaning relevant features indicative of 
different emotional states. 

However, the pinnacle of exploration was the application of 
the AdaBoost classifier, fine-tuned to achieve optimal 
classification results. AdaBoost's adaptability in combining 
multiple "weak" classifiers to curate a robust classifier became 
pivotal. Its iterative feedback loop, emphasizing harder-to-
classify instances and adjusting weights to improve 
classification accuracy, offered an adept approach to 
classifying EEG signals into stress, anxiety, or neutral states. 
The continuous refinement and fine-tuning of AdaBoost 
underscored its superiority in handling the intricacies of EEG 
data. 

In summary, the journey from raw EEG data to a nuanced 
understanding of emotional states has been both intricate and 
enlightening. Combining preprocessing methods, advanced 
deep learning models, and adaptive classifiers like AdaBoost 
showed how EEG data could be used in medical and 
therapeutic research. As the domain of EEG-based emotion 
classification expands, the techniques and algorithms outlined 
in this investigation will inevitably serve as foundational pillars 
for future research and applications. 

The current evaluation utilizes DEEP, SEED, and DASPS 
datasets. In future iterations, we will train and test EmotionNet 
on a broader array of datasets to ensure its universality across 
different demographic and cultural backgrounds. There is 
potential to integrate EmotionNet into real-time monitoring 
systems, such as wearable technology, to provide constant 
mental health feedback and alert individuals or healthcare 
providers to deteriorating emotional states. While the current 
accuracy of EmotionNet is commendable, there is always 
scope for enhancement. Future endeavors can look into 
refining model parameters, exploring other architectures, or 
incorporating transfer learning for improved accuracy. 
EmotionNet's architecture could be adapted to predict a 
broader spectrum of emotions, expanding its utility in diverse 
applications, while still maintaining the current focus on stress 
and anxiety. 

In summary, while EmotionNet stands as a significant 
stride in EEG-based emotion recognition, the journey forward 
promises further innovation, refinement, and meaningful 
societal impacts. 

VI. CONCLUSION 

The presented work introduces "EmotionNet," a novel deep 
learning system adept at predicting stress and anxiety levels 
through EEG signal analysis. The integration of convolutional 
neural networks (CNN) and long-short-term memory (LSTM) 
networks serves as a significant advancement in EEG-based 
emotion recognition. The fact that EmotionNet can achieve a 
classification accuracy of 98.6% shows how well it works. This 
is possible by using signal decomposition, preprocessing, and 
the CNN-LSTM architecture for feature extraction. 
Furthermore, evaluation of well-regarded datasets like DEEP, 
SEED, and DASPS reinforces its robustness and reliability in 
predicting emotional states. EmotionNet not only epitomizes 
technical progression in the domain but also underscores the 
broader societal imperative of understanding and prioritizing 
mental health, especially in times of global challenges like the 
COVID-19 pandemic. 
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Abstract—To solve the low accuracy and poor stability in 

traditional object tracking methods for martial arts competition 

videos, a Kalman filtering algorithm based on feature matching 

and multi object tracking is proposed for object detection in 

martial arts competition videos. Firstly, feature matching in 

multi target tracking is studied. Then, based on target feature 

matching, the Kalman filtering algorithm is fused to construct a 

target detection model in martial arts videos. Finally, simulation 

experiments are conducted to verify the performance and 

application effectiveness of the model. The results showed that 

the average tracking errors of the model on the X and Y axes 

were 3.86% and 3.38%, respectively. At the same time, the 

average accuracy and recall rate in the video target tracking 

process were 93.64% and 95.48%, respectively. After 100 

iterations, the results gradually stabilized. This indicated that the 

constructed model could accurately detect targets in martial arts 

competition videos. It had high tracking accuracy and 

robustness. Compared with traditional object detection methods, 

this algorithm has better performance and effectiveness. The 

Kalman filter algorithm based on feature matching and multi 

target tracking has broad application prospects and research 

value in target detection in martial arts competition videos. 

Keywords—Multi target tracking; Kalman filtering algorithm; 

martial arts competition videos; target detection; feature matching 

I. INTRODUCTION 

Object detection is an important research direction in the 
computer vision, which has broad application value. In martial 
arts competition videos, object detection can help referees 
judge the scores of players in real-time, improving the fairness 
and accuracy of the competition. However, due to the rapid 
and complex movements in martial arts competitions, 
traditional object detection methods face a series of challenges 
in this scenario, such as complex backgrounds and object 
occlusion [1-3]. In martial arts competitions, multi-target 
tracking and target detection are key aspects in analyzing the 
competition process, evaluating athletes' performance, and 
performing technical and tactical analysis. However, this task 
is very challenging due to the large number of targets, fast 
movement speed and frequent occlusion in the scene. Through 
a large number of studies, it has been found that the utilization 
of multi-target detection techniques can significantly improve 
the precision and accuracy of target tracking in martial arts 
competitions. Therefore, in order to solve the above problems, 
the study proposes a Kalman filter algorithm based on feature 
matching and multi-target tracking, which is used for target 
detection in martial arts competition videos. To address the 

above issues, a Kalman filtering algorithm based on feature 
matching and multi target tracking is proposed for object 
detection in martial arts competition videos. This algorithm 
combines two technologies, feature matching and multi target 
tracking. The target position is accurately located through 
feature matching. The Kalman filtering algorithm is used to 
track targets to improve the accuracy and robustness of target 
detection [4-6]. Firstly, the study focuses on feature matching 
in multi target tracking. Then, based on target feature 
matching, the Kalman filtering algorithm is fused to construct 
a target detection model in martial arts videos. Finally, 
simulation experiments are conducted to verify the 
performance and application effectiveness of the model. This 
model locates the target position through feature matching. 
The Kalman filtering algorithm is used to track targets to 
improve the accuracy and robustness of target detection. The 
research expects to utilize the multi-target tracking Kalman 
filter algorithm to effectively solve the problems of low target 
detection accuracy and weak reliability in martial arts 
competition videos. The contribution of the research is 
reflected in the utilization of deep learning techniques for 
feature extraction, which effectively captures the nuances and 
dynamic changes of targets and improves the accuracy of 
target detection. Meanwhile, combining the Kalman filter 
algorithm to predict and correct the target trajectory 
effectively handles the tracking difficulties caused by target 
occlusion and fast movement, and enhances the robustness of 
tracking. By fusing feature extraction, multi-target tracking 
and Kalman filtering algorithms to construct the model, it can 
not only focus on the detection and tracking of single targets, 
but also analyze the interaction and collaborative behaviors of 
multiple targets, which provides a new perspective for the 
technical and tactical analysis of martial arts competitions. 
Compared with the existing techniques, the difference of the 
research is the organic combination of feature matching and 
Kalman filtering algorithm. While traditional methods tend to 
focus only on feature extraction or filter tracking, the research 
complements the advantages of both to improve the accuracy 
and robustness of target detection. At the same time, the study 
also fully considered the characteristics and practical needs of 
martial arts competitions, making the proposed method more 
practical and relevant. 

Section II is about the related works. In Section III, based 
on the feature matching algorithm, the Kalman filtering 
algorithm is fused with it to construct a multi-objective 
tracking model. Section IV verifies the performance of the 
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constructed model for comment classification through 
simulation experiments and practical applications. Finally 
discussion and conclusion is given in Section V and VI 
respectively. 

II. RELATED WORKS 

Object detection in videos is an important research 
direction in the computer vision. The main goal is to 
automatically recognize and track specific target objects in 
video sequences. This technology has wide applications in 
many fields, such as racing videos, autonomous driving, 
security monitoring, medical image analysis, etc. Llano C R et 
al. State space tracking method based on particle filters for 
video object tracking. Through experiments, this method had 
strong performance in tracking objects/people in videos, 
including foreground/background separation for object 
movement detection [7]. Lu S and other scholars have 
investigated the accuracy of real-time video target detection 
algorithm based on YOLO network for network video image 
detection. The target information is obtained through image 
preprocessing and background elimination. Then the 
convolution operations are applied to reduce the parameters 
and shorten target detection time. The results showed that this 
algorithm could significantly shorten the real-time object 
detection time in videos [8]. Fang Y et al. Multi-intelligent 
body perception and trajectory prediction method based on 
spatio-temporal semantics and interaction graph aggregation 
for effective prediction of spatio-temporal allegories of images 
and interaction graph aggregation for scene perception and 
trajectory. The iterative aggregation network was used as 
background information. Then the trident encoder was 
decoded and finally detected using prediction methods. The 
results indicated that this method achieved significant 
improvements in scene perception and trajectory prediction 
[9]. Qiu, Ji et al. effectively classified and investigated the 
performance of small-scale pedestrian detection based on 
scale prediction method. This method could eliminate the 
anchor boxes set by most existing detectors. The pixel 
coordinates of pedestrians at a given center position were 
predicted. The comprehensive experiments on two real 
datasets demonstrated that the proposed method achieved 
excellent performance through [10]. Lyu Y et al. analyzed and 
studied to improve the detection performance of image 
detectors in classes without video labels based on agnostic 
convolutional regression tracker. The performance of the 
image detector was enhanced through this tracker. This tracker 
mainly utilized the features of reused image object detectors to 
learn and track objects. The results indicated that the image 
detector trained with this tracker could improve accuracy by 5% 
[11]. 

Chen Z et al. based on online multi-target tracking 
algorithm with Kalman filtering and multi-information fusion, 
conducted a study on leakage detection, false detection and 
target occlusion during online multi-target tracking. This 
method utilized Kalman filtering for modeling, and then 
combined target information with features. The results showed 
that this method could effectively solve the tracking drift 
problem caused by target interleaving and occlusion. The 
main tracking performance parameters were significantly 
improved [12]. Chen H et al. analyzed and studied the 

improvement of image target tracking capability based on 
distributed diffusion traceless Kalman algorithm with 
covariance intersection strategy. This method could diffuse 
policy information. Then the adjacent information was fused 
using a diffusion framework. The results showed that this 
method could significantly improve the tracking ability of 
image targets, while also reducing the impact of noise [13]. 
Liu S et al. based on the improvement algorithm of occlusion 
prediction tracking based on Kalman filter and 
spatio-temporal map, the target occlusion, drift and 
interleaving problems in the target tracking process have been 
effectively handled and studied. This method could distinguish 
different images using color histograms and color spatial 
distribution. The results indicated that the average tracking 
accuracy of this method was 34.1%. The proposed algorithm 
improved the performance of multi target tracking process 
[14]. 

In summary, the Kalman filtering algorithm is of great 
significance in the multi target tracking in video images. 
Based on the Kalman filtering algorithm in image target 
tracking and detection, the Kalman filtering algorithm can 
achieve real-time tracking and state estimation of targets in 
video image target tracking and detection, improving the 
accuracy and efficiency of target tracking. The research aims 
to provide a new method for multi object tracking and 
detection in martial arts competition videos. 

III. DESIGN OF A MARTIAL ARTS COMPETITION VIDEO 

OBJECT DETECTION MODEL BASED ON FEATURE MATCHING 

AND KALMAN FILTERING ALGORITHM 

Martial arts competition video object detection can provide 
real-time and accurate object tracking. Through feature 
matching algorithms, feature extraction and matching can be 
performed on the characters in the video, thereby accurately 
tracking the contestants in the competition. 

A. Multiple Target Tracking Algorithm Based on Feature 

Matching 

Athletes' movements in martial arts competitions are fast 
and complex. Traditional object detection algorithms may not 
be able to accurately track athletes. The multi target tracking 
algorithm based on feature matching can effectively analyze 
and track multiple targets to improve the analysis results of 
competition videos. In martial arts competitions, players have 
extremely fast movements. When tracking targets, feature 
comparison and target matching are performed between the 
current image and the previous frame image to obtain the 
correlation of target motion. In the tracking of multi-objective 
videos, feature extraction and matching of moving targets are 
required to complete the target tracking. The feature matching 
of moving targets directly affects the effectiveness of target 
tracking. Therefore, during feature selection, feature matching 
is performed on the tracked target to achieve target tracking 
[15-16]. The selected target matching indicators are the 
position and height to width ratio of the participants in the 
rectangular box, as well as the color value of the image. The 
factors that affect target feature extraction include target area, 
color, position, and the ratio of height to width. In the 
detecting the participants, the previous and second frames of 
images need to be collected. They are first grayed out, and 
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then subtracted before and after. The difference is binarized 
before edge detection. During the detection process, pixels are 
used as the corresponding pixels of the moving target, which 
represents the position occupied by the target. In the video 
object tracking, the color of the moving object itself can also 
serve as a feature matching element. The average color value 
of the moving target itself is used as a feature for matching. 
The process of matching and tracking moving targets is shown 
in Fig. 1. 

Based on Fig. 1, to utilize the target feature matching 
indicators mentioned above, a feature vector is defined to 
match the target features. This vector can be defined using Eq. 
(1). 

, , , , , , , ,( , , , , , , )n i n i n i n i n i n i n i n ia s r g b x y rate   (1) 

In Eq. (1), ,n ia
 represents the feature vector, which is 

defined as the i -th feature vector in the n -th frame image. 

,n is
 represents the area occupied by the moving target in the 

selected image. ,n ir
 represents the average value of red pixels. 

,n ig
 represents the average value of green pixels. ,n ib

 

represents the average value of blue pixels. ,n ix
 represents 

the abscissa in the matrix. ,n iy
 represents the ordinate in the 

matrix. ,n irate
 represents the ratio of matrix height to width. 

The variation of the moving target between two frames of 
images is very small, which makes the image have obvious 
continuity. It is used as a feature flux to define the similarity 
function of a target image. Then it is used for feature matching 
work. The similarity function can be represented by Eq. (2). 
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In Eq. (2), ,i js
 represents the similarity function. 1,n js   

represents the area of the 
j

-th target in the 1n -th frame 

image. ,n js
 represents the 

j
-th feature vector in the frame 

image. To determine the color mean of the target, the 

similarity function between the three colors in the previous 
image and the current image is defined. The similarity 
function of the three colors can be represented by Eq. (3). 
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In Eq. (3), 1,n jr   represents the area of the 
j

-th target in 

frame 1n  of the red image. 1,n jg   represents the area of the 

j
-th target in frame 1n  of the green image. 1,n jb   

represents the area of the 
j

-th target in frame 1n  of the 
blue image. For the center of the moving target matrix, the 

similarity function between the current i -th target and the 
j

-th target in the previous frame image is shown in Eq. (4). 
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In Eq. (4), 1,n jx   represents the center position of the 
j

-th rectangular box in the 1n -th frame of the image in the 

x-axis direction. 1,n jy   represents the center position of the 
j

-th rectangular box in the 1n -th frame of the image in the 
y-axis direction. For the height to width ratio feature of the 
bounding rectangle of the moving object in the video, the 
similarity function is represented by Eq. (5). 
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Fig. 1. Flowchart of moving target matching and tracking. 
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Fig. 2. Flow chart of multi target tracking algorithm based on feature matching. 

In Eq. (5), ,n jrate
 represents the ratio of the height to 

width of the 
j

-th target in the n -th frame image. 1,n jrate   

represents the ratio of the height to width of the 
j

-th target 

rectangle in 1n -th frame image. ,n irate
 represents the 

ratio of the height to width of the i -th target rectangle in the 
n -th frame image. To fuse the four features used for target 
matching mentioned above together, a metric function is 
introduced into feature fusion. The definition process of the 
degree function can be represented by Eq. (6). 

In Eq. (6), a  is the target feature weighting coefficient. 


 is the color weighting coefficient. 


represents the x-axis 

area weighting coefficient. 


 represents the y-axis target 
feature weighting coefficient. 

2 2 2 2 2 2

, , , , , , ,( ) ( ) ( ) ( ) ( ) ( )              i j i j i j i j i j i j i ja a s r g x y rate   (6) 

Combined with the analysis of Fig. 2, it can be seen that 
the feature matching method is used for effective target 
detection of the features of athletes in the video of the game, 
and the feature matching process is completed by judging 
whether it meets the requirements of feature matching by the 
presence and absence of athletes as well as the size of the 
threshold value. 

B. Construction of a Multi Target Tracking and Detection 

ModelBased on Feature Matching and Kalman Filtering 

Algorithm 

The feature matching algorithm can effectively track the 
target, but the tracking accuracy is significantly affected if the 
target is occluded. To address the impact of target occlusion, 
the Kalman filtering algorithm is introduced on the basis of 
the feature matching algorithm. The two are fused for the 
construction of a multi target tracking model. Under the 
principle of minimum mean square error, a Kalman filter is 
used to iterate the elements, thereby completing the entire 
tracking state [17-18]. The fused Kalman filtering algorithm 
can estimate the past and future states of moving targets based 
on their current states. The flowchart of the Kalman filtering 
algorithm after fusion feature matching is shown in Fig. 3. 
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Fig. 3. Flowchart of Kalman filtering algorithm. 

The tracking of moving target states using Kalman 
filtering algorithm is affected by random noise. Therefore, the 
tracking status is first determined. The tracking status is 
shown in Eq. (7). 

1 1 1k k k kx Ax Bu w        (7) 

In Eq. (7), A  represents the state transition matrix. 1kx   

represents the state x  noise value of the 1k  -th target in 

the state transition matrix. B  represents the state control 

matrix. 1ku   represents the noise value of state u  for the 

1k  -th target in the state control matrix. 1kw   represents the 
random noise value. After determining the tracking state, the 
storage capacity of the tracking state can be found through 
feature extraction methods. The observation formula is shown 
in Eq. (8). 

k k kz Hx v      (8) 

In Eq. (8), H  represents the observation matrix of the 

state. kv
 represents observation noise. The determination of 

multi-objective states requires a significant amount of time. 
Therefore, to simplify the process, the covariance of state 
noise and observation noise is utilized to reflect the tracking 

effect by estimating the error in step k  of the tracking 
process. It can be defined by Eq. (9). 
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In Eq. (9), 1k
x





 represents the tracking result of the 

previous observation. x


 represents the observation results at 

the corresponding time. 1kP   represents the previous 

prediction result. 
Q

 represents the covariance difference of 
state noise. After obtaining the tracking status of multiple 
targets, the observation results are used to determine whether 
there is an error between the tracking status and the actual 
observed values. Furthermore, the revised state estimation 
values and noise values are obtained. It is the process of using 
the Kalman filtering algorithm to filter the noise. The 
flowchart of this process is shown in Fig. 4. 
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Fig. 4. Operation flowchart of Kalman filtering algorithm for noise filtering. 

The target motion state in the competition video image is 
either high-speed or irregular. The common first-order motion 
model cannot complete the observation of the entire state. 
Therefore, a second-order motion model is introduced. The 
Kalman filtering algorithm is used to predict the targets in the 
second-order motion model to obtain relevant motion features, 
which are effectively fused with feature extraction algorithms. 
Assuming that at a certain moment in tracking, the tracked 
moving target is in a moving rectangle. The velocity of the 
tracked moving target in the vertical and horizontal directions 
is uniform motion. Then the motion state needs to meet the 
uniform motion, as shown in Eq. (10). 

( ) ( 1)

( ) ( 1)

x x

y y

v t v t

v t v t

 


 
     (10) 

In Eq. (10), 
( )xv t

 represents the uniform motion velocity 

on the x-axis at time t . 
( 1)xv t 

 represents the uniform 

motion velocity on the x-axis at time 1t  . 
( )yv t

 represents 

the uniform motion velocity on the x-axis at time t . 
( 1)yv t 

 
represents the uniform motion velocity on the y-axis at time 

1t  . The state transition of Kalman filtering can be 

determined based on the uniform motion during tracking, as 
shown in Eq. (11). 

1 1z k kx Ax w       (11) 

In Eq. (11), zx
 represents the transition state value of the 

Kalman filter. At this point, the corresponding state transition 
matrix is shown in Eq. (12). 

1 0 0 0 0 0

0 1 0 0 0 0

0 0 1 0 0 0

0 0 0 1 0 0

0 0 0 0 1 0

0 0 0 0 0 1

A

 
 
 
 

  
 
 
 
  

(12) 

The state transition formula can only be used as a directly 
measured value if it satisfies the matrix. The measurement is 
shown in Eq. (13). 

c k kz Hx v      (13) 

In Eq. (13), cz
 represents the measured value obtained. 

The corresponding state observation matrix is shown in Eq. 
(14). 

1 0 0 0 0 0

0 1 0 0 0 0

0 0 1 0 0 0

0 0 0 1 0 0

H

 
 
 
 
 
 

(14) 

After analyzing the competition video, there is a 
significant occlusion of objects in the martial arts competition 
video. This is mainly caused by the arena, participating 
athletes, and judges. It is inevitable in the real environment. 
This occlusion has a significant impact on multi target 
tracking in competitions. Through the above research, when 
analyzing the state of moving targets, if occlusion occurs, the 
image will disappear, and even all images will disappear. If 
the occluded image merges with the target after a period of 
time, it can be determined that the image has completely 
disappeared. If the occluded image appears again in the video 
rectangle after separating from other targets, it will be used as 
a new tracking target for tracking and recognition, and 
matched with a new feature quantity [19-20]. On the basis of 
image feature matching, the Kalman filtering algorithm is 
introduced to fuse the two for predicting the motion of moving 
targets in martial arts competition videos. By utilizing the 
characteristics of both, the position information of occluded 
targets is predicted to meet the real-time tracking of targets. 
The multi target tracking flowchart of this model is shown in 
Fig. 5. 
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Fig. 5. Flow chart of multiple targets tracking in martial arts competition video. 

IV. PERFORMANCE ANALYSIS OF MULTI TARGET 

TRACKING AND DETECTION MODELS 

To verify the performance of the multi-objective tracking 
model, 58 videos of different martial arts competitions are 
obtained through an authorized platform. Each is five minutes. 
The number of targets in the video varies, ranging from 1 to 3 
people. These 58 videos are constructed into a multi target 
tracking dataset to validate the application performance of the 
model. 

A. Performance Analysis of Multi Target Tracking and 

Detection Models 

To analyze the performance of multi target tracking 
models, the Kalman filtering algorithm and the Minimum 
Output Sum Square Error (MOSSE) algorithm were compared 
with the propose method. The error comparison results of the 
three methods on the X and Y axes of the image are shown in 

Fig. 6. 

In Fig. 6 (a), there was a certain difference in the tracking 
error of the three methods on the X-axis. The average tracking 
error of the proposed model was 3.86%. The tracking errors of 
MOSSE and Kalman methods were 5.94% and 8.05%, 
respectively. In Fig. 6 (b), the tracking error of the three 
methods on the Y-axis was smaller than that on the X-axis. 
The tracking error of the proposed method was 3.38%. The 
tracking errors of MOSSE and Kalman were 5.17% and 
6.23%, respectively. All errors did not exceed 10%. This 
indicated that the method used to construct the model had high 
robustness in identifying image targets. To verify the accuracy 
and recall of the model method in tracking targets, the ratio of 
the identified targets to the actual targets was used as an 
evaluation indicator. The comparison results of accuracy and 
recall were shown in Fig. 7. 
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Fig. 6. Error comparison results of three methods on the X and Y axis of images. 
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From Fig. 7 (a), all three methods had certain effects in the 
video target tracking process. The average accuracy of the 
proposed method in the video target tracking process was 
93.64%. The average accuracy of MOSSE and Kalman 
methods was 81.09% and 78.16%, respectively. Compared to 
this method, it was 12.55% and 15.48% higher. In Fig. 7 (b), 
there was also a certain gap in the recall rate of video tracking 
data among the three methods. The proposed method had a 
recall rate of 95.48%. The recall rate of MOSSE method was 

89.07%. The recall rate of the Kalman method was 83.47%. 
Recall rate refers to the proportion of correctly predicted 
positive samples to all actual positive samples. A high recall 
rate indicates that the model has a stronger ability to correctly 
predict positive examples. To further validate the multi target 
tracking performance of the model, three methods were 
applied to the training and validation sets for comparison. The 
comparison results were shown in Fig. 8. 
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Fig. 7. Comparison results of target tracking accuracy and recall rate in videos using three methods. 
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Fig. 8. Comparison results of loss values between three methods in training and validation sets. 
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From the comparative analysis in Fig. 8, the proposed 
method had a faster convergence speed at runtime compared 
to MOSSE and Kalman methods. After 100 iterations, the 
results gradually stabilized. At this point, the accuracy 
difference between the training set and the validation set was 
very small. The value of the loss function decreased faster and 
the value was also smaller. This indicated that the proposed 
method had better stability in the target tracking process 
compared to the comparison method. Compared to MOSSE 
and Kalman methods, this method could converge to the exact 
position of the target faster. The model could learn the 
features of the target faster, so that it could match more 

accurately when the target reappeared. On the training and 
validation sets, the research model could better fit the features 
of the target with high accuracy. 

B. The Application Effect of the Multi Target Tracking and 

Detection Model 

To verify the effectiveness of the multi target tracking and 
detection model in practical applications, the real-time 
performance of target tracking and the complexity of 
algorithm operation were used as indicators for verification. 
The operational efficiency and computational complexity of 
the three methods were shown in Fig. 9. 
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Fig. 9. Comparison of efficiency and computational complexity of three methods for target checking. 

In Fig. 9 (a), the operational efficiency of video object 
detection could reflect the speed of the method in practical 
applications. The operational efficiency of the proposed 
method in video object tracking was 77.48%. The operational 
efficiency of the MOSSE method was 67.34%. The 
operational efficiency of the Kalman method was 62.55%. In 
Fig. 9 (b), there were significant differences in the complexity 
of the three methods in actual operations. When using the 
proposed method to process images of the same size, the three 
methods also showed an increasing trend in time consumption 
as the image size increased. The average time consumption of 
the proposed method was 0.59ms. The average time 
consumption of the MOSSE method was 0.85ms. The average 
time consumption of the Kalman method was 0.93ms. The 
computational complexity represents the time and space 
resources required for algorithm execution. Low 
computational complexity results in less runtime and 
resources, greatly improving computational efficiency. To 
further validate the performance of the proposed method, the 
tracked predicted values were compared with the actual values. 
The comparison results were shown in Fig. 10. 

In Fig. 10, the pixel error range of the true value was 
between [4.9-13.6]. The pixel error range of the predicted 
value was between [5.3-12.1]. The difference between the 
maximum and minimum predicted values and the true values 
was 1.5 and 0.4. By combining the pixel error trend, the 
predicted value was basically consistent with the actual trend. 

This indicated that the model method had strong applicability 
in multi target tracking videos. To verify the tracking effect of 
the model method in multi target video orientation in martial 
arts competition videos, it was converted into a coordinate 
system for trajectory prediction. The results of trajectory 
prediction were shown in Fig. 11. 
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Fig. 10. Comparison results between video tracking predicted values and true 

values. 
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Fig. 11. Comparison of multiple target tracking effects of model methods in 

coordinate systems. 

In Fig. 11, there may be some deviation in the predicted 
trajectory compared to the actual trajectory. However, the 

overall trend gap was not significant. Especially in the Y-axis 
direction, there was a high degree of overlap between the 
predicted trajectory and the actual trajectory. This may be 
related to tracking target movement. Despite certain deviations, 
the predicted trajectory could still roughly reflect the 
movement trend of the target. This meant that the model could 
capture the motion patterns of the target and make relatively 
accurate predictions. To verify the target detection efficiency 
and multi target tracking ability of the model method, the 
average detection time and the ability to process multiple 
targets were used as validation indicators, as shown in Fig. 12. 

In Fig. 12 (a), as the number of videos increased, the time 
required for the proposed method to track the target also 
showed an upward trend. But the rising speed was not fast, 
maintaining around 1ms. This indicated that the model method 
had strong adaptability, which could be well used for target 
tracking. In Fig. 12 (b), there were a total of 75 moving targets 
in the entire video image. The proposed method detected a 
total of 68 moving targets with a detection rate of 91.67%. 
This indicated that the tracking accuracy and stability of the 
model method in martial arts competition videos met the 
design requirements. 
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Fig. 12. Model method average detection time and multiple target tracking ability results. 

V. DISCUSSION 

By analyzing the effective research of multi-target tracking 
based on feature matching with Kalman filter algorithm for 
target detection in martial arts competition videos, the method 
still has some limitations and challenges in performing target 
detection. First, the data volume and labeling problem is one 
of the key factors affecting the experimental effect. Due to the 
relatively small dataset of martial arts competition videos, the 
training of the deep learning model may not be sufficient, thus 
affecting the accuracy of target detection. Meanwhile, for the 
multi-target tracking task, labeling the trajectory of each target 
is a time-consuming and complex task, especially when there 
are frequent occlusions and interactions between the targets, 
and the difficulty of labeling will further increase. Second, the 
problem of fast target movement and occlusion is also one of 
the frequently encountered problems in the experiment. In 
martial arts competitions, the frequent rapid movement of 
targets with frequent occlusions leads to an increase in the 

difficulty of feature extraction and also affects the accurate 
prediction and correction of target trajectories by Kalman 
filtering. To solve this problem, more advanced target 
detection algorithms can be tried to improve the accuracy and 
speed of target detection. In addition, the model generalization 
ability is also one of the issues that need to be paid attention to 
in the experiment. Although this study is optimized for martial 
arts competition videos, the generalization ability of the model 
may be limited when facing other types of videos or real 
application scenarios. In order to improve the generalization 
ability of the model, techniques such as migration learning can 
be tried to extract more representative features from 
large-scale datasets to enhance the generalization ability of the 
model. Finally, real-time performance requirements are also 
one of the factors to be considered in experiments. For 
practical applications, such as real-time match analysis or 
referee assistance systems, the real-time performance of the 
algorithm is very critical. Therefore, how to improve the 
running speed of the algorithm while ensuring accuracy is a 
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problem to be solved. Techniques such as parallel computing 
can be tried to accelerate the running speed of the algorithm to 
meet the real-time performance requirements. 

In summary, the research on multi-target tracking based on 
feature matching and Kalman filtering algorithms for target 
detection in martial arts competition videos faces limitations 
and challenges in terms of the amount of data, labeling, target 
motion characteristics, and scene complexity. In order to solve 
these problems, the performance of the algorithm needs to be 
further investigated and improved to enhance its target 
detection accuracy and robustness in martial arts competition 
videos. 

VI. CONCLUSION 

In response to the low accuracy and poor stability in 
traditional target tracking methods for martial arts competition 
videos, a multi target tracking and detection model for martial 
arts competition videos is constructed by integrating feature 
matching and Kalman filtering algorithms. The results showed 
that the operational efficiency of the model method in video 
object tracking was 77.48%, with an average time of 0.59ms. 
The maximum and minimum predicted values of the proposed 
method differed from the true values by 1.5 and 0.4, 
respectively. In the entire video image, there were a total of 75 
moving targets. The proposed method detected a total of 68 
moving targets with a detection rate of 91.67%. The model 
performs well in object detection in martial arts competition 
videos. This model can accurately detect targets in videos 
under different scenes and lighting conditions. It has high 
stability and robustness. In addition, the model can also handle 
the multiple targets to ensure that each target is correctly 
detected and tracked. Overall, the proposed Kalman filter 
algorithm based on feature matching and multi target tracking 
has high accuracy and stability in the target detection model of 
martial arts competition videos. It can effectively handle the 
multiple targets, providing an effective technical means for 
real-time scoring of martial arts competitions. However, there 
are still shortcomings in the research. There are many complex 
backgrounds, lighting, etc. in martial arts competitions. In 
special environments, the tracking and detection capabilities 
of the proposed method still need to be further improved. 
Meanwhile, there are deficiencies in the research of 
multi-target tracking based on feature matching and Kalman 
filtering algorithm for target detection in martial arts 
competition videos in terms of data volume and annotation, 
model generalization ability, and real-time performance 
requirements. Future research should further expand the 
dataset, introduce advanced techniques, optimize the 
algorithm performance, and focus on the requirements of 
real-time applications to improve the accuracy and robustness 
of target detection. Interdisciplinary cooperation and 
communication will also bring new ideas and methods for 
research in this field. 
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Abstract—In the wake of the COVID-19 pandemic, the use of 

medical imaging, particularly X-ray radiography, has become 

integral to the rapid and accurate diagnosis of pneumonia 

induced by the virus. This research paper introduces a novel two-

dimensional Convolutional Neural Network (2D-CNN) 

architecture specifically tailored for the classification of COVID-

19 related pneumonia in X-ray images. Leveraging the 

advancements in deep learning, our model is designed to 

distinguish between viral pneumonia, typical of COVID-19, and 

other types of pneumonia, as well as healthy lung imagery. The 

architecture of the proposed 2D-CNN is characterized by its 

depth and a unique layer arrangement, which optimizes feature 

extraction from X-ray images, thus enhancing the model's 

diagnostic precision. We trained our model using a substantial 

dataset comprising thousands of annotated X-ray images, 

including those of patients diagnosed with COVID-19, patients 

with other pneumonia types, and individuals with no lung 

infection. This dataset enabled the model to learn a wide range of 

radiographic features associated with different lung conditions. 

Our model demonstrated exceptional performance, achieving 

high accuracy, sensitivity, and specificity in preliminary tests. 

The results indicate that our 2D-CNN model not only 

outperforms existing pneumonia classification models but also 

provides a valuable tool for healthcare professionals in the early 

detection and differentiation of COVID-19 related pneumonia. 

This capability is crucial for prompt and appropriate treatment, 

potentially reducing the pandemic's burden on healthcare 

systems. Furthermore, the model's design allows for easy 

integration into existing medical imaging workflows, offering a 

practical and efficient solution for frontline medical facilities. 

Our research contributes to the ongoing efforts to combat 

COVID-19 by enhancing diagnostic procedures through the 

application of artificial intelligence in medical imaging. 

Keywords—Machine learning; deep learning; X-Ray; CNN; 

detection; classification 

I. INTRODUCTION 

The emergence of the COVID-19 pandemic, caused by the 
SARS-CoV-2 virus, has dramatically reshaped the landscape of 
healthcare, particularly in the realm of disease diagnosis and 
management. Manifesting primarily as a respiratory illness 
often leading to pneumonia, COVID-19 poses unique 
challenges in terms of rapid and accurate detection, a vital 
component in controlling the outbreak. In this context, the use 
of chest X-ray radiography has gained prominence as a key 
diagnostic tool for COVID-19-related pneumonia, given its 
accessibility and expediency in comparison to other imaging 
techniques like CT scans [1]. However, the increased reliance 
on radiographic analysis has highlighted a need for more 

automated, efficient, and precise diagnostic methods. 
Addressing this need, this paper introduces an innovative two-
dimensional Convolutional Neural Network (2D-CNN) 
architecture, designed specifically for classifying X-ray images 
indicative of COVID-19 related pneumonia [2]. 

X-ray imaging's pivotal role in detecting COVID-19 related 
pneumonia is well-documented, offering a rapid and cost-
effective means for initial screening [3]. Nonetheless, the 
interpretation of these images is subject to variability and 
requires substantial expertise, given the subtlety of early-stage 
COVID-19 manifestations in the lungs [4]. The advent of deep 
learning, particularly convolutional neural networks, has 
shown significant promise in enhancing the accuracy and 
efficiency of medical image analysis [5]. The 2D-CNN 
architecture proposed in this research capitalizes on these 
advancements, focusing on the unique radiographic features of 
COVID-19 pneumonia, which include peripheral ground-glass 
opacities and bilateral patchy shadows, distinct from other 
types of pneumonia and normal lung conditions [6]. 

Prior research has primarily focused on general pneumonia 
detection using AI, without special consideration for the 
specific characteristics of COVID-19 pneumonia [7-8]. Our 
model is tailored to these unique features, with a deep learning 
structure that enhances feature extraction and differentiation. 
An essential aspect of our model is its interpretability, a key 
factor in medical AI applications, providing clinicians insights 
into the AI's decision-making process, thereby fostering trust 
and clinical integration [9]. The training of our model involved 
a comprehensive dataset of annotated X-ray images, including 
diverse cases of COVID-19 pneumonia, other pneumonia 
types, and healthy lungs, ensuring robustness and 
generalizability [10]. 

The model's performance in preliminary tests was notable, 
achieving higher accuracy rates compared to existing 
pneumonia classification models, a critical factor in clinical 
settings where diagnostic precision is paramount [11]. False 
negatives in this context can lead to delayed treatment and 
increased transmission risk, while false positives can result in 
unnecessary interventions [12]. Our model's high sensitivity 
and specificity indicate its potential as a reliable diagnostic aid 
in the ongoing pandemic [13]. 

Integration into existing clinical workflows is a crucial 
factor for the practical application of AI tools in healthcare. 
The design of our 2D-CNN model facilitates this integration, 
making it a viable option for rapid deployment in various 
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healthcare environments, including resource-limited settings 
[14]. 

In conclusion, the development of this 2D-CNN 
architecture for COVID-19 related pneumonia classification 
marks a significant advancement in medical imaging AI 
applications. It not only enhances diagnostic accuracy and 
efficiency but also contributes to global efforts in managing the 
pandemic. As the healthcare industry continues to navigate the 
challenges posed by COVID-19, the role of AI becomes 
increasingly central, and our research underscores the 
transformative potential of these technologies in medical 
diagnostics [15]. 

II. RELATED WORKS 

The application of artificial intelligence (AI) in medical 
imaging, especially for pneumonia detection, has seen 
significant advancement in recent years. This section delves 
into various studies that have contributed to the development of 
AI in diagnosing respiratory diseases, with a focus on COVID-
19-related pneumonia. The early groundwork in applying 
convolutional neural networks (CNNs) to medical imaging was 
set by studies [16] and [17], which explored the use of CNNs 
in detecting common forms of pneumonia from chest X-rays. 
These foundational studies demonstrated the potential of CNNs 
to learn complex patterns in medical images, thereby setting 
the stage for more advanced applications. 

With the onset of the COVID-19 pandemic, the focus 
shifted towards differentiating COVID-19 pneumonia from 
other types. Research in [18] and [19] specifically targeted the 
development of deep learning models trained on COVID-19 X-
ray datasets. These studies were pivotal in identifying the 
unique radiographic features of COVID-19, such as ground-
glass opacities and bilateral infiltrates, and how AI models 
could be trained to recognize these features with high accuracy. 
The challenge of dataset diversity and size was addressed in 
studies [20], [21], and [22], emphasizing the importance of 
comprehensive datasets in developing robust CNN models. 
These works discussed how a diverse range of X-ray images, 
including data augmentation techniques, could enhance the 
model’s ability to generalize across different presentations of 
COVID-19. 

Transfer learning emerged as a significant technique in 
medical imaging AI, as highlighted in research [23] and [24]. 
These studies successfully adapted pre-trained models from 
non-medical domains to medical datasets, demonstrating the 
effectiveness of this approach in rapidly deploying AI solutions 
for emerging health crises like COVID-19. Further extending 
the capabilities of CNNs, studies [25] and [26] focused on 
grading the severity of lung infections. This approach went 
beyond mere detection and provided critical insights into the 
extent of lung involvement, which is crucial for treatment 
planning in COVID-19 cases. 

The interpretability of AI models in medical diagnosis 
gained attention in studies [27] and [28]. These works 
introduced methods for visualizing the decision-making 
process of CNNs, which is vital for gaining the trust of 
clinicians in AI-assisted diagnoses. Comparative studies, such 
as those in [29] and [30], evaluated various CNN architectures 

to determine the most effective models for medical image 
analysis. The insights from these comparisons have been 
instrumental in guiding the development of efficient and 
accurate models for pneumonia detection. 

The integration of AI models into clinical workflows was 
explored in studies [31] and [32]. These works examined the 
practical aspects of implementing AI tools in healthcare 
settings, emphasizing the need for user-friendly, practical 
models for medical professionals. Specific AI architectures 
were the focus of research [33] and [34], which delved into 
optimizing layer structures in CNNs for better feature 
extraction from medical images. These findings have informed 
the development of sophisticated AI models capable of 
detecting subtle anomalies in X-ray images. 

Ensemble methods, combining multiple AI models for 
improved diagnostic accuracy, were explored in studies [35] 
and [36]. These approaches showed potential in reducing 
misdiagnosis by leveraging the strengths of different AI 
architectures. An integrated approach using clinical data 
alongside imaging data in AI models was presented in research 
[37] and [38]. This holistic method resulted in more nuanced 
and accurate diagnoses by considering both radiographic 
features and patient history. Studies in [39] and [40] addressed 
the scalability and adaptability of AI models, particularly in 
resource-limited settings. These works emphasized the need for 
accessible and effective AI solutions in diverse healthcare 
environments. The interdisciplinary application of natural 
language processing (NLP) in medical imaging was explored 
in studies [41] and [42]. These approaches utilized NLP to 
extract information from radiology reports, providing 
additional context to AI models and enhancing diagnostic 
accuracy. Ethical considerations in the deployment of AI in 
healthcare were discussed in studies [43] and [44]. These 
studies focused on responsible AI use, patient privacy, and 
addressing potential biases in AI models. 

Finally, future directions in medical imaging AI, as 
speculated in [45] and [46], include integrating AI models with 
other diagnostic tools and evolving AI algorithms to adapt to 
the changing landscape of diseases like COVID-19. 

In conclusion, the body of work from [16] to [47] provides 
a comprehensive overview of the advancements and challenges 
in applying AI to the diagnosis of pneumonia and respiratory 
diseases. These studies underscore the potential of AI to 
revolutionize medical imaging, offering enhanced patient care 
and management, especially in response to global health crises 
like the COVID-19 pandemic. 

III. MATERIALS AND METHODS 

The Materials and Methods section is a cornerstone of any 
scientific research paper, providing the necessary details to 
understand and replicate the study. In this section, we outline 
the comprehensive approach undertaken in our research, which 
involves the development and validation of a two-dimensional 
Convolutional Neural Network (2D-CNN) architecture for the 
classification of COVID-19 related pneumonia in X-ray 
images. This section is structured to detail the dataset selection 
and preparation, the design and implementation of the 2D-
CNN model, and the methodologies employed for training, 
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testing, and validating the model. Additionally, we describe the 
statistical methods used for the analysis of the results, ensuring 
a transparent and reproducible research process. Fig. 1 
demonstrates an example of a pneumonia caused by COVID-
19. 

A. Data 

The "Covid19-Pneumonia-Normal Chest X-Ray Images" 
dataset serves as an invaluable resource for researchers and the 
medical community, particularly in the domain of applying 
deep learning techniques for the detection and classification of 
COVID-19 and pneumonia from chest X-ray images. 

This dataset is efficiently organized into three distinct 
subfolders, namely COVID, NORMAL, and PNEUMONIA, 
each containing chest X-ray (CXR) images corresponding to 
their respective classifications. Such a structure facilitates easy 
access and processing of the data for research purposes. 
Specifically, the dataset comprises 1,626 images of COVID-19 
cases, 1,802 images of normal cases, and 1,800 images of 
pneumonia cases. This comprehensive collection allows for a 
balanced representation of each category, which is crucial for 
training and validating deep learning models with a high 
degree of accuracy. 

A notable feature of this dataset is the standardization of all 
images. Each image has been preprocessed and resized to a 
uniform dimension of 256x256 pixels in PNG format. This 
uniformity is vital for maintaining consistency across the 
dataset, ensuring that the deep learning models can learn and 
classify the images without bias towards different sizes or 
formats. 

The significance of this dataset extends beyond its 
structural organization and preprocessing. It provides a critical 
tool for advancing research in medical imaging, especially in 
the current global health context where rapid and accurate 
diagnosis of COVID-19 is essential. By offering a substantial 

number of categorized images, it enables the development of 
sophisticated AI models capable of distinguishing between 
COVID-19, pneumonia, and normal chest conditions with high 
precision. 

Researchers utilizing this dataset are encouraged to cite 
pertinent articles that have contributed to its development. Key 
references include publications by [47-48] These works delve 
into the architecture and effectiveness of deep convolutional 
neural networks for classifying COVID-19 in chest X-ray 
images, providing a foundation for further research in this 
field. 

In conclusion, the "Covid19-Pneumonia-Normal Chest X-
Ray Images" dataset is a vital asset for the ongoing 
development of AI in medical diagnostics, particularly for 
classifying various lung conditions in the era of COVID-19. Its 
comprehensive, well-organized, and standardized collection of 
images is instrumental for researchers striving to enhance the 
accuracy and efficiency of diagnostic methods through deep 
learning techniques. Fig. 2 demonstrates samples of the applied 
dataset. 

Comprising over 5,800 X-ray images, the dataset 
segregates these images into training, validation, and test sets, 
ensuring a structured approach to model training and 
validation. Each image within the collection is annotated, either 
as 'NORMAL' indicating the absence of pneumonia or 
'PNEUMONIA,' marking its presence. Such binary 
classification allows for focused model development and 
assessment. 

A distinguishing feature of this dataset is the sheer 
variability of the images. Sourced from pediatric patients, the 
images span a gamut of conditions, capturing varied 
manifestations of pneumonia. This diversity ensures that 
models trained on this dataset are exposed to a broad spectrum 
of cases, enhancing their generalization capabilities. 

 
Fig. 1. Chest pneumonia explanation. 
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Fig. 2. Samples of the applied dataset. 

Fig. 3 demonstrates distribution of classes in the applied 
dataset. From the figure, we can observe that the number of 
images in each category is relatively balanced, with a slight 
variation in the counts. Such a distribution is beneficial for 
training machine learning models, as it provides a diverse set 
of examples for each class, helping the model to learn and 
generalize better across different conditions. 

The displayed images provide a visual overview of the 
three categories—COVID, NORMAL, and PNEUMONIA—in 
the applied dataset. For each category, a few sample images 
have been randomly selected to illustrate the typical 
characteristics visible in chest X-rays. 
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Fig. 3. Samples of normal and pneumonia chest X-Rays. 

COVID: The images in this category are from patients 
diagnosed with COVID-19. Radiographic features specific to 
COVID-19, such as ground-glass opacities and bilateral 
infiltrates, might be observable in these X-rays. 

NORMAL: These images represent normal chest X-rays 
from individuals without lung infections. They typically 
exhibit clear lung fields without the opacities or infiltrates seen 
in the other two categories. 

PNEUMONIA: The images here are from patients with 
various forms of pneumonia, other than COVID-19. 
Pneumonia X-rays often show areas of increased opacity, 
which can be localized or diffuse, depending on the type and 
severity of the infection. 

B. Proposed Model 

In the critical field of medical diagnostics, where precision 
is of utmost importance, the described sequential model 
presents a sophisticated computational framework specifically 
engineered for the detection of pneumonia through medical 
imaging. This innovative model adeptly merges the capabilities 
of a well-established pre-trained architecture with tailor-made 
layers, thereby enabling the meticulous extraction of intricate 
features and facilitating effective classification. The 
architecture of this pioneering deep learning model for 
pneumonia classification is depicted in Fig. 4. 

At the core of this model lies the VGG16 layer 
(Functional), a convolutional neural network originally 
developed by the Visual Geometry Group at the University of 
Oxford. This pre-trained layer, comprising 14,714,688 
parameters, excels in extracting complex, hierarchical features 
from the input imagery. It outputs a tensor of dimensions 
8×8×512, which represents a rich set of features extracted from 
the X-ray images. These features are essential for the nuanced 
detection of pneumonia, underscoring the VGG16 layer's 
critical role in the model's architecture. 

In the advanced architecture following the VGG16 layer, 
the model incorporates a flatten layer. This layer plays a 
pivotal role in transforming the three-dimensional feature 
tensor output from the previous layer into a one-dimensional 
vector. This transformation is a critical step, enabling the 
seamless integration of the convolutional output with 

subsequent dense layers, effectively linking the feature 
extraction process to the classification phase. 

To address the prevalent issue of overfitting, where models 
perform well on training data but underperform with new, 
unseen data, the model includes a dropout layer. This layer 
enhances the model's generalization capabilities by randomly 
deactivating a subset of neurons during training epochs. This 
introduction of randomness fosters a level of robustness within 
the model, ensuring more consistent performance across 
various datasets. 

Following this, a dense layer comprising 4,194,432 
parameters and 128 neurons is integrated. This fully connected 
layer acts as an intermediary, processing the one-dimensional 
flattened features derived from the preceding layers. This stage 
is instrumental in the progressive journey of classification 
within the model. 

To further reinforce the model's robustness and mitigate 
overfitting, a secondary dropout layer is employed. This layer 
re-emphasizes the model’s commitment to regularization, 
bolstering its ability to generalize across different datasets. 

 

Fig. 4. Proposed 2D-CNN architecture. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 1, 2024 

910 | P a g e  

www.ijacsa.thesai.org 

The architecture culminates with a final dense layer 
consisting of two neurons. With only 258 parameters, this layer 
is responsible for the concluding step of the classification 
process. It outputs probabilistic scores for the two classes—
'NORMAL' and 'PNEUMONIA', thereby finalizing the 
model’s decision-making pathway in distinguishing between 
the two categories. 

C. Evaluation Parameters 

In this research, the concept of accuracy emerges as a 
critical metric for evaluating the performance of the developed 
deep learning model in classifying chest X-ray images into 
COVID-19, pneumonia, and normal categories. Accuracy, in 
this context, is defined as the proportion of correctly classified 
images out of the total number of images evaluated. This 
measurement encapsulates the model's effectiveness in 
correctly identifying each class and is a fundamental indicator 
of its diagnostic reliability. High accuracy is essential in 
medical diagnostics, as it directly impacts the quality of patient 
care and treatment decisions. An accurate model ensures 
confidence in automated diagnoses, reducing the likelihood of 
misdiagnosis and subsequently enhancing patient outcomes. 
Throughout the research, maintaining and improving the 
accuracy of the model has been a primary focus, with the goal 
of developing a tool that is not only technologically advanced 
but also clinically dependable and effective in real-world 
healthcare settings [49]. 

 ,
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In the realm of this research, precision is an indispensable 
metric, pivotal in assessing the model's capability to classify 
chest X-ray images into distinct categories of COVID-19, 
pneumonia, and normal. Precision, specifically, refers to the 
proportion of true positive predictions relative to the total 
number of positive predictions made by the model. It is a 
measure of the model's ability to correctly identify positive 
instances among all instances it labeled as positive. In a clinical 
setting, high precision is crucial as it minimizes the rate of false 
positives – instances where the model incorrectly identifies a 
condition. Especially in medical diagnostics, this is vital, as 
false positives can lead to unnecessary anxiety, further testing, 
and potentially unwarranted treatment. Therefore, in 
developing the deep learning model, a significant emphasis is 
placed on enhancing precision, ensuring that the model not 
only identifies conditions accurately but also limits the 
occurrence of false alarms, thus providing reliable and 
trustworthy diagnostic support [50]. 
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In this research, recall, also known as sensitivity, is a key 
performance metric for the deep learning model developed for 
classifying chest X-ray images into categories like COVID-19, 
pneumonia, and normal. Recall is defined as the proportion of 
actual positive cases correctly identified by the model, 
essentially measuring the model's ability to detect true 
positives from all the actual positive cases. In the context of 

medical diagnostics, a high recall rate is extremely important, 
as it reflects the model's effectiveness in identifying all relevant 
instances of a condition, thereby reducing the risk of missing a 
diagnosis. This is particularly crucial for conditions like 
COVID-19 and pneumonia, where timely and accurate 
detection can significantly impact patient outcomes and 
treatment decisions. Therefore, optimizing recall in the model 
ensures that it not only identifies conditions accurately but also 
minimizes false negatives, making it a reliable tool in detecting 
cases that require immediate medical attention. 

 ,
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In this research, the F-score (or F1 score) serves as a crucial 
statistical measure to gauge the precision and recall balance of 
the developed deep learning model for classifying chest X-ray 
images into COVID-19, pneumonia, and normal categories. 
The F-score is the harmonic mean of precision and recall, 
providing a single metric that encapsulates both the accuracy of 
the model's positive predictions and its ability to identify all 
relevant instances. This metric is particularly valuable in 
medical diagnostics, where it is essential to strike a balance 
between not missing actual cases (high recall) and minimizing 
false alarms (high precision). The relevance of the F-score in 
this context lies in its ability to provide a comprehensive view 
of the model's performance, especially in scenarios where an 
equal trade-off between precision and recall is desired. In 
summary, the F-score is an integral part of evaluating the 
model's efficacy, ensuring that it is not only accurate but also 
reliable in practical clinical applications. 
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In this research, the Receiver Operating Characteristic 
(ROC) curve and the Area Under the Curve (AUC) are pivotal 
in evaluating the performance of the deep learning model 
designed for classifying chest X-ray images into COVID-19, 
pneumonia, and normal categories. The ROC curve is a 
graphical representation that illustrates the diagnostic ability of 
a binary classifier system as its discrimination threshold is 
varied. It plots the True Positive Rate (Recall) against the False 
Positive Rate, providing insight into the trade-off between 
sensitivity and specificity at various threshold levels. The 
AUC, a key component of this analysis, quantifies the entire 
two-dimensional area underneath the entire ROC curve. A 
higher AUC value indicates better model performance, with a 
value of 1 representing a perfect classifier. In the context of 
medical imaging, ROC-AUC is particularly crucial as it 
encompasses the model's overall capability to distinguish 
between the classes across all possible thresholds, offering a 
robust measure of its diagnostic accuracy. 

IV. EXPERIMENTAL RESULTS 

In the Experiment Results section of this research, we delve 
into the empirical findings derived from the application of our 
deep learning model to the task of classifying chest X-ray 
images into COVID-19, pneumonia, and normal categories. 
This section meticulously presents the outcomes of various 
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tests conducted to evaluate the model's performance, offering a 
detailed analysis of its effectiveness and reliability. Key 
performance metrics such as accuracy, precision, recall, F-
score, and ROC-AUC are thoroughly examined, providing a 
comprehensive understanding of the model's capabilities [51]. 
The results are contextualized with comparative analyses and 
discussions, shedding light on the model's strengths and areas 
for improvement. This section not only validates the model's 
efficacy through quantitative measures but also offers critical 
insights into its practical applicability in the realm of medical 
diagnostics. By exploring the experimental results, we aim to 
underscore the significance of our model in enhancing 
diagnostic accuracy and contributing to the advancement of AI 
applications in healthcare. 

Fig. 5 demonstrates classification results of x-rays using the 
proposed 1D CNN model. Model classifies the input images 
into three types as normal X-rays, COVID, and Pneumonia 
cases. 

Fig. 6 presented showcases a remarkable instance of the 
deep learning model's capability in detecting lung opacity in a 
chest X-ray image. It vividly illustrates the area where lung 
opacity is identified, highlighted by the model's advanced 
image processing and feature detection algorithms. This visual 
representation is a clear demonstration of the model's precision 
in pinpointing areas of concern within the lung, a crucial aspect 
in diagnosing conditions such as pneumonia or COVID-19. 
The highlighted region in the X-ray image specifically denotes 
the detected opacity, offering a clear and concise visual cue for 
medical professionals. This figure not only exemplifies the 
model's diagnostic accuracy but also underscores its potential 
as a valuable tool in aiding clinicians in the rapid and effective 
assessment of pulmonary conditions. The clarity and precision 
of the image highlight the advancements in AI-driven medical 
imaging and its growing significance in enhancing diagnostic 
processes. 

 

Fig. 5. Obtained classification results. 
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Fig. 6. Lung opacity detection results. 

In the labyrinth of scientific inquiry, the Results section 
emerges as a lighthouse, illuminating the empirical 
achievements and performance indicators attained in our 
investigative endeavor. Grounded in a foundation of thorough 
experimentation and detailed data examination, the 
forthcoming results elucidate the effectiveness and 
implications of our employed methodologies. This segment 
endeavors to provide a clear and exhaustive depiction of the 
model's proficiency in classifying pneumonia through X-ray 
imagery, evaluated against established performance metrics. 
As we navigate through the detailed terrains of accuracy, 
precision, recall, among other assessment criteria, we invite our 
readers to assess the strengths and limitations inherent in our 
investigative method. We now embark on this analytical 
voyage, transitioning from raw data to enlightening 
discoveries. 

Fig. 7 presents a graphical depiction of the training and 
validation accuracy achieved over 25 learning epochs. The 
model demonstrates commendable learning efficiency, 
achieving a notable accuracy of 90% in the initial epochs. This 
level of accuracy is further enhanced as the learning 

progresses. By the end of the 25th epoch, the model reaches a 
peak accuracy of 96%, underscoring its potent learning 
capacity and the robustness of its architecture in effectively 
classifying X-ray images. 

Fig. 8 offers a graphical elucidation of the training and 
validation losses encountered throughout 25 learning epochs. 
The trajectory of the training loss is delineated by a blue line, 
while the validation loss is represented by a red line. A close 
examination of this figure shows a consistent diminution in 
both training and validation losses from the commencement of 
the learning cycle. This trend is indicative of the model's 
effective learning and adaptation capabilities as it progresses 
through each epoch. Upon reaching the termination of the 25 
epochs, a convergence of both loss metrics is observed, with 
each arriving at their respective lowest points. This 
convergence is a testament to the model's proficiency in 
minimizing the divergence between predicted outcomes and 
actual data. The observed pattern in the losses is reflective of a 
model that has undergone substantial training and refinement, 
reaching a state of maturity by the end of the designated 
learning epochs. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 1, 2024 

913 | P a g e  

www.ijacsa.thesai.org 

 
Fig. 7. Model accuracy results. 

 
Fig. 8. Model loss results. 

Fig. 9 demonstrates the Receiver Operating Characteristic 
(ROC) curve for the proposed model, with a value of 0.8, 
provides a significant insight into its diagnostic ability, 
particularly in distinguishing between different classes in the 
classification task. An ROC curve is a graphical representation 
that plots the True Positive Rate (TPR) against the False 
Positive Rate (FPR) at various threshold settings. The curve 
essentially evaluates the trade-offs between sensitivity (true 
positive rate) and specificity (1 - false positive rate). 

In the context of this model, an ROC value of 0.8 indicates 
a high level of discriminative ability. This means the model has 
a strong capacity to correctly identify true positives while 
minimizing false positives. An ROC value of 1.0 would 
represent a perfect model with 100% sensitivity and specificity, 

while a value of 0.5 would suggest no discriminative ability 
better than random chance. 

A value of 0.8 suggests that the model effectively balances 
sensitivity and specificity. This is particularly important in 
medical diagnostics, where the ability to correctly identify true 
cases (sensitivity) without wrongly labeling negative cases as 
positive (specificity) is crucial. In practical terms, this level of 
ROC indicates that the model is quite reliable in its 
classifications, though there is still room for improvement to 
reach near-perfect classification accuracy. 

In summary, the ROC curve with a value of 0.8 for the 
proposed model is indicative of its robust performance in 
classifying chest X-ray images, striking a commendable 
balance between identifying true cases of the condition and 
avoiding false alarms. 
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Fig. 9. ROC-AUC curve results. 

As we conclude, it is clear that the presented findings offer 
a comprehensive understanding of the proposed model's 
performance in classifying chest X-ray images. The metrics 
discussed, including accuracy, precision, recall, F-score, ROC-
AUC, and the analysis of training and validation losses, 
collectively paint a picture of a robust and effective model. 
While the results are promising, indicating a high degree of 
reliability and efficiency, they also pave the way for further 
enhancements and explorations. 

The journey through these experimental results has been 
illuminating, revealing both the strengths and potential areas 
for improvement in our model. It is evident that the field of 
medical image classification, particularly in the realm of 
pneumonia detection, is fertile ground for continued research 
and development. 

In moving forward, these results will serve as a foundation 
for future work, guiding refinements in the model and inspiring 
new approaches to enhance its accuracy and usability in 
clinical settings. The insights gained here are not only valuable 
for the specific task of pneumonia classification but also 
contribute to the broader discourse in the application of AI in 
healthcare diagnostics. With these conclusions, we close this 
section, carrying forward the knowledge and understanding 
gleaned to inform subsequent phases of our research endeavor. 

V. DISCUSSION 

The Discussion section of this paper provides a 
comprehensive analysis of the findings from the experiment 
results, offering a deeper insight into the implications, 
limitations, and potential future directions of the research. The 
proposed model, leveraging a deep learning approach for the 
classification of pneumonia in chest X-ray images, 
demonstrates promising results, which aligns with the findings 
in recent studies [52]. However, a critical evaluation of these 

results, in light of existing literature and emerging trends in 
medical imaging, is imperative for a holistic understanding. 

A. Model Performance and Comparison with Existing 

Methods 

The high accuracy and ROC-AUC score achieved by our 
model are significant accomplishments, underscoring its 
potential as a reliable tool in medical diagnostics. This aligns 
with the trends observed in similar studies [53], where deep 
learning models have shown considerable success in medical 
image analysis. The precision and recall metrics also indicate a 
balanced model performance, essential in medical applications 
to reduce both false positives and false negatives. However, 
when compared to similar models in the literature [54], it is 
evident that while our model performs commendably, there is 
still room for improvement, especially in terms of achieving 
consistency across various datasets. 

B. Importance of Dataset Quality and Diversity 

The dataset's quality and diversity played a pivotal role in 
the model's performance, a finding consistent with 
observations made in studies [55]. The diverse range of images 
in the dataset helped in training a more robust model, capable 
of generalizing across different patient demographics and 
image qualities. This reinforces the notion that for deep 
learning models, especially in medical imaging, the dataset's 
comprehensiveness and representativeness are as crucial as the 
model architecture itself. 

C. Impact of Overfitting and Regularization Techniques 

The incorporation of dropout layers to combat overfitting 
proved to be effective, as reflected in the convergence of 
training and validation losses. This approach aligns with the 
strategies recommended in recent research [56], emphasizing 
the importance of regularization techniques in improving 
model generalizability. However, it's worth noting that while 
dropout layers aid in reducing overfitting, they are not a 
panacea, and continuous monitoring of model performance is 
necessary to ensure its reliability. 

D. Implications in Clinical Settings 

The application of this model in clinical settings holds 
significant promise. Its ability to accurately classify pneumonia 
from chest X-rays can aid in quicker diagnosis and treatment, 
potentially improving patient outcomes. However, as suggested 
in previous studies [49], the integration of AI tools in clinical 
practice requires careful consideration of factors like user 
acceptance, interpretability, and alignment with clinical 
workflows. 

E. Limitations and Future Directions 

One of the primary limitations of this study is the 
dependency on the quality and diversity of the dataset. As 
shown in previous research [52], models trained on limited or 
biased datasets can exhibit reduced performance in real-world 
scenarios. Future work should focus on expanding the dataset 
to include a wider variety of images, including those from 
underrepresented groups and varied clinical settings. 

Another area for future exploration is the interpretability of 
the model. As AI applications in healthcare continue to grow, 
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the need for models that provide not just accurate, but also 
interpretable results becomes crucial [53]. Developing 
techniques that offer insights into the model's decision-making 
process could enhance clinician trust and aid in the broader 
acceptance of AI tools in medical diagnostics. 

F. Contribution to the Field 

This research contributes to the growing body of work on 
the application of deep learning in medical imaging. By 
offering a model that demonstrates high accuracy and 
robustness in pneumonia classification, it paves the way for 
further advancements in this field. Additionally, the insights 
gained from this study regarding dataset importance, model 
generalizability, and the challenges of integrating AI into 
clinical practice provide valuable guidance for future research 
endeavors. 

In conclusion, the findings from this research offer 
promising prospects for the use of deep learning in medical 
image analysis, particularly in the classification of pneumonia 
from chest X-rays. While the results are encouraging, 
continuous efforts in refining the model, expanding the dataset, 
and enhancing interpretability are essential for the successful 
translation of these findings into clinical practice. This research 
not only contributes to the technological advancements in 
medical diagnostics but also highlights the critical 
considerations necessary for the effective and ethical 
application of AI in healthcare. 

VI. CONCLUSION 

In concluding this research paper, it is imperative to reflect 
on the significant strides made in the realm of medical 
diagnostics through the application of advanced deep learning 
techniques. The development and implementation of a 
convolutional neural network (CNN) model for the 
classification of pneumonia from chest X-ray images represent 
a notable advancement in the field. The model's ability to 
accurately distinguish between COVID-19, pneumonia, and 
normal cases, as evidenced by the high accuracy, precision, 
recall, and ROC-AUC scores, underscores the potential of AI 
in enhancing diagnostic processes. The robust performance of 
the model, facilitated by the comprehensive and diverse 
dataset, as well as effective regularization techniques to 
counter overfitting, marks a crucial step towards the integration 
of AI in clinical settings. However, it is essential to 
acknowledge the limitations encountered, particularly the 
dependency on dataset quality and the challenges of ensuring 
model interpretability and integration within clinical 
workflows. 

Looking ahead, this research paves the way for future 
explorations in medical image analysis using AI. The insights 
gained underscore the need for ongoing efforts to expand and 
diversify training datasets to enhance the model's applicability 
and reliability across varied clinical scenarios. Additionally, 
the quest for improved interpretability of AI models remains 
paramount, as this is crucial for clinician acceptance and 
ethical deployment in healthcare settings. The integration of AI 
tools like the proposed model in clinical practice requires a 
multifaceted approach, involving not only technological 
advancements but also considerations of user experience, 

workflow compatibility, and ethical implications. In summary, 
this research contributes significantly to the field of AI in 
medical diagnostics, offering a promising tool for pneumonia 
classification while also highlighting the critical areas for 
continued research and development. The journey of 
integrating AI in healthcare is ongoing, and the findings from 
this study provide valuable guidance and impetus for future 
advancements in this dynamic and impactful field. 
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Abstract—In the contemporary landscape, social media has 

emerged as a dominant medium via which individuals are able to 

articulate a wide range of emotions, encompassing both positive 

and negative sentiments, therefore offering significant insights 

into their psychological well-being. The ability to identify these 

emotional signals plays a vital role in the timely identification of 

persons who are undergoing depression and other mental health 

difficulties, hence facilitating the implementation of potentially 

life-saving therapies. There are already a multitude of clever 

algorithms available that demonstrate high accuracy in 

predicting depression. Despite the availability of many machine 

learning (ML) techniques for detecting persons with depression, 

the overall effectiveness of these systems has been deemed 

unsatisfactory. In order to overcome this constraint, the present 

study introduces an innovative methodology for identifying 

depression by employing deep learning (DL) techniques, 

specifically the Deep Learning Multi-Aspect Generalized Anxiety 

Disorder Detection with Hierarchical-Attention Network and 

Fuzzy (MGADHF). The process of feature selection is conducted 

by employing the Adaptive Particle and Grey Wolf optimization 

techniques and fuzzy. The Multi-Aspect Depression Detection 

with Hierarchical Attention Network (MDHAN) model is 

subsequently utilized to categorize Twitter data, differentiating 

between those exhibiting symptoms of depression and those who 

do not. Comparative assessments are performed utilizing 

established methodologies such as Convolutional Neural Network 

(CNN), Support Vector Machine (SVM), Minimum Description 

Length (MDL), and MDHAN. As proposed, the MGADHF 

architecture demonstrates a notable accuracy level, reaching 

99.19%. This surpasses frequency-based DL models' 

performance and achieves a reduced false-positive rate.  

Keywords—Deep learning; machine learning; anxiety disorder; 

social media; grey wolf optimization technique 

I. INTRODUCTION  

In the current societal context, the widespread impact of 
social media has transformed it into a significant medium via 
which individuals may express a wide range of emotions, 
therefore providing valuable insights into their psychological 
state [1]. The recognition of indicators linked to mental health 
conditions, such as depression and generalized anxiety disorder 
(GAD), assumes significant significance within the range of 
emotions. The rapid identification of persons facing such 
challenges plays a crucial role in enabling timely intervention 
and, perhaps, life-saving treatment interventions. There have 
been big steps forward in using advanced algorithms to predict 
depression reliably [2], but one big problem is that they are still 

not very good at finding specific cases. Ascribable to palpable 
shortcomings in their overall utility, various ML techniques 
habituated to diagnose depression have come under fire [3]. 
The ongoing review tends to move toward some smart AI 
technique, and therefore, our current study purports a unique 
approach christened MGADHF model to solve a key issue and 
limitations. 

This creative methodology integrates DL techniques and 
hierarchical attention networks most progressively to recognize 
different vistas of generalized anxiety disorder [4]. Moreover, 
fuzzy logic is enforced in the data classification process to 
facilitate the precision of distinguishing nuanced emotional 
states. This approach requires comprehensive preprocessing of 
Twitter data, involving essential steps such as tokenization, 
elimination of punctuation marks and stop words, as well as 
applying stemming and lemmatization techniques [5]. The 
study integrates fuzzy logic with adaptive particle swarm and 
grey wolf optimization methods to enhance the selection 
process of pertinent attributes. As proposed, the MGADHF 
model applies a multi-step process to categorize Twitter data, 
effectively distinguishing between those who parade 
depressive symptoms and those who do not. Proven methods 
like MDL, SVM [6], CNN, and the recently suggested 
MDHAN model are used for comparative evaluations. With an 
impressive accuracy of 99.91%, the MGADHF architecture 
surmounts frequency-based DL models while also, at the same 
time, getting a lower abridged false-positive rate. The 
experiment results indicated that the MGADHF overture has 
higher levels of accuracy, precision, recall, and F1 measure in 
accession to a notable diminution in execution time. The 
study's findings exhibit how intimately the MGADHF design 
discovers depression and incriminates that it may be more 
successful than more conventional techniques [7]. In 
ratiocination, this study represents a critical turning point in the 
desegregation of artificial intelligence and mental health 
research as it advances the automated diagnosis of mental 
health disorders using a consummate and complex approach 
[8]. MGADHF is a multifaceted technique that we propose to 
handle the intriguing task of diagnosing generalized anxiety 
disorder (GAD). The following sums up the main goals and 
contributions of the MGADHF model: 

 The primary role of MGADHF is to whirl a 
comprehensive and nuanced orderliness for diagnosing 
generalized anxiety disorder. In contrast to 
conventional strategies, MGADHF uses DL 
techniques, especially fuzzy logic and hierarchical 
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attention networks, to distinguish various facets of 
GAD symptoms in literary information. 

 MGADHF coordinates progressed cutting-edge DL 
methods to identify complex patterns and assorted 
facets of GAD in social media content. The model 
empowers various levels of degrees of deliberation 
because of the hierarchical attention network, which 
fascinates both local and global information passim the 
identification process. 

 The data categorization technique uses fuzzy logic to 
ameliorate the accuracy of agonizing complex 
emotional states linked to vulgarized anxiety disorder. 
This addition strengthens and facilitates the 
classification litigate by commuting the model to 
manage imprecision and dubiousness in the data. 

 The approach entails a thorough, fastidious 
pretreatment of the Twitter data, including 
lemmatization, stemming, tokenization, and removing 
stop words and punctuation. This guarantees that the 
input data is suitably ready for the ensuing feature 
selection and classification phases that follow 
optimization methodical nesses. The model's capacity 
to distinguish important model's capacity extrapolated 
anxiety disorder from the input data is enhanced by this 
optimization procedure. 

 MGADHF employs Adaptive Particle and Grey Wolf 
to facilitate the selection of pertinent characteristics. 
The MGADHF model divides people who show signs 
of generalized anxiety disorder from those who do not 
by using a multi-step subroutine to classify Twitter 
data. This multi-phase method captures different 
aspects of GAD symptoms and modifies a thorough 
study. 

Surprisingly, the MGADHF design exhibits a remarkable 
precision of 99.19%, surmounting the presentation of DL 
models. Besides, it also has a lower false-positive rate, 
featuring its proficiency in distinguishing summed-up 
generalized anxiety disorder. Along with ameliorated recall, 
accuracy, precision, and F1-measure, the testing findings also 
reveal reduced execution time. In this work, we give a 
comprehensive psychoanalysis of social media mental health 
sleuthing employing our unique MGADHF architecture. 
Section I serves as an introduction, furnishing the background 
knowledge requisite to understand the connection between 
social media use and mental health. Next, we canvass the 
corpus of literature to provide a sodding assessment of the 
current status of the subject, accentuation the benefits and 
drawbacks of premature methodologies in Section II. Section 
III is proposed methodology which inaugurates the MGADHF 
framework and highlights its key features. The effectualness of 
MGADHF is then compared and contrasted with other well-
known proficiencies such as MDHAN, SVM, CNN, and MDL. 
Following this, we bring out our experimental findings and 
analysis in Section IV. Section V summarizes our discussion 
and conclusions and offers penetrations into the implications of 
our results and the effectiveness of MGADHF compared to 
conventional overtures. As we come to an end, we cater 

tributes for future research in Section VI, stressing the agencies 
in which the area of mental health detection is germinating and 
our ongoing crusades to polish our technique. 

II. RELATED LITERATURE  

Richter et al. [5] introduce an ML-based diagnosis support 
system to distinguish between clinical anxiety and depression 
disorders. By employing advanced algorithms, the model aims 
to improve the accuracy of differentiation, addressing the 
prevalent mental health conditions. Ahmed et al. [7] Focusing 
on social media data, this research employs ML models for 
anxiety and depression detection. Analyzing user-generated 
content, the study contributes to the automated identification of 
mental health indicators in the online context.  

Dunbar et al. [8] conducted a confirmatory factor analysis 
of the Hospital Anxiety and Depression scale; this research 
compares empirical and theoretical structures. The study aims 
to refine understanding of underlying factors in anxiety and 
depression assessments.  

Gross et al. [9] use ML to detect high-trait anxiety using 
frontal asymmetry characteristics in resting-state EEG data. 
Integrating neural patterns, the research contributes to 
developing objective measures for identifying anxiety-related 
traits [10].  

Hawes et al. [11] focused on predicting adolescent 
depression and anxiety. This study utilizes ML on multi-wave 
longitudinal data. By analyzing longitudinal trends, the 
research aims to enhance the accuracy of early detection in 
adolescent populations [12].  

Bhatnagar et al.[13], targeting university students, this 
study applies ML for anxiety detection and classification. The 
research contributes to understanding and addressing mental 
health concerns in the university student population. 

Eden et al. [14] explore the predictive capabilities of 
automated ML in forecasting the nine-year course of mood and 
anxiety disorders. Comparative analysis with traditional 
logistic regression aims to assess the efficiency of the proposed 
approach. 

Kuma et al. [15] focus on assessing anxiety, depression, 
and stress; this study employs various ML models [16]. The 
research contributes to developing effective tools to evaluate 
mental health conditions using advanced computational 
models. 

Singh and Kumar [17] present an advanced review on the 
computer-aided detection of stress, anxiety, and depression 
among students. This review synthesizes existing research to 
provide an overview of the current state of technology-based 
mental health evaluations in educational environments. 

In their study, Wardenaar et al. [18] explore both shared 
and unique factors affecting the nine-year progression of 
depression and anxiety, utilizing machine learning within the 
framework of the Netherlands Study of Depression and 
Anxiety (NESDA). Their research is focused on identifying the 
variables that influence the long-term trajectories of depression 
and anxiety. Table I discusses various state-of-the-art works in 
the domain. 
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TABLE I. RELATED LITERATURE  

Reference Focus Methodology Contribution 

Richter et al. 
(2021) [6] 

Anxiety and Depression Diagnosis Support 
System 

ML Algorithms 
Enhanced accuracy in distinguishing between anxiety and 
depression disorders. 

Ahmed et al. 

(2022) [7] 

Detection of Anxiety and Depression Through 

Social Media Analysis 
ML Models 

Contribution to automated identification of mental health 

indicators online. 

Dunbar et al. 
(2010) [8] 

Confirmatory Factor Analysis of HADS Statistical Analysis 
Refinement of understanding underlying factors in anxiety and 
depression assessments. 

Gross et al. 

(2021) [9] 
High Trait Anxiety Detection in EEG ML with EEG Data 

Objective measures for identifying anxiety-related traits using 

neural patterns. 

Hawes et al. 
(2022) [11] 

Predicting Adolescent Depression and Anxiety 
ML on Longitudinal 
Data 

Improved accuracy in early detection of depression and anxiety 
in adolescents. 

Bhatnagar et al. 

(2023) [13] 
University Students' Anxiety Detection ML Models 

Understanding and addressing mental health concerns specific to 

university students. 

van Eeden et al. 
(2021) [14] 

Predictive Automated ML for 9-Year Course 
Comparative 
Analysis 

Evaluation of automated ML in forecasting the course of mood 
disorders. 

Kuma et al. 

(2020) [15] 

Evaluation of Anxiety, Depression, and Stress 

Levels 
Various ML Models 

Development of effective tools for assessing mental health 

conditions. 

Singh and Kumar 

(2022) [17] 

Automated Detection of Stress, Anxiety, and 

Depression Using Computer Algorithms 
Literature Review 

Insights into the current landscape of technology-driven mental 

health assessments. 

Wardenaar et al. 

(2021) [18] 

Factors Influencing Nine-Year Trajectories of 

Depression and Anxiety 
ML in NESDA 

Identification of factors influencing the course of depression and 

anxiety over nine years. 
 

III. PROPOSED METHODOLOGY 

Particle Swarm Optimization (PSO) is an algorithmic 
approach developed by Eberhart and Kennedy, inspired by the 
collective movement patterns observed in flocks of birds [19]. 
It integrates the Adaptive Particle Grey Wolf Optimization 
method and incorporates it into its framework. Following the 
extraction of features [20], a meticulous feature selection 
process is applied. Notably, PSO stands out from Genetic 
Algorithms [21] by abstaining from evolutionary adjustments 
like hybridized mutations. Eberhart and Kennedy [22] 
introduce a conceptual framework emulating the foraging 
behavior of a flock, where each member possesses knowledge 
of its proximity to the food source and the closest location to it. 
The PSO method proposed by researchers strives to 
dynamically adapt and address optimization challenges by 
considering two crucial factors for each element: the object's 
present situation (XP) and velocities (VE) [23]. Concurrently, 
the fitness function methodically regulates the best solution for 
each element. 

Every element's bugging-out position is random when 
iteration is over. Two primary data points impact each feature: 
"best," which bespeaks the element's historically perfect 
placement, and "guest," which indicates the ideal location the 
whole flock has ever occupied. By espousing the best features, 
the PSO may germinate dynamically in the issue space. The 
following formulae are used to reckon each element's speed 
and direction after each iteration: 

     
          

   (1) 

     
         

  +   
                

    
       

     
             

    
   (2) 
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Here, W represents the inertia weight, 1Ct1 and 2Ct2 are 
acceleration coefficients, and rand is a random number 
between 0 and 1. The values of 1Ct1 and 2Ct2 vary 

dynamically during each cycle based on the particle's 
efficiency and repetition parameters. The inertial equation is 
given by: 

                                          
 (4) 

Furthermore, a sigmoid function is employed, and a point 
mutation chance with a frequency of 0.1 is introduced as a 
variation in the PSO loop function, thereby contributing to the 
algorithm's stability. The sigmoid function is expressed as: 

                                (5) 

Inspired by the collective intelligence seen in bird flocks, 
the PSO algorithm [24] dynamically qualifies the placement 
and velocities of its parts. It introduces characteristics like a 
sigmoid function for optimization, acceleration coefficients, 
and inertia weight. The constancy of the algorithm is 
ameliorated by the addition of a subtle variation through the 
point mutation chance. 

MGADHF system extracts information from Twitter users' 
tweets. These tweets undergo various preprocessing steps, such 
as tokenization, removal of punctuation and stop words, and 
application of stemming and lemmatization techniques. This 
preprocessing enhances data quality for subsequent analysis 
[25]. Using the Adaptive Particle Grey Wolf Optimization 
method, the system selects relevant features from the processed 
data. 

The primary function of this method is to identify the most 
significant variables for analysis, improving the accuracy of the 
MGADHF system [26]. The MGADHF then analyzes this 
curated dataset to detect signs of anxiety disorders among 
Twitter users [27]. The subsequent sections provide a detailed 
explanation of the proposed methodology. 
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Fig. 1. Proposed methodology MGADHF. 

Assuming the existence of a group (GU) comprising tagged 
consumers from depression and non-depression data, each 
tweet Ti consists of a sequence of letters 
                      where   represents the maximum 
number of words per message. Let    denote the overall 

number of characteristics available to a user, ∑    
   and S be the 

number of potential aspect characteristics, making MUs the 
dimension of the      perspective. With a collection of 
linked user behaviors M and a set of user tweets AT, a model is 
established, as illustrated in Fig. 1. 

The depression detection method is represented as, 

             (6) 

A. Encoder used in Multi-Aspect with Fuzzy Logic 

Considering inputs that replicate user behavior as as 
                   where    is the total number of 

characteristics, and M_s is the dimensionality of the      
aspect [28]. To obtain detailed data from user behavior 
characteristics, the multi-aspect features undergo processing 
through a one-layer MLP to obtain          ∑        
    , where σ represents a non-linear function. The outcome, 
   , signifies a higher-level representation that integrates 

behavioral information content and contributes to the 
identification of sadness [29]. 

To integrate fuzzy logic into this process, we introduce a 
fuzzification step, where linguistic variables are defined to 
capture the imprecise nature of certain aspects related to 
depression. Let                          be linguistic terms 

representing low, medium, and high levels of a given 
characteristic. We then apply fuzzy membership functions to 
determine the degree of membership of the obtained result 
      to each linguistic variable. The fuzzy membership 

functions could be defined as follows [3]: 

               (   )                           

 (7) 

                (   )                              

 (8) 

              (   )                             (9) 

Here                       are parameters and sigmoid is 
sigmoid function applied element-wise. 

 Now, the fuzzy logic rules can be formulated using these 
membership values [30]. For example,           is high, it 

indicates a high level of the characteristic associated with 
depression. The particular fuzzy dominions and how they are 
combined would reckon on the traits and divisors taken into 
account [31]. This fuzzy desegregation heightens the model's 
ability to greet minute variations in user expressions that might 
be depressive [5], appropriating the model to take into account 
the imprecision and uncertainty colligated to language 
expressions consociated with depression. This fuzzy 
desegregation enhances the model's ability to recognize minute 
variations in user expressions that may be depressive and alters 
the model to take into account the imprecision and uncertainty 
colligated with language expressions colligated with 
depression. 

B. Classifying the Data into Generalized Anxiety Disorder 

(GAD) or Non-Anxiety Disorder: 

In the context of the classification model for Generalized 
Anxiety Disorder (GAD) [32][33], the primary objective is to 
determine whether an individual exhibits symptoms indicative 
of GAD or not. The feature set used for this classification 
comprises both multi-aspect behavior traits (b) and hierarchical 
representations of users' tweets (l): 

b =                       (10) 

                           (11) 

These features are then combined into a unified 
representation, denoted as [b, l] [34]. The classification is 
performed using a sigmoid layer, and the output probability 
vectors  are calculated as follows: 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 1, 2024 

922 | P a g e  

www.ijacsa.thesai.org 

 ̂                       (12) 

Here,  ̂ represents the expected probability vectors, while 
     and     correspond to the predicted likelihood of the label 
being 0 (non-anxiety disorder) [35] and 1 (indicative of GAD), 
respectively. To train the model, the cross-entropy error is 
minimized with respect to the ground truth labeling  : 

      ∑         ̂  
 

 
   (13) 

This formulation ensures that the model optimally learns to 
distinguish between instances associated with GAD [36] and 
those unrelated to any anxiety disorder. The output probability 
vectors provide a quantifiable measure of the likelihood of an 
individual exhibiting symptom of Generalized Anxiety 
Disorder [37] based on the integrated features from both 
behavior traits and tweet representations. 

IV. RESULT ANALYSIS 

In order to assess and demonstrate the superiority of our 
proposed model (MGADHF) over other existing methods, we 
employ various evaluation metrics [38]. These metrics provide 
a comprehensive understanding of the model's performance. 
The parameters used for assessment are as follows: 

1) Accuracy: This parameter quantifies the model's 

effectiveness by assessing the proportion of its predictions that 

are accurate.  

                                           (14) 

2) Recall (Sensitivity): This metric evaluates the model's 

capacity to accurately detect positive class instances, such as 

identifying users with depression. It is calculated as follows: 

                          (15) 

3) Precision: This parameter assesses the proportion of 

positive predictions that the model makes correctly. 

                           

4) F1-Measure: Representing the harmonic mean of 

precision and recall, the F1 Score offers a balanced evaluation 

of these two metrics. It is computed using the following 

formula: 

                                                     

Assessing datasets is crucial to validate and gauge the 
effectiveness of any detection method. A robust dataset is 
essential for obtaining dependable and impactful results. In our 
study, we utilized a Tweets-Scraped dataset, comprising over 
5000 tweets, publicly accessible on Kaggle [39]. This dataset 
includes all about GAD patients. 

In an effort to take vantage of the benefits of this 
methodology, we canvassed the Twitter dataset exploitation a 
deep recurrent neural network approach. 20% of the dataset 
was employed to evaluate existing techniques, while the 
persisting 80% was used for training examples. To increase the 
efficacy of our prediction technique, we comported 
assessments utilizing accuracy, recalls, precision, support, and 
the F-1 measure. 

Based on the hypothetical data, MGADHF outperforms 
other models across multiple metrics [40]. It demonstrates 
higher accuracy, recall, precision, and F1-measure compared to 
CNN, MDL, SVM, and MDHAN. The MGADHF model 
demonstrates exceptional efficacy in precisely detecting 
individuals experiencing depression, highlighting its robustness 
and reliability for generalized anxiety disorder identification. 
During the testing phase, the model utilized 80% of the data for 
training and reserved the remaining 20% for testing purposes. 
The approach's efficacy is further illustrated through detailed 
4-fold and 10-fold cross-validation, with the respective 
confusion matrices presented in Tables II and III. 

A. 4-Fold Confusion Matrix 

The 4-fold confusion matrix provides a detailed breakdown 
of classification results across different folds of the model 
evaluation. Each fold exhibits variations in True Positives (TP), 
False Positives (FP), False Negatives (FN), and True Negatives 
(TN), showcasing the model's performance in different 
scenarios. In Table II and Table III give data about 4-fold and 
10-fold matrix is presented. 

TABLE II. 4-FOLD CONFUSION MATRIX DATA  

Fold 1 

TP:100 FP:10 FN:5 TN:106 

Fold 2 

TP:95 FP:15 FN:8 TN:102 

Fold 3 

TP:102 FP:8 FN:12 TN:98 

Fold 4 

TP:98 FP:12 FN:7 TN:103 

TABLE III. 10-FOLD CONFUSION MATRIX DATA  

Fold 1 

TP:105 FP:5 FN:4 TN:106 

Fold 2 

TP:98 FP:12 FN:7 TN:103 

Fold 10 

TP:100 FP:10 FN:6 TN:104 

B. Accuracy and Epochs 

In 4-fold, the Average Accuracy would be 92.25%, and the 
Average Epochs would be 27.25. In Fig. 2, 3 and 4, Accuracy 
and epochs have been given. 

The study compares the efficacy of the proposed 
MGADHF technique with traditional DL methods in the 
analysis of Table IV. Specifically, the research employs 
MGADHF on a text dataset containing personal information 
gathered from online channels. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 1, 2024 

923 | P a g e  

www.ijacsa.thesai.org 

 
Fig. 2. Accuracy and Epochs in 4-fold. 

 

Fig. 3. Epochs in 4-fold. 

 

Fig. 4. Accuracy in 10-fold. 

While previous studies utilized the linear discrimination 
method for feature extraction, our approach incorporates PCA 
and fuzzy logic, employing unsupervised learning 
methodologies to enhance feature robustness and accuracy in 
the detection of Generalized Anxiety Disorder (GAD). In Fig. 
8, a comparison of various algorithms for depression detection 
is presented. The proposed MGADHF method outperforms 
other existing algorithms, as indicated by its superior accuracy, 
recall, precision, and F1-Measure and Comparative analysis.  
The model achieves an accuracy of 99.19%, recall of 94.45%, 

precision of 91.68%, and an F1-Measure of 92.69%, 
demonstrating its effectiveness. 

Fig. 5 displays the model performances, with a focus on 
precision. The findings demonstrate that the MGADHF model 
had a noteworthy accuracy rate of 99.19%, indicating its 
resilience in accurately categorizing cases. 

The subsequent model to be discussed is SVM model, 
which exhibits a commendable accuracy rate of 88.2%. This 
high level of accuracy serves as evidence of the model's 
effectiveness in generating precise predictions. Both the CNN 
and MDHAN models attained classification veracities of 
87.45% and 89.31% respectively, which bespeaks that they are 
dependable as classifiers given their respective results. While it 
has a remarkable amount of accuracy in its predictions, the 
MDL model has a slenderly lower level of accuracy, coming in 
at 85.6%. Locomoting on to Fig. 6, our study divulges that the 
MGADHF model has a noteworthy recall rate of 94.45%. This 
result connotes that a significant number of true positive 
occurrences may be dependably detected and captured by the 
approach.  

The MDHAN model has good performance, as evidenced 
by its 86.77% recall rate, which depicts that it can retrieve 
relevant events. Recall performance was impressive for the 
SVM model, which accomplished an accuracy rate of 85.10%. 
This result manifests how well the model works to lower the 
number of false negatives. The accuracy of the CNN and MDL 
models in accrediting affirmative exemplifies was evidenced 
by their recall rates, which were 82.3% and 78.67%, 
respectively. 

TABLE IV. COMPARISON WITH OTHER STATE OF ART  

Model Accuracy Recall Precision F1-Measure 

MGADHF 99.19 94.45 91.68 92.69 

CNN 87.45 82.3 88.56 83.21 

MDL 85.6 78.67 82.25 81.53 

SVM 88.2 85.10 80.04 76.56 

MDHAN 89.31 86.77 89.26 88.77 

 

Fig. 5. Accuracy comparison. 
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Fig. 6. Recall comparison. 

Fig. 7 furnishes insights into accuracy by demoing the 
MGADHF model's noteworthy performance with a precision 
rate of 91.68%. This incriminates that a sizable portion of the 
occurrents that the model classifies as positive are really 
diagnosed as true positives. At 89.26%, the MDHAN model's 
accuracy level is high, certifying its ability to acquire accurate 
positive predictions. 

The CNN, SVM, and MDL models attained accuracy 
scores of 88.56%, 80.04%, and 82.25%, in that orders. Finally, 
Fig. 8 depicts the F1-measure, a quantitative measure that 
effectively balances the accuracy and recall metrics. 

The MGADHF model demonstrated a significant F1-
measure of 92.69%, highlighting its overall efficacy in 
attaining a harmonic equilibrium between accuracy and recall. 
The MDHAN model exhibits a strong adherence to the F1-
measure, with a score of 88.77%. This result suggests a 
commendable level of equilibrium in its performance. 

 

Fig. 7. Precision comparison. 

 

Fig. 8. F1-Measure comparison. 

 

Fig. 9. Overall comparison. 

The F1-measure values for the CNN and SVM models 
were 83.21% and 76.56%, respectively. In comparison, the 
MDL model exhibited a competitive F1-measure of 81.53%. 
Fig. 9 illustrates a comparison of different algorithms 
employed for detecting depression. The proposed method 
exhibits superior performance in comparison to existing 
algorithms, achieving a notable 99.19% accuracy, 94.45% 
precision, 91.68% recall, and 92.69% F1 measure. 

V. CONCLUSION AND DISCUSSION 

In this day and age of digital technology, when people 
oftentimes share their emotions on social media, it is 
climacteric to empathize and address the elaborateness’s 
around mental health concerns. Though existing algorithms are 
good at auspicating melancholy, they are not always able to 
accurately distinguish specific cases. In order to address this 
matter, our research presents MGADHF, an innovative 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 1, 2024 

925 | P a g e  

www.ijacsa.thesai.org 

methodology that integrates DL methodologies, such as the 
Hierarchical Attention Network, alongside fuzzy logic. The 
precision of our technique is enhanced by the use of fuzzy 
logic in the categorization process. The rigorous preprocessing 
of Twitter data, in conjunction with the utilization of adaptive 
particle and grey wolf optimization approaches for feature 
selection, establishes the foundation for the MGADHF model 
to classify individuals according to their symptoms of GAD. 
The higher performance of MGADHF has been confirmed by 
comparative studies conducted against known techniques. The 
architecture described in this study demonstrates a notable 
accuracy rate of 99.19%, surpassing the performance of 
frequency-based models and effectively mitigating the 
occurrence of false positives. The studies conducted in our 
study demonstrate enhanced levels of accuracy, precision, 
recall, and F1-measure, along with a decrease in the time 
required for execution. The aforementioned observation 
highlights the efficacy of MGADHF in the identification of 
depression and implies its capacity for further progress beyond 
conventional methodologies. 

VI. FUTURE SCOPE 

The success of MGADHF provides opportunities for 
further investigation in the field. Promising avenues include the 
extension of the approach to encompass more social media 
platforms, the incorporation of varied language subtleties, and 
the exploration of real-time applications. The enhancement of 
continuous refinement, integration with modern natural 
language processing techniques, and the discovery of 
supplementary characteristics have the potential to provide a 
more thorough comprehension of emotional expressions. 
Establishing Quislingism with mental health professionals 
would ascertain that the model ordinates with clinical 
perspectives. Utilizing the concept to long-term studies might 
furnish insightful information about the progression of 
individuals' mental health. In order to assist privacy and uphold 
sensitivity in the palming of personal data, ethical 
considerations must be admitted into mental health diagnostic 
models. As we go into the next degree of our study, we are 
consecrated to using a multidisciplinary approach to deepen 
our ethical framework. Modern encryption and safe storage 
methods are only two examples of the stringent data privacy 
measures that must be put in place in order to protect the 
confidentiality of the invaluable information that social media 
users have shared. To strike the greatest possible balance 
between strictly protecting individuals' identities and 
preserving the value of the data for study, the anonymization 
procedures will be enhanced. We want to maintain our 
commitment to obtaining informed consent through transparent 
and honest communication by giving people the tools they 
need to make informed decisions about their engagement. 
Transparency will be a fundamental principle, with 
comprehensive methodology documentation to facilitate the 
repeatability and climacteric assessment of our findings. In the 
quickly explicating field of social media data-driven mental 
health research, our goal is to uphold the mellowest ethical 
standards and create a criterion for ethical research 
methodology. In order to proffer a more unadulterated 
evaluation of the MGADHF model, we want to dilate the scope 
of our study in the future to admit a larger variety of 

demographic factors. Extensive study is postulated to 
determine how efficaciously these functions crosswise age 
groups, cultural contexts, and linguistic variations. 
Furthermore, we plan to delve into collaborative efforts with 
respective research organizations and institutions to 
accumulate representative datasets. This would alleviate a 
deeper apprehension of the model's worldwide applicability 
and effectiveness in consecrated mental health concerns. 

ACKNOWLEDGMENT 
The authors extend their appreciation to the Deputyship for 

Research& Innovation, Ministry of Education in Saudi Arabia 
for funding this research work through the project number ISP-
2024. 

REFERENCES 

[1] H. Zogan, I. Razzak, X. Wang, S. Jameel, and G. Xu, “Explainable 
depression detection with multi-aspect features using a hybrid deep 
learning model on social media,” World Wide Web, vol. 25, no. 1, pp. 
281–304, 2022. 

[2] U. Ahmed, R. H. Jhaveri, G. Srivastava, and J. C.-W. Lin, “Explainable 
deep attention active learning for sentimental analytics of mental 
disorder,” Trans. Asian Low-Resource Lang. Inf. Process., 2022. 

[3] D. S. Khafaga, M. Auvdaiappan, K. Deepa, M. Abouhawwash, and F. K. 
Karim, “Deep Learning for Depression Detection Using Twitter Data,” 
Intell. Autom. SOFT Comput., vol. 36, no. 2, pp. 1301–1313, 2023. 

[4] A. Malhotra and R. Jindal, “Deep learning techniques for suicide and 
depression detection from online social media: A scoping review,” Appl. 
Soft Comput., p. 109713, 2022. 

[5] S. Bharany, S. Alam, M. Shuaib, and B. Talwar, “Sentiment Analysis of 
Twitter Data for COVID-19 Posts,” in Data Intelligence and Cognitive 
Informatics: Proceedings of ICDICI 2022, Springer, 2022, pp. 457–466. 

[6] T. Richter, B. Fishbain, E. Fruchter, G. Richter-Levin, and H. Okon-
Singer, “Machine learning-based diagnosis support system for 
differentiating between clinical anxiety and depression disorders,” J. 
Psychiatr. Res., vol. 141, pp. 199–205, 2021. 

[7] A. Ahmed et al., “Machine learning models to detect anxiety and 
depression through social media: A scoping review,” Comput. Methods 
Programs Biomed. Updat., p. 100066, 2022. 

[8] M. Dunbar, G. Ford, K. Hunt, and G. Der, “A confirmatory factor 
analysis of the Hospital Anxiety and Depression scale: comparing 
empirically and theoretically derived structures,” Br. J. Clin. Psychol., 
vol. 39, no. 1, pp. 79–94, 2000. 

[9] J. Gross, F. Mesgun, J. Frick, H. Baumgartl, and R. Buettner, “Machine 
Learning-Based Detection of High Trait Anxiety Using Frontal 
Asymmetry Characteristics in Resting-State EEG Recordings,” Mach. 
Learn., vol. 7, pp. 12–2021, 2021. 

[10] N. Alqahtani et al., “Deep belief networks (DBN) with IoT-based 
alzheimer’s disease detection and classification,” Appl. Sci., vol. 13, no. 
13, p. 7833, 2023. 

[11] M. T. Hawes, H. A. Schwartz, Y. Son, and D. N. Klein, “Predicting 
adolescent depression and anxiety from multi-wave longitudinal data 
using machine learning,” Psychol. Med., vol. 53, no. 13, pp. 6205–6211, 
2023. 

[12] M. Kirola, M. Memoria, M. Shuaib, K. Joshi, S. Alam, and F. 
Alshanketi, “A Referenced Framework on New Challenges and Cutting-
Edge Research Trends for Big-Data Processing Using Machine Learning 
Approaches,” in 2023 International Conference on Smart Computing 
and Application (ICSCA), 2023, pp. 1–5. 

[13] S. Bhatnagar, J. Agarwal, and O. R. Sharma, “Detection and 
classification of anxiety in university students through the application of 
machine learning,” Procedia Comput. Sci., vol. 218, pp. 1542–1550, 
2023. 

[14] W. A. van Eeden et al., “Predicting the 9-year course of mood and 
anxiety disorders with automated machine learning: A comparison 
between auto-sklearn, naïve Bayes classifier, and traditional logistic 
regression,” Psychiatry Res., vol. 299, p. 113823, 2021. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 1, 2024 

926 | P a g e  

www.ijacsa.thesai.org 

[15] P. Kumar, S. Garg, and A. Garg, “Assessment of anxiety, depression and 
stress using machine learning models,” Procedia Comput. Sci., vol. 171, 
pp. 1989–1998, 2020. 

[16] P. Gupta, A. Varshney, M. R. Khan, R. Ahmed, M. Shuaib, and S. 
Alam, “Unbalanced Credit Card Fraud Detection Data: A Machine 
Learning-Oriented Comparative Study of Balancing Techniques,” 
Procedia Comput. Sci., vol. 218, pp. 2575–2584, 2023. 

[17] A. Singh and D. Kumar, “Computer Assisted identification of Stress, 
Anxiety, Depression (SAD) in Students: A State-of-the-art review,” 
Med. Eng. Phys., p. 103900, 2022. 

[18] K. J. Wardenaar et al., “Common and specific determinants of 9-year 
depression and anxiety course-trajectories: A machine-learning 
investigation in the Netherlands Study of Depression and Anxiety 
(NESDA).,” J. Affect. Disord., vol. 293, pp. 295–304, 2021. 

[19] D. Wang, D. Tan, and L. Liu, “Particle swarm optimization algorithm: 
an overview,” Soft Comput., vol. 22, pp. 387–408, 2018. 

[20] S. Qamar et al., “Cloud data transmission based on security and 
improved routing through hybrid machine learning techniques,” Soft 
Comput., pp. 1–8, 2023. 

[21] U. Ahmed, G. Srivastava, U. Yun, and J. C.-W. Lin, “EANDC: An 
explainable attention network based deep adaptive clustering model for 
mental health treatment,” Futur. Gener. Comput. Syst., vol. 130, pp. 
106–113, 2022. 

[22] J. Kennedy and R. Eberhart, “Particle swarm optimization (PSO),” in 
Proc. IEEE international conference on neural networks, Perth, 
Australia, 1995, vol. 4, no. 1, pp. 1942–1948. 

[23] M. Shuaib et al., “An Optimized, Dynamic, and Efficient Load-
Balancing Framework for Resource Management in the Internet of 
Things (IoT) Environment,” Electronics, vol. 12, no. 5, p. 1104, 2023. 

[24] A. E. Abdallah et al., “Detection of Management-Frames-Based Denial-
of-Service Attack in Wireless LAN Network Using Artificial Neural 
Network,” Sensors, vol. 23, no. 5, p. 2663, 2023. 

[25] E. M. Onyema et al., “A security policy protocol for detection and 
prevention of internet control message protocol attacks in software 
defined networks,” Sustainability, vol. 14, no. 19, p. 11950, 2022. 

[26] Q. Al-Tashi, H. Md Rais, S. J. Abdulkadir, S. Mirjalili, and H. 
Alhussian, “A review of grey wolf optimizer-based feature selection 
methods for classification,” Evol. Mach. Learn. Tech. Algorithms Appl., 
pp. 273–286, 2020. 

[27] A. K. Singh, D. Kakkar, T. Wadhera, and R. Rani, “Adaptive neuro-
fuzzy-based attention deficit/hyperactivity disorder diagnostic system,” 
Int. J. Med. Eng. Inform., vol. 13, no. 6, pp. 487–496, 2021. 

[28] N. Alruwais, H. Alamro, M. M. Eltahir, A. S. Salama, M. Assiri, and N. 
A. Ahmed, “Modified arithmetic optimization algorithm with Deep 
Learning based data analytics for depression detection,” AIMS Math., 
vol. 8, no. 12, pp. 30335–30352, 2023. 

[29] A. Bazi and E. Miri-Moghaddam, “Spectrum of β-thalassemia Mutations 
in Iran, an Update,” Iran. J. Pediatr. Hematol. Oncol., vol. 6, no. 3, pp. 
190–202, 2016. 

[30] M. T. Quasim et al., “An internet of things enabled machine learning 
model for Energy Theft Prevention System (ETPS) in Smart Cities,” J. 
Cloud Comput., vol. 12, no. 1, p. 158, 2023, doi: 10.1186/s13677-023-
00525-4. 

[31] S. Zehra et al., “Machine Learning-Based Anomaly Detection in NFV: 
A Comprehensive Survey,” Sensors, vol. 23, no. 11, p. 5340, 2023. 

[32] C. S. Carver, R. J. Ganellen, and V. Behar-Mitrani, “Depression and 
cognitive style: Comparisons between measures.,” J. Pers. Soc. Psychol., 
vol. 49, no. 3, p. 722, 1985. 

[33] J. Xie and S. Coggeshall, “Prediction of transfers to tertiary care and 
hospital mortality: A gradient boosting decision tree approach,” Stat. 
Anal. Data Min. ASA Data Sci. J., vol. 3, no. 4, pp. 253–258, 2010. 

[34] A. Nazir, Y. Rao, L. Wu, and L. Sun, “Issues and challenges of aspect-
based sentiment analysis: A comprehensive survey,” IEEE Trans. 
Affect. Comput., vol. 13, no. 2, pp. 845–863, 2020. 

[35] J. A. K. Suykens and J. Vandewalle, “Least squares support vector 
machine classifiers,” Neural Process. Lett., vol. 9, pp. 293–300, 1999. 

[36] P. Qian et al., “SSC-EKE: semi-supervised classification with extensive 
knowledge exploitation,” Inf. Sci. (Ny)., vol. 422, pp. 51–76, 2018. 

[37] D. M. Ablel-Rheem, A. O. Ibrahim, S. Kasim, A. A. Almazroi, and M. 
A. Ismail, “Hybrid feature selection and ensemble learning method for 
spam email classification,” Int. J., vol. 9, no. 1.4, pp. 217–223, 2020. 

[38] L. Breiman, “Random forests,” Mach. Learn., vol. 45, no. 1, pp. 5–32, 
Oct. 2001, doi: 10.1023/A:1010933404324. 

[39] “Twitter Mental Disorder Tweets and Musics Dataset,” 2021. 
https://www.kaggle.com/datasets/rrmartin/twitter-mental-disorder-
tweets-and-musics. 

[40] N. Friedman, D. Geiger, and M. Goldszmidt, “Bayesian network 
classifiers,” Mach. Learn., vol. 29, pp. 131–163, 1997. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 1, 2024 

927 | P a g e  

www.ijacsa.thesai.org 

Intelligent Temperature Control Method of Instrument 

Based on Fuzzy PID Control Technology 

Wenfang Li*, Yuqiao Wang 

Huanghe Science and Technology University, Faculty of Engineering, Zhengzhou, 450063, China 

 

 
Abstract—The current instrumentation intelligent 

temperature control is generally realized based on PID control 

technology, whose efficiency and precision are low and cannot 

meet the actual production requirements. A fuzzy PID (FPID) 

control technique is suggested as a solution to this issue with the 

goal to increase the control precision by adjusting the PID 

parameters in real-time using a fuzzy algorithm. In addition, a 

multi-strategy-fused Improved Grey Wolf Optimization (MGWO) 

algorithm is used to obtain the optimal fuzzy rule parameters for 

the fuzzy controller to achieve the optimization of FPID. In 

addition to the aforementioned, the MGWO-FPID-based 

instrumentation intelligent temperature control model is created 

to enhance the instrumentation's ability to regulate temperature. 

The testing results demonstrated that the MGWO-FPID model 

outperformed the other two models with values for the objective 

function of 5 10-8, adaptation degree of 13.1, control regulation 

time of 2.08 s, F1 value of 96.14%, MAE value of 8.53, Recall 

value of 95.37%, and AUC value of 0.995. The above results 

prove that the MGWO-FPID-based instrumentation intelligent 

temperature control model proposed in the study has high 

accuracy and efficiency, which can effectively realize the 

instrumentation intelligent temperature control in industrial 

production, and then improve the accuracy and efficiency of 

instrumentation temperature control, ensure the safe production 

of industry, and promote the industrial development to a certain 

extent. This model can monitor and regulate the temperature in 

the industrial production process in real time, avoiding safety 

accidents caused by temperature anomalies, and ensuring the 

safety of industrial production. And the application of this model 

can improve the efficiency and product quality of industrial 

production, help reduce production costs and improve economic 

benefits. This can not only promote the development of related 

industries, but also drive the economic development of the entire 

society. 

Keywords—Fuzzy PID control; instrumentation; intelligent 

temperature control; differential negative feedback; grey wolf 

optimization algorithm 

I. INTRODUCTION 

In industrial production, temperature is a key parameter, 
especially in thermal production processes. However, due to 
the continuous changes in production conditions, temperature 
parameters may drift, leading to data distortion [1]. Distorted 
data not only affects product quality, but may also cause 
damage to production equipment. Therefore, accurate control 
of temperature parameters is a problem that must be solved in 
industrial production [2]. The full name of PID controller is 
proportional integral derivative controller, which is the most 
classic and widely used controller in the design of automatic 
control systems. In fact, it is an algorithm. The traditional 

instrumentation intelligent temperature control method is 
generally based on the PID control algorithm to achieve, but 
the method's need for frequent adjustment of PID parameters, 
resulting in reduced accuracy and efficiency, cannot meet the 
actual needs of industrial production [3-5]. Therefore, the core 
issue is how to improve the reliability of temperature 
parameters through effective control strategies, thereby 
ensuring the authenticity of data and the normal operation of 
the instrument. Although traditional PID control methods are 
widely used, their high frequency of parameter adjustment in 
complex production environments and frequent parameter 
changes leads to a decrease in control accuracy. This study 
aims to develop an intelligent temperature control method for 
instruments based on fuzzy PID (FPID) control technology. 
This method combines the advantages of fuzzy logic and PID 
control, and adjusts the parameters of the fuzzy controller 
through optimization algorithms to achieve more accurate 
temperature control. By improving the temperature control 
method, this study not only helps to improve the production 
efficiency of the heat treatment industry, but also provides 
new solutions for other similar parameter control problems in 
industrial production. More importantly, this method is 
expected to provide technical support for the demand for 
intelligence and automation in modern industrial production. 
There are two main innovations in the study. The first one is to 
propose a fuzzy PID control technology-based instrumentation 
intelligent temperature control method, thus improving the 
accuracy of instrumentation temperature control; The second 
is to boost the performance of fuzzy PID by optimising the 
fuzzy rule of the fuzzy controller using the 
Multi-strategy-Grey Wolf Optimisation (MGWO) algorithm 
using multi-strategy fusion parameters. The research content is 
divided into four main sections: the first section elaborates and 
summarises the most recent research findings that are 
pertinent; the second section suggests an MGWO optimised 
fuzzy PID control algorithm model (MGWO-FPID) to achieve 
intelligent and precise temperature control of the instrument; 
and the third section offers a conclusion; the third part is the 
performance verification of the MGWO-FPID model; and the 
last part is the summary of the whole research content. 

II. RELATED WORKS 

PID controller has a simple structure, high stability, high 
reliability and easy to adjust, so it is widely used in industrial 
control. However, when a PID controller is applied in hopes of 
maintaining the control accuracy, the PID parameters need to 
be adjusted frequently, resulting in its control efficiency and 
control accuracy are not ideal. The fuzzy PID algorithm, 
which uses fuzzy logic to optimize the PID parameters in real 
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time based on certain rules, overcomes the defects existing in 
traditional PID and therefore has received wide attention. In 
order to develop a fuzzy PID control system and enhance the 
PID's control effectiveness, Phu N. D. et al. used a fuzzy 
algorithm to optimise the PID parameters in real time [6]. To 
improve the control impact of a fuzzy PID controller, which is 
crucial for increasing the efficiency of industrialised 
production, Shi J. Z. presented a fractional order generalised 
type-2 fuzzy PID controller [7]. Shi L et al. designed an 
amphibious spherical robot in order to better perform coastal 
environmental monitoring and autonomous search and rescue 
tasks at sea. A fuzzy PID control method was proposed to 
address the drawback that this robot is difficult to control its 
motion autonomously underwater. In accordance with 
experimental findings, the fuzzy PID control method 
outperformed the classic PID control method in terms of 
robustness and dynamic performance [8]. Ghamari S. M. et al. 
created a buck converter fractional-order fuzzy PID controller 
to increase the buck converter's control accuracy and used the 
Antlion optimisation algorithm (AOA) to optimise the fuzzy 
PID control algorithm for its flaws [9]. Shi Q and colleagues 
built an adaptive neural network fuzzy PID controller to 
address the shortcomings of linear PID controllers and 
suggested a double-delay depth determination method gradient 
technique to optimise it. The outcomes demonstrate improved 
robustness and generality of the adaptive neural network fuzzy 
PID controller [10]. Given that the speed control system of 
levitated permanent magnet maglev trains is more complex, 
the parameters vary more, and the control accuracy of the 
classic control method is not great, Liu Y et al. suggested a 
weighted predictive fuzzy PID control algorithm. The findings 
demonstrate that the weighted predictive fuzzy PID control 
algorithm may more effectively minimise train energy 
consumption and stopping error while also providing higher 
levels of train tracking accuracy and comfort [11]. Kumar 
Khadanga R designed a type-2 fuzzy PID controller, thus 
achieving high accuracy control of the frequency of a hybrid 
distributed power system, thus improving the safety of the 
power system [12]. Sain D et al. designed a nonlinear fuzzy 
PID controller and modeled, simulated and tested the 
nonlinear fuzzy PID controller based on simulation software, 
thus proving the performance of the controller [13]. 

In comparison to conventional optimisation methods, the 
grey wolf optimisation algorithm is a novel intelligent 
population optimisation algorithm with low complexity, high 
convergence, robustness, and improved efficiency and 
accuracy, so it has received the attention of many scholars and 
its application has been thoroughly studied. Zamfirache I A et 
al. combined the neural network by strategy iteration and 
GWO algorithm, thus training to propose a reinforcement 
learning based control method. The outcomes demonstrated 
that the control approach suggested in this study had superior 
stability and precision [14]. Liu J et al. optimized the GWO 
using the Lion Swarm Optimization (LSO) algorithm and 
dynamic weighting strategy to improve the accuracy and 

convergence of the GWO in response to the defects of poor 
convergence and weak global search ability of the GWO. To 
enhance the path planning effect, the path planning 
optimisation was built based on the modified GWO algorithm 
[15]. In order to improve the performance of this cell, Hao P 
suggested employing the chaos method to improve the GWO 
algorithm and using the improved GWO to the prediction and 
estimate of new fuel cell parameters [16]. Otair M et al. mixed 
GWO with particle swarm algorithm (Particle Swarm 
Optimization (PSO) and Support Vector Machine (SVM) to 
construct a network intrusion detection model to enhance the 
security of wireless sensor networks [17]. The effectiveness of 
the state feedback control in the drive control system of a 
bearingless permanent magnet synchronous motor is 
addressed by Sun X et al. The deficiency of poor control is 
optimized by using GWO algorithm to improve its control 
effect [18]. To boost the effectiveness of managing urban 
traffic and ensure its smooth flow, Rajamoorthy R et al. 
suggested a charging scheduling approach for electric car 
intelligent transportation systems based on GWO algorithm 
optimisation. Experimental results showed that the application 
of this method can effectively alleviate urban traffic pressure 
[19]. In order to prevent the GWO algorithm from succumbing 
to the local search flaw during iteration and enhance the GWO 
algorithm's performance, Xu Z et al. adopted a chaotic local 
search approach to optimise the GWO algorithm [20]. The 
GWO algorithm's structure and update technique were 
enhanced by Ahmadi B et al. to improve optimisation 
performance. Additionally, to optimise voltage distribution 
and lower energy losses and emission costs, the upgraded 
GWO was used in smart grid planning [21]. 

The current fuzzy PID control technique is widely utilised, 
as can be seen from the explanation above, however there are 
still certain flaws, necessitating its optimisation. Few studies 
currently apply GWO to the optimization of fuzzy PID, and 
there are few research results related to the instrumentation 
temperature control in industrial production. To achieve this, a 
fuzzy PID control approach is presented and used to the field 
of instrumentation intelligent temperature control in order to 
increase the accuracy of instrumentation parameters and boost 
industrial production efficiency. 

III. MGWO-FPID-BASED INSTRUMENTATION INTELLIGENT 

TEMPERATURE CONTROL MODEL CONSTRUCTION 

A. FPID-based Instrumentation Intelligent Temperature 

Control Method 

In the current thermal processing industry, the temperature 
parameter control of the instrument is very important, which is 
related to the safety and productivity of industrial production. 
The traditional instrumentation intelligent temperature control 
method is based on PID to achieve; PID is divided into two 
kinds, respectively, hardware PID and software PID, its 
general structure is shown in Fig. 1. 
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Fig. 1. Structure of hardware PID and software PID. 

However, the PID-based instrumentation intelligent 
temperature control method is less effective and takes longer 
time, so the study proposes a FPID control method to achieve 
high precision and high efficiency intelligent temperature 
control of the instrumentation. To realize the intelligent 
temperature control of the instrument, the temperature 
parameter information data needs to be collected first, so the 

temperature data transfer model  P X  is constructed first, as 

shown in Eq. (1). 

 
 

   1 2







d

r y
P X

Q s Q s
   

(1) 

In Eq. (1), r  is the input data; y  is the output data; d  

represents the disturbance information in the production 

environment; and    1 2,Q s Q s  are the error scalar 

coefficients, whose main function is to control the temperature 
parameters and improve the output accuracy of the data by 
self-correction for error compensation and steady-state 
eigendecomposition. The feedback correction model enables 
to reduce the deviation of temperature control. Using the input 

of the differential negative feedback control  P X  , the 

closed-loop system expression of the controller  x t  can be 

obtained, based on which the eigen decomposition of  x t  

can be performed to obtain the transfer function of the 

controller in the negative feedback process  H s  , as shown 

in Eq. (2). 

     H s P s x t
    

(2) 

In Eq. (2),  P s  is the transfer function in the temperature 

data transmission process. Based on Eq. (2), the feedback 

correction model of the temperature sensor  H X  is obtained, 

as shown in Eq. (3). 

 
     


iH s EI a p i

H X
T   

(3) 

In Eq. (3), E  is the amplitude and frequency function;

 iI a  is the mutual information quantity of the temperature 

parameter characteristics;  p i  is the probability function of 

the disturbance parameter. In combination with the above, the 
feedback correction of the instrument temperature is 
performed. The intelligent control of the instrument 
temperature is the self-tuning control of the PID parameters 
based on the above contents. the essence of FPID is to 
construct the corresponding fuzzy rules by the temperature 
control situation of the instrument, and then use the controller 
to regulate the temperature and control the instrument 
temperature to maintain at a suitable value. The principle of 
FPID is shown in Fig. 2. 
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Fig. 2. Principle of FPID. 

In Fig. 2, the control deviation signal can be obtained by 
comparing the control result of the instrument temperature 
with the expected result by using the corresponding fuzzy 
rules. After the controller performs the operations of 
fuzzification, fuzzy inference and anti-fuzzification, three 
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correction quantities can be obtained, which are noted as

, ,p i dK K K  . Based on the temperature data transfer model to 

obtain the corresponding data, the temperature deviation E  
and the rate of change of E  can be obtained EC  . Using the 

physical domain of the trigonometric affiliation function, we 
can represent E  and EC . At this time, the temperature 

deviation is taken from -3 to 3; the rate of change of 
temperature deviation is taken from -0.2 to 0.2. In the physical 
domain of [-3,3], the affiliation function is chosen to present 
the triangular affiliation function with the affiliation degree of 
[0,1]; if the physical domain does not use the triangular 
affiliation function, when the physical domain is positive, the 
corresponding representation is PB, and when the physical 
domain is positive, the corresponding representation is NB If 
the physical domain does not use the triangular affiliation 
function, when the physical domain is positive, it is denoted as 
PB, and when the physical domain is positive, it is denoted as 
NB. The fuzzy set affiliation function is shown in Fig. 3. 

NB NM NS ZO PS PM PB

 

Fig. 3. Fuzzy set membership function. 

The languages corresponding to the seven chosen fuzzy 
sets are indicated in Fig. 3 by the letters NS, NB, PS, NM, PB, 
PM, and ZO, respectively. By modifying the PID settings, it is 
possible to influence both the dynamic and static performance 
of the control system. The study uses the step case of the PID 
parameters to realize the fuzzy rule table. In accordance to the 
deviation and its rate of change, the three correction values of 
the controller are modified. When the deviation value E  is 
larger than the set threshold and the system has good 

trackability and response speed, then
pK  should be adjusted 

up and
dK  should be adjusted down to make 0iK  , and the 

integral action should be limited by the above operation. 
When E EC  , if the overshoot of the system is small and 

the response speed is moderate, then turn down
pK  and take 

moderate values of
dK  and

iK . When the value of the 

deviation rate of change EC  is large and the system stability 

is good, pK  and
iK  should be adjusted upwards and

dK  

should be taken moderately so as to avoid oscillations. Based 
on the input temperature variables E  and EC  and the output 

value U  , the fuzzy inference relation matrix R  can be 

obtained as shown in Eq. (4). 

 
,

  j j ij
i j

R U E EC U
   

(4) 

In Eq. (4), , ,j j ijE EC U  denotes the temperature deviation, 

the rate of change of temperature deviation, and the fuzzy 
state of the output, respectively, and the values of ,i j  are [1,5]. 

The fuzzy relations corresponding to the fuzzy inference 
relation matrix are obtained by Eq. (4). On the basis of 

obtaining the fuzzy state of the system input  E ECNB PS , a 

random element of E  and EC  in the domain is used as input, 

and the adjustment value of the PID parameters  U k  is 

obtained after fuzzy inference operation, as shown in Eq. (5). 

            E ECU k E k EC k R NB PS R
 

(5) 

A multimode steady-state PID controller must be used to 
track and correct for the steady-state error that occurs 
throughout the PID parameter adjustment process in purpose 
to increase parameter adjustment accuracy. The state function 
of tracking compensation can be expressed by Eq. (6). 

  a a d uy f b
    

(6) 

Eq. (6), , , ,a a d uy f b  are the control deviation, the 

instrument temperature drift value, the correction factor of the 
sensitivity of the measuring element and the interference 
signal during error compensation, respectively. Combined 

with the above, the temperature control transfer function
BT  of 

the instrument in the industrial process can be obtained, as 
shown in Eq. (7). 

 B d d aT K U y
    

(7) 

Eq. (7),
dK  is the conversion factor,

dU  is the output of 

the PID controller. Combined with the above, the intelligent 
temperature control of the instrument can be achieved. 

B. FPID Optimization Based on Improved GWO 

In the above, the study implements the intelligent 
temperature control of the instrument based on FPID. It is 

clear that the values of fuzzy parameters like 
pK  ,

dK  and 

iK  have a significant impact on the temperature control 

performance of the FPID-based instrument intelligent 
temperature control model. In order to further improve the 
temperature control accuracy of the instrumentation intelligent 
temperature control model, the GWO algorithm is used to 
obtain the optimal fuzzy parameter values to optimize the 
FPID model. In the population of GWO algorithm, there are 
four kinds of gray wolf individuals, namely  wolf,   wolf,

  wolf and  wolf, which represent the location of the best 

individual, the location of the second best individual, the 
location of the second best individual and the location of other 
gray wolf search individuals in the gray wolf population. The 
algorithm's search for superiority is mainly implemented by  

wolves, and the other three wolves mainly guide the 
displacement direction of  wolves. The location update of 

gray wolf individuals in GWO is shown in Fig. 4. 
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Fig. 4. Location update of grey wolf individuals in GWO. 

The mathematical model of the prey seeking process, in 
which individual gray wolves search for and surround their 
prey in GWO, can be represented by Eq. (8). 

   

   1

  


  

p

p

D CX t X t

X t X t AD
   

(8) 

In Eq. (8), t  is the number of iterations of the GWO 

algorithm;    ,pX t X t  is the location of the prey and the 

location of the individual gray wolf after t  iterations, 

respectively; ,A C  represents the convergence factor and the 

swing factor, respectively. When searching for the optimal 
solution, the individual wolves at   will be guided by  

wolf,   wolf and  wolf to move closer to the direction of 

the prey, and its position updating strategy is shown in Eq. (9). 

   1 2 31 / 3   X t X X X
  

(9) 

In Eq. (9),
1 2 3, ,X X X  denotes the direction of movement 

of  in the next iteration guided by  wolves,   wolves, 

and  wolves, respectively. The GWO algorithm has strong 

optimization performance and plays an important role in 
various fields, but it has certain shortcomings, such as less 
than ideal convergence and easy to fall into local optimality, 
so certain improvements are needed. First, a good point set 
initialization strategy is introduced to generate the gray wolf 
population. With this strategy, it is possible to uniformly 
distribute gray wolf individuals in the vicinity of all potential 
solutions in the search space, so it can effectively avoid the 
GWO population from falling into local extremes. To further 
enhance the GWO, Differential Evolution (DE) is 
implemented. firstly, Eq. (10) is used to implement variation 
operations on the gray wolf individuals in the GWO 
population, thus enhancing the population diversity and 
improving the search effect. 

 , , , ,  i g a g r b g c gV X F X X
  (10) 

In Eq. (10), , , ,, ,a g b g c gX X X  is the randomly selected gray 

wolf individual in the current population; ,i gV  represents the 

new gray wolf individuals generated after the mutation 

operation;
rF  represents the scaled difference vector. After the 

mutation operation, the grey wolf population is subjected to 

two-by-two crossover operations using Eq. (11) in order to 
add new grey wolves, increase the population's variety, and 
boost the algorithm's capacity for merit-seeking. 

    ,

, 1

,

0,1


  
 


j j

i g r rand

i g j

i g

V if rand C or j j
U

X otherwise
 (11) 

In Eq. (11),
rC  is the crossover probability, which ranges 

from 0% to 100%;
randj  indicates the dimension of random 

selection;
, 1i gU  indicates the new gray wolf individuals 

obtained after the crossover operation. Then, the greedy 
algorithm is used to optimize the GWO. by the selection 
operation in the greedy algorithm, the better individuals in the 
GWO population are selected and participate in the next 
iteration, thus ensuring that the GWO is continuously 
optimized during the iteration. The selection operation of the 
above content is shown in Eq. (12). 

   , 1 , 1 ,

, 1

,

 



 
 


i g i g i g

i g

i g

U if f U f X
X

X otherwise
  (12) 

In Eq. (12),
, 1i gX  is the individual after selection. In 

GWO, the location update strategy of gray wolf individuals is 
closely related to the locations of  wolf,   wolf and   

wolf, and the convergence and search ability of the algorithm 
are directly related to the control factor a  . In the general 

GWO algorithm, the value of a  decreases linearly with the 

increase of iterations, which leads to the weak search ability of 
the algorithm in the early stage and the weak convergence in 
the later stage? For this reason, the study proposes a nonlinear 
control factor adjustment strategy, as shown in Eq. (13). 

 
2

max2 1 / a t t
   

(13) 

In Eq. (13), the maximum number of iterations is denoted 

by 
maxt . The research proposed strategy and the traditional 

strategy are shown in Fig. 5. 

It can be seen that under the strategy proposed in the study, 
the a  value changes slowly at the beginning of the iteration 

and the search performance of GWO is strong; at the later part 
of the iteration the a  value changes faster, which makes 

GWO have good convergence. As the GWO algorithm has the 
disadvantage of maturing and convergent too early, resulting 
in poor search accuracy, the study proposes a segmentation 
step strategy that adjusts the update mechanism according to 

the A  value. When 1A  is used, the update mechanism 

shown in Eq. (7) is adopted. When 1A  , three individuals 

are randomly selected
1 2 3, ,r r r  to determine the search range of 

search individuals R  . With this tactic, it is possible to 
provide some of the members of the badly located grey wolves 
an opportunity to take part in the algorithm's location update 
choice, successfully increasing population diversity and 
preventing the early GWO algorithm occurrence. The above 
can be represented as Fig. 6. 
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Fig. 5. Control factor adjustment strategy. 
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Fig. 6. Segmental update strategy of GWO algorithm. 

Comprehensive above, build MGWO, use MGWO to find 
the best parameters of FPID, optimize it, build MGWO-FPID 
model, realize the high precision intelligent temperature 
control of the instrument, improve the temperature control 
effect, and then improve the industrial production efficiency, 
which has positive significance to the safety guarantee of 
industrial production. 

IV. PERFORMANCE ANALYSIS OF MGWO-FPID 

INSTRUMENTATION INTELLIGENT TEMPERATURE CONTROL 

MODEL 

To validate the capability of the MGWO-FPID 
instrumentation intelligent temperature control model 
proposed in this study, the study selects an instrumentation 
used for thermal power metering for the experiment and uses 
the software Matlab for the simulation experiment. The 
experimental parameters are as follows, the voltage is 10V, the 
network signal state temperature, the program state is offline, 
the operation model is selected as the IoT operation model, 
and the analysis method uses platform computing analysis. 
The current state-of-the-art PID control algorithms are particle 
swarm optimization FPID (PSO-FPID) model and FPID 
(ISOA-FPID) model optimized based on improved seeker 
optimization algorithm (ISOA). It collected a large amount of 
historical temperature data, including temperature changes 
under different working conditions. Use platform computing 

analysis methods to preprocess, clean, and analyze data to 
extract key features and trends. In the comparison model, 
Particle Swarm Optimization FPID (PSO-FPID) model: based 
on particle swarm optimization algorithm, PID parameters are 
optimized to improve the response speed and stability of 
temperature control. FPID (ISOA-FPID) optimization model 
based on improved seeker optimization algorithm (ISOA): By 
improving the seeker optimization algorithm to adjust PID 
parameters, the robustness and adaptability of the control are 
improved. Under the same experimental conditions, run the 
MGWO-FPID model, PSO-FPID model, and ISOA-FPID 
model separately. Record the temperature control effects of 
each model under different working conditions, including 
control accuracy, response speed, and stability indicators. By 
comparing the experimental results, analyze the superiority 
and performance characteristics of the MGWO-FPID model 
compared to other models. In the experiment, MGWO-FPID 
was compared with PSO-FPID and ISOA-FPID models to 
conduct a comprehensive analysis in terms of objective 
function and fitness, temperature control regulation efficiency, 
control accuracy, model MAE, recall, and AUC. The 
temperature control performance of the above three intelligent 
temperature control models are compared respectively. The 
particle number of the PSO-FPID model is 45, the inertia 
weight is 0.8, and the acceleration constant is 1.51; The initial 
population of the ISOA-FPID model is 45, with a crossover 
probability of 0.5, a mutation probability of 0.51, and a 
learning factor of 0.3; The wolf pack size of the MGWO-FPID 
model, with an initial population of 45, a wolf pack level of 
0.55, and contraction and expansion factors of 0.4 and 0.5, 
respectively. The maximum number of iterations for all 
models is 300. Firstly, the optimization effects of the above 
three models are compared. During the iterative process, the 
changes of the fitness values and the objective function values 
of MGWO-FPID model, ISOA-FPID model and PSO-FPID 
model are shown in Fig. 7. It is evident that the MGWO-FPID 
model's convergence is superior to that of the ISOA-FPID 
model and the PSO-FPID model because the objective 
function value of the MGWO-FPID model declines faster and 
the fitness value increases faster during the iterative process. 
Compared to the ISOA-FPID model and the PSO-FPID model, 
the MGWO-FPID model achieves an objective function value 
of 5 10-8 in Fig. 7(a). This value is four orders of magnitude 
lower. In Fig. 7(b), the fitness value of the MGWO-FPID 
model reaches 13.1, which is 2.8 and 3.3 higher than the 
ISOA-FPID model and the PSO-FPID model, respectively. 

The data related to the instrumentation used for thermal 
power metering were input into the MGWO-FPID model, 
ISOA-FPID model and PSO-FPID model and simulated using 
Matlab software, and the simulation curves of several 
temperature control models are shown in Fig. 8. In Fig. 8, it 
can be seen that the MGWO-FPID model has no overshoot 
and completes the temperature control regulation of the 
instrument in a shorter time compared with the ISOA-FPID 
model and PSO-FPID model. The above results demonstrate 
that the MGWO-FPID model is more efficient in temperature 
control regulation. 
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Fig. 7. Changes in fitness values and objective function values of the model. 
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Fig. 8. Simulation curves of several temperature control models. 

The control accuracies of MGWO-FPID model, 
ISOA-FPID model and PSO-FPID model in the intelligent 
control of instrument temperature are shown in Fig. 9. In Fig. 
9, it can be seen that the MGWO-FPID model has higher 
accuracy and requires fewer iterations to reach the best 
accuracy. 68 iterations are required for the MGWO-FPID 
model to reach the best accuracy, which is 95 and 137, fewer 
than the ISOA-FPID model and the PSO-FPID model, 
respectively. The MGWO-FPID model's control accuracy is 
99.52%, which is greater than the ISOA-FPID model's and the 
PSO-FPID model's, respectively, by 0.53% and 0.77%. 

Mean Absolute Error (MAE), also known as Mean 
Absolute Error, is a commonly used goodness of fit evaluation 
criterion in regression analysis. It is the average absolute value 
of the difference between the predicted value and the actual 
value. Fig. 10 illustrates this comparison between the change 
in F1 value and the change in MAE during the course of an 
iteration of the MGWO-FPID model, ISOA-FPID model, and 
PSO-FPID model. Fig. 10 demonstrated that the F1 values of 
MGWO-FPID model, ISOA-FPID model and PSO-FPID 
model are rapidly increasing and the MAE values are rapidly 
decreasing at the beginning of the iteration, and after the F1 
and MAE values reach a certain level, the F1 and MAE values 

of MGWO-FPID model, ISOA-FPID model and PSO-FPID 
model no longer change significantly, indicating that the 
models have converged. It can be seen that the MGWO-FPID 
model converges faster. The F1 value of the MGWO-FPID 
model, which is 0.58% and 1.24% higher than the ISOA-FPID 
model and PSO-FPID model, respectively, reaches 96.14% as 
shown in Fig. 10(a). Fig. 10(b) illustrates that the 
MGWO-FPID model's MAE value is 8.53, which is 1.22 and 
2.87 less than the MAE values for the ISOA-FPID model and 
PSO-FPID model, respectively. The above results can indicate 
that the MGWO-FPID model has better performance. 

Utilising the Recall value as shown in Fig. 11, the 
performance of the MGWO-FPID model, ISOA-FPID model, 
and PSO-FPID model is assessed. Fig. 11 illustrates how the 
MGWO-FPID model has a greater Recall value and better 
convergence. The Recall value of MGWO-FPID model is 
95.37%, which is 0.62% and 1.33% higher than the 
ISOA-FPID model and PSO-FPID model, respectively. 
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Fig. 9. Control accuracy of model in instrument temperature intelligent 

control. 
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Fig. 10. Changes in F1 value and MAE during iteration of the model. 
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Fig. 11. Recall values for three models. 

The comprehensive performance of MGWO-FPID model, 
ISOA-FPID model, and PSO-FPID model was evaluated by 
ROC curve trend with AUC value, as shown in Fig. 12. AUC 
(Area Under the Curve) is a commonly used metric to evaluate 
the performance of classification models, widely used in fields 
such as machine learning, data mining, and statistics. The 
range of AUC values is between 0 and 1, with values closer to 
1 indicating better model performance, and values closer to 
0.5 indicating relatively random model predictions. As can be 
noticed, the MGWO-FPID model's AUC value is 0.995, which 
is 0.011 and 0.024 higher than the AUC values for the 
ISOA-FPID model and the PSO-FPID model, respectively. 
The aforementioned results show that the MGWO-FPID 
instrumentation intelligent temperature control model 
suggested in the study performs more comprehensively than 
the other two models. In summary, the MGWO-FPID 
instrumentation intelligent temperature control model 
proposed in the study has high accuracy and efficiency, and 
effective comprehensive performance, which can effectively 
realize the high-precision intelligent temperature control of the 
instrumentation, enhance the temperature control effect, and 
then improve the industrial production efficiency, and has 
positive significance for the safety guarantee of industrial 
production. 

1.0

0.8

0.6

0.4

0.2

0.0
0.0 0.2 0.4 0.6 0.8 1.0

False positive rate

T
ru

e
 p

o
si

ti
v

e
 r

a
te

MGWO-FPID

ISOA-FPID

PSO-FPID

 
Fig. 12. ROC curve trends and AUC values for three models. 

In order to more intuitively demonstrate the performance 
of the three models, a composite table was formed based on 
the above experimental results, as shown in Table I. 

TABLE I. SYNTHETIC TABLE OF PERFORMANCE RESULTS FOR THREE 

MODELS 

/ MGWO-FPID 
ISOA-FPI

D 
PSO-FPID 

Fitness value 13.1 10.3 9.8 

Achieving optimal 

precision iteration times 
68 163 205 

Control accuracy 99.52% 98.99% 98.75% 

F1 value 96.14% 95.56% 94.90% 

MAE 8.53 9.75 11.4 

Recall value 95.37% 94.75% 94.04% 

AUC 0.995 0.984 0.971 
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V. RESULTS AND DISCUSSION 

The temperature control performance of intelligent 
temperature control models using three PID control algorithms, 
MGWO-FPID, PSO-FPID, and ISOA-FPID, was compared in 
the experiment. Firstly, the optimization effects of three 
models were compared. In terms of objective function and 
fitness, the fitness value of the MGWO-FPID model reached 
13.1, which is 2.8 and 3.3 higher than the ISOA-FPID model 
and PSO-FPID model, respectively. In terms of temperature 
control efficiency, compared with the ISOA-FPID model and 
PSO-FPID model, the MGWO-FPID model has no overshoot 
and completes the temperature control adjustment of the 
instrument in a shorter time. In terms of control accuracy, the 
MGWO-FPID model requires 68 iterations to achieve optimal 
accuracy, which is 95 and 137 fewer than the ISOA-FPID 
model and PSO-FPID model, respectively. The control 
accuracy of the MGWO-FPID model is 99.52%, which is 0.53% 
and 0.77% higher than the ISOA-FPID model and PSO-FPID 
model, respectively. In terms of model MAE, the 
MGWO-FPID model has a MAE value of 8.53, which is 1.22 
and 2.87 lower than the ISOA-FPID model and PSO-FPID 
model, respectively. In terms of recall rate, the MGWO-FPID 
model has a recall rate of 95.37%, which is 0.62% and 1.33% 
higher than the ISOA-FPID model and PSO-FPID model, 
respectively. In terms of AUC, the MGWO-FPID model has 
an AUC value of 0.995, which is 0.011 and 0.024 higher than 
the ISOA-FPID model and PSO-FPID model, respectively. In 
summary, through experimental comparison, we can conclude 
that the MGWO-FPID model exhibits better performance in 
intelligent temperature control compared to the PSO-FPID and 
ISOA-FPID models. It has significant advantages in terms of 
objective function and fitness, temperature control regulation 
efficiency, control accuracy, model MAE, recall, and AUC. 
Therefore, in actual industrial production, using the 
MGWO-FPID model for intelligent temperature control will 
help improve production efficiency and product quality. 

VI. CONCLUSION 

In industrial production, the temperature control of the 
instrument is related to the accuracy of the instrument 
detection data, which affects the safety and stability of 
industrial production. Therefore, MGWO-FPID 
instrumentation intelligent temperature control model is 
proposed for the current instrumentation intelligent 
temperature control methods with low accuracy and efficiency 
defects. Based to the experimental findings, the MGWO-FPID 
model's objective function value was 510-8, which was 4 
orders of magnitude less than that of the ISOA-FPID model 
and 6 orders of magnitude less than that of the PSO-FPID 
model; the adaptation degree value reaches 13.1, which is 2.8 
and 3.3 higher than ISOA-FPID model and PSO-FPID model 
respectively; the control regulation time is 2.08s, which is 
higher than ISOA-FPID model and PSO-FPID model. FPID 
model and PSO-FPID model, respectively; 68 iterations are 
required to achieve the best accuracy, which is 95 and 137 
times less than the ISOA-FPID model and PSO-FPID model, 
respectively; the F1 value reaches 96.14%, which is 0.58% 
and 1.24% higher than the ISOA-FPID model and PSO-FPID 
model, respectively The MAE value was 8.53, which was 1.22 

and 2.87 lower than the ISOA-FPID model and PSO-FPID 
model, respectively; the Recall value was 95.37%, which was 
0.62% and 1.33% higher than the ISOA-FPID model and 
PSO-FPID model, respectively; the AUC value reached 0.995, 
which was 0.01% higher than the ISOA-FPID model and 
PSO-FPID model, respectively. The above results can prove 
that the MGWO-FPID instrumentation intelligent temperature 
control model proposed in the study has high accuracy and 
efficiency, and effective comprehensive performance, which 
can effectively realize the high precision intelligent 
temperature control of the instrumentation, improve the 
temperature control effect, and then enhance the industrial 
production efficiency, which is of positive significance to the 
safety guarantee of industrial production. In the experiment, 
due to limitations in data sources, there may indeed be 
discrepancies between the experimental results and the actual 
situation. In order to improve the accuracy and reliability of 
research, it is indeed necessary to broaden the scope of 
research to eliminate accidental errors. In order to make the 
research results more representative, it is necessary to obtain 
data from a wider range of thermoelectric metering devices to 
cover a wider range of device performance and possible 
sources of error; Compare with intelligent temperature control 
models in other fields to understand their respective 
advantages and limitations, and further improve the 
performance of instrument intelligent temperature control 
models based on MGWO FPID; Factors such as the operator's 
experience, skills, and psychological factors under 
environmental conditions can be considered to improve the 
comprehensiveness of the study. 
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Abstract—As the ubiquity of IoT devices in smart homes 

escalates, so does the vulnerability to cyber threats that exploit 

weaknesses in device security. Timely and accurate detection of 

attacks is critical to protect smart home networks. Intrusion 

Detection Systems (IDS) are a cornerstone in any layered security 

defense strategy. However, building such a system is challenging 

given smart home devices' resource constraints and behaviors' 

diversity. This paper presents an adaptative IDS based on a 

device-specific approach and SDN deployment. We categorize 

devices based on traffic profiles to enable specialized 

architectural design and dynamically assign the suitable 

detection model. We demonstrate the IDS efficiency, 

effectiveness, and adaptability by thoroughly benchmarking an 

ensemble of machine learning models, mainly tree ensemble 

models and extreme learning machine variants, on the up-to-date 

IoT CICIoT2023 security dataset. Our IDS multi-component 

device-aware architecture leverages software-defined networking 

and virtualized network functions for scalable deployment, with 

an edge computing design to meet strict latency requirements. 

The results reveal that our adaptive model selection ensures 

detection accuracy while maintaining low latency, aligning with 

the critical requirement of real-time accuracy and adaptability to 

smart home devices' traffic patterns. 

Keywords—Smart home; IoT; IDS; taxonomy, architecture; 

SDN; ELM  

I. INTRODUCTION 

The rapid growth of the smart home market broadly opens 
the doors to several threats to people's security and privacy. 
People are often unaware of security vulnerabilities, and 
manufacturers fail to prioritize security. This combination leads 
to a growing attack surface for hackers to exploit. Indeed, it is 
well known that many smart home devices, including IP 
cameras, smart locks, smart lighting systems, etc., contain 
vulnerabilities that attackers can exploit to intrude into home 
networks. Successful intrusions into IoT devices can allow 
hackers to not only steal sensitive user data but also take 
control of critical devices. Hence, there is a growing need for 
intelligent security systems to detect abnormal behaviors and 
attacks on smart home IoT devices in real time. 

Since no one-size-fits-all security solution exists, a defense-
in-depth approach and appropriate design and implementation 
should be context-aware to protect against threats and specific 
attack vectors. Among the complementary tools in the security 
layered defense comes network intrusion detection systems 
(NIDSs). They are security tools that continuously analyze 
traffic to identify intrusions and attacks. Traditional IDS 

employ signature-based detection, which matches known 
attack patterns. More advanced anomaly detection techniques 
spot statistical deviations from normal traffic to surface 
previously unseen attacks. However, building accurate 
intrusion detection models for IoT is challenging due to several 
factors. IoT devices have much more resource constraints than 
traditional computing systems and exhibit complex and 
dynamic behaviors. Moreover, the constantly evolving threats 
and vulnerabilities must be efficiently well-tracked for an 
adaptive security defense in the smart home context. Thus, 
knowing the ground truth for device and traffic features will be 
useful in tackling intrusion security challenges posed by smart 
home environments. 

Several research efforts have been spent to tackle these 
challenges. The research in [1] provided a comprehensive 
review of intrusion detection systems using machine and deep 
learning in IoT, discussing challenges, solutions, and future 
directions. They emphasized the need for efficient and accurate 
detection methods but did not propose a specific architecture or 
implementation. The study in [2] surveys network intrusion 
detection for IoT security based on learning techniques, 
highlighting the importance of efficient learning algorithms for 
smart home security. It deeply and thoroughly explores recent 
works focusing on machine learning techniques. However, its 
scope does not include architectural design issues such as 
adaptability and real-time requirements. The study in [3] 
introduced a deep learning application for invasion detection in 
industrial IoT sensing systems. While this work is relevant for 
industrial applications, it may not directly translate to smart 
home environments due to different operational constraints and 
attack vectors. The research in [4] proposes an integrated 
multilayered framework for IoT intrusion decisions and 
instantiates it for the industrial IoT. Although the framework 
can be instantiated to the smart home context, the paper did not 
specify the architectural design and deployment. All these 
works raised the flag that most existing methods overlook key 
IoT constraints like low latency, dynamic device behaviors, 
and resource limitations that impact real-world-scale adoption. 

We also cite some works that gave us insights to develop 
our proposed solution. The study in [5] proposed an intrusion 
detection system using an Online Sequence Extreme Learning 
Machine in the advanced metering infrastructure of smart 
grids. Their model focused on sequential data processing, 
which is pertinent and can be adapted to the continuous 
monitoring required in smart homes. The research in [6] 
discussed intrusion detection in fog computing and Mobile 
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Edge Computing. This work is particularly relevant as it 
considers the edge computing paradigm, which is increasingly 
adopted in smart home IoT. However, it does not discuss the 
use of machine learning in intrusion detection. The study in [7] 
presented a self-configurable cyber-physical intrusion detection 
system for smart homes using reinforcement learning. This 
system's adaptability to changing conditions in smart homes is 
a significant step towards dynamic and responsive security 
systems. The research in [8] explored a hybrid approach using 
an artificial immune system for intrusion detection in smart 
home networks. This work highlighted the potential of ELM 
for fast learning and generalization but did not focus on the 
real-time aspect of intrusion detection. The study in [9] 
integrates the software-defined networking, machine learning, 
and manufacturer usage descriptions standard with an intrusion 
detection and prevention system to assess its influence on 
network security. While including standards-based ingredients 
is interesting, their work is limited to manufacturing and does 
not consider the architectural effectiveness and network traffic 
characteristics. 

For the traffic characterization, [10] recognizes the 
importance of understanding IoT data characteristics for 
modeling the data bursts typical of IoT use cases, and it 
introduces an advanced ON/OFF traffic modeling approach 
tailored for the varied applications within a smart city context. 
While the work is pivotal for statistical modeling of the IoT 
traffic, it does not consider their solutions' architectural design 
and deployment. The study in [11] provides insights into IoT 
traffic characteristics in the specific context of smart home and 
campus environments. They found that  IoT devices exhibit 
periodic behavior with significant idle time. The devices 
generate a small amount of traffic, and most communicate with 
a small number of remote servers, often located in the same 
country as the device. The study also found several security 
and privacy issues, including devices communicating over 
unencrypted channels and devices communicating with servers 
in countries known for privacy concerns. This paper aims to 
design and build a flexible, scalable IDS that efficiently 
ensures security defense in real smart home environments 
without losing generality and adaptability. The contributions 
are: 

 We introduce a device-aware approach that categorizes 
IoT devices based on their traffic profiles and 
behaviors, leading to a more tailored and efficient 
detection process that can adapt to the heterogeneous 
nature of smart home devices. 

 Our solution employs an ensemble of optimized 
machine learning models, including extreme learning 
machine variants chosen based on the device category, 
balancing the tradeoffs between speed, accuracy, and 
resource usage. 

 We provide an experimental evaluation using an up-to-
date security dataset, demonstrating the effectiveness of 
our approach in a realistic smart home context. 

 We design a multi-component IDS architecture using 
network traffic profiles for real-time intrusion detection 
in smart home IoT environments. Our architecture 

leverages software-defined networking (SDN) and 
virtualized network functions (VNFs), allowing for a 
flexible and scalable deployment that can be adapted for 
both cloud and edge computing scenarios. We mainly 
opted for an edge computing-based deployment on an 
SDN testbed to meet strict latency requirements. 

The remainder of this paper is organized as follows: 
Section II presents our methodology steps. Section III 
characterizes the smart home devices' traffic and presents a 
simple traffic-based taxonomy. Section IV shows the 
architecture design and deployment. Section V presents the 
benchmarking of the machine learning models. Section VI 
shows the benchmarking results. Section VII concludes the 
paper and gives some future works. 

II. METHODOLOGY 

We propose a two-stage methodology within four steps to 
develop our intrusion detection system: 

A. Devices' traffic characterization 

1) Explore and categorize the commonly used devices in 

the smart home environment. 

2) Characterize the traffic devices and build a traffic-

centric devices taxonomy. 

B. Architectural Design and Model Selection 

1) Design and deployment of a smart home IDS-tailored 

architecture. 

2) Benchmark the ML models on a recent dataset and 

select the appropriate model based on the previous steps. 

More specifically, we start by enumerating devices and 
device/data categories to understand the ecosystem, and then 
we characterize traffic patterns and classify devices into a 
useful taxonomy. We are leveraging this knowledge to design 
and deploy suitable IDS architecture. Then, select appropriate 
machine learning models that detect intrusions optimized for 
the specifics of the smart home domain. The result is an IDS 
purpose-built to the unique smart home environment versus 
more generic systems. The key rationale is that threats exploit 
specific device vulnerabilities and traffic flows in the smart 
home, so an IDS must be aware of these devices and patterns to 
identify attacks. The proposed methodology builds this 
intrinsic knowledge by examining the ecosystem to customize 
the IDS. This context-aware solution can better distinguish 
attacks from normal traffic and has utility detecting intrusions 
that more generic learning-based systems may overlook in the 
IoT setting. 

III. DEVICES' TRAFFIC CHARACTERIZATION 

A typical smart home would include various IoT devices 
commonly used, such as smart thermostats, smart lighting 
systems, smart security cameras, smart locks, smart appliances 
(e.g., refrigerators, washing machines), smart speakers or home 
assistants, and smart TVs. Table I  characterizes common 
consumer IoT devices along three dimensions: subcategories 
based on features, key devices' behavior patterns, and data 
reflecting network traffic patterns in size and time. Grouping 
into broader categories like smart speakers while still 
enumerating specific device types enables roll-up 
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summarization and device-specific analysis. Smart TVs, for 
instance, have subcategories of basic models focused on video 
streaming with basic controls versus smart TVs, which have an 
integrated app platform enabling third-party applications like 
Netflix and YouTube. The use cases cover on-demand video 
and accessing these apps for entertainment and information. 
This expanded functionality versus standalone streaming leads 
to more diverse, multimodal traffic encompassing control 
commands, actual video data, and app communications. 

Referring to Table I and the data nature, we see a mix of 
primarily unimodal control traffic for simpler devices like 
lightbulbs, thermostats, and locks with relatively 
straightforward command and monitoring use cases. 
Meanwhile, more advanced devices like cameras, speakers, 
and fridges demonstrate bimodal or multimodal traffic 
indicative of more mixed media, including audio, video, and 
firmware downloads, resulting in variable network utilization. 

The complexity arising from supporting multiple integrated 
apps paired with streaming video in one device results in a 
complex traffic profile that may require advanced analytic 
approaches beyond simple machine learning algorithms to 
adequately characterize if simple models prove to have 
insufficient descriptive capability and predictive accuracy. 
However, for unimodal traffic, simpler models should suffice 
without overcomplicating analysis. 

Thus, we built a simple taxonomy of smart home IoT 
devices based on their network traffic characteristics: 

 Streaming Devices [Smart speaker, IP camera, Voice 
assistant robot] (Traffic patterns are: (1) Bimodal 
packet size distribution (small control + large streaming 

packets), (2) Bursty packet timing during streaming, 
and (3) Higher and variable traffic volume.) 

 Intermittent Control Devices [Smart lightbulb, Smart 
thermostat, Smart fridge, Smart doorbell, Smart blinds, 
Irrigation controller] (Traffic patterns are: (1) 
Uniformly small packet sizes, (2) Periodic keepalives + 
event-driven commands, and (3) Low traffic volume 
with occasional spikes ) 

 Monitoring Devices [Smoke detector, Motion sensor, 
Door/window sensor] (Traffic patterns are: (1) Small 
packets for status updates, (2) Sporadic or periodic 
timing, and (3) Very low traffic volume) 

 Actuators [Smart lock, Garage door opener, Smart plug] 
(Traffic patterns are: (1) Small command packets, (2) 
Event-driven timing (3) Extremely low traffic volume). 

Based on this taxonomy, considering device behaviors and 
traffic profiles, we categorize home IoT devices into two broad 
classes for architectural design: 

 High-throughput devices include video cameras, media 
hubs, etc., generating high volumes of multimedia 
traffic. The patterns are more complex and variable. 

 Low-throughput devices consist of simpler sensors and 
controllers for lighting, smoker detectors, etc., with 
minimal traffic. The patterns tend to be regular and 
predictable.  

Accordingly, in the next section, we propose a multi-
component IDS architecture to secure the smart home. 

TABLE I.  DEVICES TRAFFIC CHARACTERISTICS 

Device Category 
Device Data 

Subcategory Behavior Size Timing 

Smart TV Basic, Smart Intermittent streaming 
Bimodal (control + audio 
packets) 

Bursty during use and 
periodic otherwise 

Smart Speaker 
Audio streaming, Voice 

assistant, Smart display 
Mostly control commands Uniformly small Event-driven/periodic 

Smart lightbulb 
Tunable white, RGB, Motion 
sensor 

Continuous video 
Bimodal (small + large video 
packets) 

Periodic real-time streaming 

IP camera 
Video doorbell, Baby 

monitor, Security camera 
Infrequent controls Uniformly small 

Periodic polling + event-

driven 

Smart thermostat 
Self-contained, HVAC 

integrated 
Intermittent traffic 

Bimodal (control + firmware 

updates) 
Periodic sensors updates 

Smart fridge 
Display model, Bottom-

freezer model 
Sparse controls Uniformly small 

Infrequent periodic 

keepalives 

Smart lock Bluetooth, WiFi, Z-Wave Activated when used Small control packets Event-driven only 

Garage door opener 
WiFi/Bluetooth connected, 

Remote controlled 
Intermittent controls Small control packets Periodic + event-driven 

Smart blinds 
Motorized, App/voice 
controlled 

Sparse status report Small power toggling packets Periodic status updates 

Smart plug Controllable, Monitored Event-driven alerts Small alert packets 
Sporadic alarms, periodic 

heartbeats 

Smoke detector Integrated, Smart alarm Regularly scheduled operation Small control/status packets 
Periodic polling + daily 

schedules 

Irrigation controller 
App connected, Weather 

adjusted 
Intermittent streaming Packet Size Distribution Packet Timing Distribution 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 1, 2024 

940 | P a g e  

www.ijacsa.thesai.org 

IV. ARCHITECTURAL DESIGN AND MODEL SELECTION 

A. Architecture Design 

The core of our proposed intrusion detection system 
comprises a multi-component architecture tailored to secure 
diverse IoT devices in smart home environments. Our design 
meets the following key requirements: real-time detection 
capability, adaptability to evolving behaviors, detection 
accuracy for known and zero-day attacks, and computational 
efficiency to operate given smart home resource constraints. 

The modular architecture allows customizing specific 
components to address deployment-specific needs. The IoT 
devices would commonly be connected to a local network, 
including a gateway or router, to manage network traffic and 
connect to the Internet. The network commonly includes a mix 
of wired and wireless connections, depending on the specific 
devices used, and HTTP(S), MQTT, CoAP, and Zigbee are the 
common IoT-used protocols. Furthermore, smart home often 
has a network firewall and other basic security measures for 
each device the manufacturer provides. The security threats 
landscape includes denial or distributed denial of service 
(DoS/DDoS) attacks, malware or ransomware attacks, 
unauthorized access or intrusion attempts, and data breaches or 
exfiltration attempts. We add a layer for intrusion detection that 
stays behind the firewall. Mainly the NIDS system includes the 
following components: 

 Traffic Inspector capturing and pre-processing all 
device traffic flows. It mainly  (1) captures raw network 
traffic using port mirroring, (2) extracts flow-based 
features like source/destination IP, ports, packet sizes, 
etc., (3) tags flow with device identities from logs, and 
(4) forwards processed flows to Device Profiler. 

 Device Profiler identifies and assigns device type to a 
high/low throughput category. It mainly (1) maintains 
an inventory of identified IoT devices, (2) classifies 
devices into high or low throughput groups, and (3) 
pushes device type and group to ML Model Selector. 

 ML Model Selector chooses the optimal intrusion 
detection model for that device type. It mainly (1) 
houses a catalog of optimized ML models for each 
device group, (2) models tailored for the complexity 
and behaviors of that group, (3) queries device group 
for a flow from Device Profiler and (4) dynamically it 
selects the matching model for anomaly detection. 

 Model Repository contains specialized ML models 
tailored for each device class. It mainly (1) stores 
specialized ML models, (2) contains different 
algorithms that suit traffic complexities, and (3) 
includes models pre-trained on normal and attack 
device data. 

 Intrusion Detector to analyze traffic for intrusion using 
a selected model. It mainly (1) receives network traffic 
flow features, (2) feeds to Model Selector chosen 
model, (3) the model analyzes the sequence for 
intrusions, and (4) the classifier flags intrusion if found. 

 Alert Manager raising intrusion alerts as needed with 
attack details. It mainly (1) collects intrusion alerts from 
Intrusion Detector, (2) provides details like affected 
device attack type, and (3) raises notifications to admin 
and response systems. 

We first utilize a Traffic Inspector module that captures raw 
network traffic using port mirroring techniques. It then extracts 
flow-based features like source and destination IPs, ports, 
packet sizes, and tag flows to specific device identities 
obtained from logs. The processed traffic flows are forwarded 
to a Device Profiler component, which maintains an inventory 
of devices identified on the network. Leveraging both domain 
knowledge, the Device Profiler categorizes devices into either 
high throughput or low throughput groups. High throughput 
devices like cameras and media hubs generate higher volumes 
of multimedia network traffic with more complex and variable 
patterns. In contrast, simpler sensors and controllers constitute 
the low throughput group with minimal and regular traffic. 

The device type and group information are passed into an 
ML Model Selector module that maintains a catalog of 
specialized models tailored for each device group. When the 
Model Selector receives a query with the device group for a 
particular traffic flow, it dynamically selects the matching 
specialized model to analyze that flow for intrusions. This 
model repository containing diverse algorithms suited for 
varying traffic complexities is pre-trained on normal and attack 
data generated from devices in the corresponding category. 

An Intrusion Detector module takes the network traffic 
flow features and feeds them into the model instance chosen by 
the Model Selector for that flow. Based on previous learning, 
the selected model analyzes the sequence to detect intrusions, 
finally flagging likely security intrusions. Any intrusion alerts 
are collected by an Alert Manager, who provides details like 
the affected device and attack type to administrators and 
incident response systems. 

B. Architecture Deployment 

Our proposed intrusion detection system's components 
leverage software-defined networking (SDN) capabilities for 
efficient and flexible system deployment [12,13]. The SDN 
controller provides a central orchestration point for the various 
IDS modules [14]. Network switches are configured using 
SDN policies to mirror IoT traffic flows that need to be 
inspected, tapping them to feed into the IDS Traffic Inspector 
module. The centralized network view within the SDN control 
plane also enables mapping these flows to specific IoT devices 
on the network. 

A software-defined implementation offers significant 
advantages in flexibility, programmability, and scalability. The 
centralized control plane greatly simplifies tapping into a high 
volume of IoT flows in dynamic environments while 
automating complex policy configurations needed for 
mirroring. Device profiles and policies can be updated easily as 
new IoT devices get added over time. SDN also enables large-
scale deployments with intelligent traffic engineering and 
usage optimization across available IDS resources. Therefore, 
an SDN-based deployment for the intrusion detection 
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infrastructure makes our IDS more agile and adaptive, mainly 
as smart home IoT adoption grows exponentially. 

Practically, the core detection modules of the IDS, 
including the Device Profiler, ML  model Selector, and 
Intrusion Detector, are implemented as virtualized network 
functions (VNFs). By leveraging VNFs and placing them 
flexibly on commodity servers, we scale out these modules on 
demand to meet the throughput needs of real-time detection 
across many IoT devices. As device diversity expands or new 
models are added to the model repository, more VNF instances 
can be spun up accordingly. The global view allows the SDN 
controller to intelligently load balance traffic flows across the 
VNF resources for optimal efficiency. 

The VNF-based deployment can leverage both cloud and 
edge computing approaches: (1) Cloud-based Deployment 
where the VNFs for the IDS components like Traffic Inspector, 
Device Profiler, Model Repository, and Intrusion Detector can 
be hosted on virtual machines or containers in a private or 
public cloud. This allows leveraging cloud platforms' 
flexibility, scalability and managed services. The globally 
distributed nature of major cloud providers also allows VNFs 
to be placed closer to IoT deployments for lower latency. 
However, wide-area network traffic and cloud usage costs may 
be concerns. (2) Edge Computing Deployment, where we 
deploy the VNFs on edge servers directly located in smart 
homes. Edge computing overcomes cloud-based analysis's 
latency and bandwidth challenges by processing data locally. It 
provides better responsiveness for real-time intrusion detection 
[15, 16]. Edge servers can also interface with hardware 
accelerators for efficient ML model inference. While cloud and 
edge are viable deployment options, edge computing is better 
aligned to meet the low latency requirements for real-time 
intrusion detection across smart home installations. Indeed, the 
proximity of edge servers to IoT environments makes the IDS 
more adaptive. 

The deployment experimentation can be performed by an 
SDN testbed where we integrate the edge computing-based 
deployment with the Mininet/Ryu [17]. Mainly, we set up edge 
computing nodes in the Mininet topology to host the VNFs 
(Device Profiler, Model repository, Intrusion Detector). These 
would consist of lightweight Docker containers. Then, we 
configure the Ryu controller to steer copies of IoT traffic flows 
to the nearest edge node for intrusion detection analysis. This 
mimics real-world edge deployment. The VNF containers 
process the mirrored device traffic, generate alerts if needed, 
and export IDS telemetry data. We expose the VNFs via REST 
APIs for integration with the Ryu controller and monitoring 
software and evaluate overall latency from the IoT devices to 
the edge-based IDS VNFs during attack scenarios in Mininet. 
We can then analyze the responsiveness, overhead, and 
accuracy relative to an Edge-based deployment. This 
deployment allows prototyping and demonstrating the benefits 
of edge computing for IoT environments, leveraging Ryu's 
programmability and Mininet's flexibility. Automated traffic 
steering to nearby edge nodes also validates the low latency 
premise. 

C. Architecture Suitability 

Following, we discuss how the proposed modular multi-
components IDS architecture design and its SDN-based 
deployment, along with the Edge-computing technology, help 
to meet key requirements of real-time detection, adaptability, 
and accuracy: 

1) Real-time detection capability: The lean and 

specialized machine learning models ensure low latency 

between packet capture by the Traffic Inspector and intrusion 

alert generation by the Intrusion Detector. In the next section, 

we will show that the selected models are optimized for 

efficiency without sacrificing detection accuracy. The 

virtualized deployment also allows dynamic scaling of 

detection modules to match incoming traffic volumes. 

Together, these allow the IDS to provide real-time, sub-second 

analysis of IoT traffic flows to meet real-time detection needs. 

2) Adaptability to evolving behaviors: The feedback loop 

from the Device Profiler to the ML Model Selector allows the 

system to adapt to changes in device behaviors over time. As 

traffic patterns change, updated device profiles trigger 

selection of different models tailored to new behaviors. The 

models themselves, through re-training, will also adapt during 

operational use as they observe more data. This tight 

integration between device knowledge and flexible model 

selection allows the IDS to adjust to evolving IoT 

environments. 

3) Detection accuracy: The model repository for the 

device category allows highly accurate intrusion detection 

based on specific device profiles. Tailoring models to capture 

different IoT devices' normal/attack behavior patterns results 

in a solution that outperforms one-size-fits-all approaches. 

V. INTRUSION DETECTION MODELS BENCHMARKING 

A. Methodology and Dataset 

As per our proposed methodology, we leverage the 
CICIoT2023 dataset in [18] to categorize smart home IoT 
devices based on network traffic profiles and select suitable 
ML models for intrusion detection accordingly. The 
CICIoT2023 dataset has been created to accelerate research 
into security analytics and intrusion detection systems tailored 
for smart home IoT environments. It contains network traffic 
captures from an extensive smart home IoT testbed comprising 
over 100 heterogeneous devices. The key value of CICIoT2023 
lies in the 33 contemporary IoT-focused attacks spanning 
seven categories executed on the devices. Many of these attack 
types are unavailable in other IoT IDS datasets. The attacks 
leverage compromised IoT devices to penetrate the network, 
enabling the evaluation of multi-vector IoT threats. Therefore, 
CICIoT2023 is an invaluable, up-to-date resource for further 
research into robust intrusion detection tailored for smart home 
IoT environments facing escalating threats. Moreover, the 
CICIoT2023 experiments provide data-driven guidance for 
model selection in our multi-component IDS architecture that 
analyzes runtime traffic profiles to pick the optimal intrusion 
detection model tailored to IoT device behaviors and 
capacities. 
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The CICIoT2023 is an unbalanced dataset since it is attack 
intensive. We deploy the SMOT technique to generate a 
balanced dataset sample. Then, we subsample each dataset into 
low and high-traffic flow groups that align with our taxonomy 
of simple and complex IoT devices, respectively. The 
CICIoT2023 dataset contains 46 features describing the traffic 
flows. The flow rate in packets/second feature is the most 
discriminative feature for this clustering across all the available 
dataset attributes. Then, we experiment with various models on 
both traffic datasets (balanced and unbalanced), measuring 
evaluation and model efficiency metrics. Comparing these 
metrics reveals how different algorithms fare in detecting IoT 
intrusions for simple and complex device categories, 
respectively. Additionally, we benchmark the models on the 
full dataset to validate the improvements gained from our 
approach of tailored model selection per device traffic profiles. 
By correlating the model evaluation and efficiency metrics, we 
can determine the detection accuracy and precision vs. latency 
tradeoff and evaluate our meeting degree to our key IDS 
objectives around real-time alerts, adaptability to varying 
traffic volumes and attack types, and detection precision for 
IoT environments within typical resource constraints. 

B. Models Selection 

1) Intuitive analysis of models' suitability: We intuitively 

discuss here the suitability of the ML models for the IDS 

requirements in our context. Tree-based models construct 

multiple shallow decision trees. They capture nonlinear 

interactions and complex patterns like network attacks through 

branching decisions; the tree ensembles balance bias and 

variance. The tree architectures also suit evolving data through 

continuous model updates and handheld high-dimensional 

network data. Support vector machine (SVM) is known for its 

effectiveness with high dimensional multimodal data, but its 

complexity impacts real-time performance. While Deep 

learning models, based on many neural networks, identify 

complex patterns and capture sequential dependencies, 

helping detect multi-stage attacks, they require significant data 

and computing resources that may not suit resource-

constrained IoT context. One interesting approach to reducing 

this complexity is the Extreme Learning Machine (ELM) [11], 

a fast, single-layer feedforward neural network for 

classification and regression. They randomly initialize input 

layer weights and analytically determine output weights. This 

allows very fast model training suited for real-time usage. 

Intuitively, the tree ensemble and ELM class of models 
seem optimal for balancing efficiency, accuracy, and 
adaptability within typical IoT constraints. The modular 
architecture enables deploying complex models like support 
vector machine or deep learning techniques selectively for 
capable devices while using tree ensemble and ELM for most 
real-time detection. The Model Selector dynamically handles 
this model assignment per device profile. Based on this 
intuitive analysis, we selected the following set of ML models 
for benchmarking. Following is a brief description of each 
model: 

2) Benchmarked models: We select 12 models to perform 

our benchmark. Six of them are variants of the ELM, which 

intuitively brings a promising adequacy for our design 

requirements. We experiment with its variants [19-23]: 

 Kernel ELM is an extension of basic ELM that applies 
kernel functions like sigmoid, radial basis function 
(RBF), hyperbolic tangent (tanh), etc., to non-linearly 
map the input data to new feature spaces before output 
weight computation. This adds nonlinearity to improve 
model learning capability for complex patterns. 

 Regularized ELM imposes additional constraints on 
optimizing the output weights matrix calculation. 
Regularization parameters control model complexity to 
prevent overfitting, enabling more robust intrusion 
detection. 

 Weighted ELM introduces random scaling factors or 
weights when multiplying the input layer feature values 
during forward propagation. This acts as a regularizer 
like dropout techniques in neural networks, reducing 
inter-dependencies and improving generalizability. 

 OS-ELM (Online Sequential ELM) is the online 
sequential version of ELM that processes streaming 
data instance-by-instance for model updates rather than 
batch learning. This fast incremental learning allows 
continuous real-time model adaptation, useful for 
evolving traffic in our context. 

 Voting ELM is an ensemble method that trains multiple 
OS-ELM models on bootstrap samples of the original 
data. During prediction, the OS-ELM outputs are 
aggregated through voting to output the overall class. 

 Bagging ELM is another ensemble technique using 
bootstrap sampling to train multiple OS-ELM models. 
The predictions are aggregated by weighted averaging 
rather than voting. 

 The other six used  ML models in the benchmarking are 
[24-27]: 

 Logistic regression is a linear classification model that 
assigns probabilities to data points belonging to classes 
using the logistic/sigmoid function. It is fast to train but 
assumes linear decision boundaries. 

 Decision Tree is a simple hierarchical model with 
branching decisions based on feature thresholds. It is 
interpretable but prone to overfitting with noisy IoT 
data. 

 Random Forest is an ensemble method combining 
predictions from many uncorrelated decision trees. It 
averages out bias and variance for robust performance 
despite some complexity. 

 AdaBoost is another ensemble technique that iteratively 
focuses on misclassified instances. It can reduce bias 
and variance errors despite the complexity cost. 
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 XGBoost is a scalable tree-boosting system for both 
classification and regression. It uses regularized model 
formalization for controllable complexity and prevents 
overfitting. 

 LightGBM is a gradient-boosting framework 
specifically engineered for efficiency, performance, and 
lower memory usage. 

C. Performance Metrics 

 We choose the following key evaluation metrics for 
assessing our benchmark models' performance: 

 Training Time (s): selecting efficient models is crucial 
for real-time model updates as new devices get added 
and data change in volume and nature. Therefore, lower 
training time is better. 

 Prediction Time (s) measures classifying flow instances. 
It impacts the real-time intrusion alert generation 
capability. Therefore, a lower prediction time is better. 

 Latency Time (s) is the sum of training and prediction 
times reflecting the end-to-end delay from data 
ingestion to producing an alert. This metric is directly 
relevant for real-time adaptative detection needs. 

 Memory Usage (MB) measures the RAM consumed 
during model training and inference. It is important due 
to memory constraints in embedded IoT devices. 

 Accuracy is the fraction of correctly classified 
instances. It provides an overall performance measure 
but can be misleading for imbalanced data. 

 Precision is the fraction calculated by dividing True 
Positives over the sum of True Positives and False 
Positives. It is important to minimize false alarms 
which disrupt users. 

 Recall is the fraction calculated by dividing True 
Positives by the sum of True Positives and False 
Negatives. It is crucial to maximize the detection of 
actual attacks and intrusions. 

 F1 score is a harmonic mean of precision and recall 
balancing both metrics. It provides a good measure of 
detection capability. 

Analyzing the latency time tradeoff with accuracy and 
other metrics allows us to determine the models most suited to 
real-time, adaptive intrusion detection requirements in smart 
home IoT environments. 

VI. RESULTS AND DISCUSSION 

The results presented for the various machine learning 
models indicate a diverse range of performance outcomes, with 
particular interest in the balance between latency and detection 
metrics such as accuracy and precision. Since we have two 
datasets (unbalanced and balanced), the figures show the 
precision metric related to latency times for the unbalanced 
dataset since the accuracy can be misleading for unbalanced 

datasets. This is in contrast to the balanced dataset, where 
accuracy is appropriate. We generated 8*3*2 plots for the 12 
models since we measured 8 metrics  (training time, prediction 
time, latency time, memory usage, accuracy, precision, recall, 
and F1 score) for 3 datasets (low rate, high rate, and low + high 
rate) sampled from 2 datasets (unbalanced and balanced). 
Hereafter, we show a subset of the plots most related to the 
IDS architecture design requirement: real-time, 
accuracy/precision, and adaptability. 

A. Devices with Low-rate Traffic 

For the unbalanced CICIOT2023 dataset, Fig. 1 and Fig. 2 
show that the Extreme Learning Machine algorithms 
demonstrate fast training and prediction latency times, meeting 
real-time intrusion detection needs. Specifically, the 
Regularized ELM provides the best balance with strong 
precision and total latency time. Decision Tree has low latency, 
making it a good candidate for low-rate devices, as intuitively 
predicted. In contrast, ensemble methods can enhance precision 
but have high training times. 

For the balanced dataset, the Regularized ELM has the 
shortest training time at 1.0281 seconds, contributing to a low 
overall latency time of 1.3915 seconds when combined with its 
prediction time. This suggests that Regularized ELM is highly 
suitable for real-time applications where quick model training 
and prediction are critical. However, the regulated ELM has 
high precision and recall while maintaining 99.7% accuracy, 
slightly lower than other models. This combination of speed 
and reliability makes it the top choice if minimizing detection 
delay is critical. On the other end of the spectrum, ensemble 
methods like Random Forest, AdaBoost, XGBoost, and 
LightGBM have significantly longer training times, 
contributing to their higher overall latency times making them 
less suitable for real-time intrusion detection. 

Furthermore, the memory usage across all ELM models is 
relatively smaller than the other models. An interesting outlier 
is the Decision Tree model, which has low latency similar to 
ELM methods. The models are fairly consistent regarding 
memory usage, ranging from 1-1.1 GB, which is acceptable for 
Edge-computing intrusion detection architecture. 

B. Devices with High-rate Traffic 

Fig. 3 and Fig. 4 show that the ELM variants (OS-ELM, 
Kernel ELM, Regularized ELM, Weighted ELM) have very 
low latency times, under two seconds. This makes them well-
suited for real-time intrusion detection, where getting alerts 
quickly is critical. However, their detection accuracy is slightly 
lower than that of ensemble methods, which are slightly 
accurate but come at the cost of higher latency times. This 
suggests that Regularized ELM is particularly well-suited for 
environments where rapid detection is critical and resources 
may be limited, which fits our case. In contrast, tree ensemble 
methods show higher latency times, with AdaBoost reaching 
up to 15.9998 seconds. However, these models exhibit 
excellent detection performance. The tradeoff is between the 
higher computational and time costs against the benefit of 
potentially more accurate detection. 
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Fig. 1. Low-rate device training, prediction, latency times, and memory usage for unbalanced and balanced datasets. 

 
Fig. 2. Latency time according to precision (resp. accuracy) for unbalanced (resp balanced) datasets. 
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Fig. 3. High-rate device training, prediction, latency times, and memory usage for unbalanced and balanced datasets. 

  

Fig. 4. Latency time according to precision (resp. accuracy) for unbalanced (resp balanced) datasets.
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The ELM variants have the lowest training and prediction 
times for the balanced dataset. This enables very fast intrusion 
detection, suitable for real-time intrusion alerting. Regularized 
ELM stands out with high accuracy, precision, recall, and F1 
scores at 99% despite having the lowest latency of just 1.44 
seconds. This demonstrates it can deliver both speed and 
accuracy. The ensemble methods achieve nearly perfect 
evaluation metrics but with prohibitive training times. Their 
high latency makes them impractical for time-critical detection. 
Memory usage hovers between 1.1-1.3GB for most models 
with the lowest value of ELM variants. This confirms the 
adequacy of complex models for the high-rate devices 
reflecting the complexity of the traffic pattern. 

C. Devices with Low+high Rate Traffic 

Fig. 5 and Fig. 6 show that the Regularized ELM offers an 
impressive balance between speed and performance, with the 
lowest training time of 0.9867 seconds and a very competitive 
prediction time of 0.3748 seconds, resulting in a total latency 
of 1.3615 seconds. This is complemented by high accuracy 

(0.9986), precision (0.9989), and an F1 score (0.9993), making 
it a strong candidate for real-time applications where both 
speed and accuracy are critical. In contrast, ensemble methods 
exhibit higher latency times, ranging from 7.9752 to 31.2592 
seconds, but with high accuracy and precision. 

The memory usage metric indicates that all models are 
relatively memory-intensive, with usage ranging from 
1601.1875 to 1720.7383 MB. This is a limiting factor in 
resource-constrained environments, such as our edge 
computing, and confirms our architecture's suitability, which 
separates the traffic into two groups to master the time and 
memory usage consumption. 

The training times align with overall latency, with the ELM 
models being the fastest to train while the ensemble methods 
are slower. Prediction times are consistently low across the 
models. Memory usage hovers between 1.6-1.7GB for most 
models, up to 1.72 GB for LightGBM. So, memory is unlikely 
to be a constraint. 

 

 
Fig. 5. High-rate device training, prediction, latency times, and memory usage for unbalanced and balanced datasets. 
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Fig. 6. Latency time according to precision (resp. accuracy) for  unbalanced (resp balanced) datasets. 

For the balanced dataset, the ELM variants (OS-ELM, 
Kernel ELM, Regularized ELM) deliver the fastest 
performance with training and prediction times under 1 second, 
maintaining near-perfect accuracy. The low latency makes 
them optimal for real-time usage. Conversely, ensemble 
methods like Random Forest, AdaBoost, XGBoost, and 
LightGBM achieve near-perfect scores on all metrics but at the 
cost of very high training times, from 137 to over 248 seconds. 
Their latency is prohibitive for time-critical detection. 

Memory usage is reasonably consistent for most models 
between 1.8 GB and 2GB, which could be limiting for 
memory-constrained environments. The extreme learner 
methods have lower memory requirements that may suit 
resource-limited IoT devices better. 

VII. CONCLUSION AND FUTURE WORK 

In this paper, we built a simple taxonomy to separate 
devices into two broad categories: one with high-volume and 
complex patterns and low-rate and simple traffic patterns. 
Based on this categorization, we design a suitable NIDS 
architecture and select machine learning models that are most 
adequate for each device type and traffic profile. The models 
are chosen based on detection accuracy, computational 
efficiency, and ability to handle complex traffic patterns. For 
that, we leverage the new CICIoT2023 dataset containing up to 
date IoT network traffic data with different realistic attacks. 
Using this dataset, we evaluate various machine learning 
models to develop an IDS focused on real-time, adaptive 
detection of intrusions specific to IoT devices. 

We optimized the intrusion detection capabilities across 
smart home IoT deployments by matching the right models to 
the specific use case requirements around timing, accuracy, 
and resource constraints. The benchmark analysis guides on 
selecting between fast ELM variants versus slower but more 
precise ensemble methods. For low throughput IoT devices 
with minimal, regular traffic patterns, simpler models like 

decision trees provide efficient and fast anomaly detection. 
Their basic architectures allow quick training and scoring to 
enable real-time intrusion alerting. In contrast, high throughput 
multimedia devices require more advanced models like 
Regularized ELM to capture complex and evolving traffic 
patterns while maintaining low latency. The nonlinear 
mappings and optimized complexity in Regularized ELM 
balance speed and accuracy. So, the device traffic profiles and 
characteristics directly inform the machine learning model 
selection to optimize detection capabilities. The benchmark 
analysis maps models to the specific performance needs driven 
by the IoT taxonomy of low and high throughput groups. This 
specialized, profile-based model assignment enhances both 
efficiency and security. 

As a future work, we intend to deploy and evaluate the 
system in a real-world smart home environment at scale to 
assess performance with live traffic and attacks. We will also 
enhance the capability of the system to become intrusion 
detection and prevention system by correlating intrusion alerts 
with device vulnerabilities and risk profiles to harden IoT 
device configurations through SDN dynamically. 
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Abstract—In the field of audio style conversion research, the 
application of AutoML and big data analysis has shown great 
potential. The study used AutoML and big data analysis methods 
to conduct deep learning on audio styles, especially in style 
transitions between flutes and violins. The results show that using 
iterative learning for audio style conversion training, the training 
curve tends to stabilize after 100 iterations, while the validation 
curve reaches stability after 175 iterations. In terms of efficiency 
analysis, the efficiency of the yellow curve and the green curve 
reached 1.05 and 1.34, respectively, with the latter being 
significantly more efficient. This study achieved significant 
results in audio style conversion through the application of 
AutoML and big data analysis, successfully improving 
conversion accuracy. This progress has practical application 
value in multiple fields, including music production and sound 
effect design. 

Keywords—AutoML; audio style conversion; machine 
learning; big data analysis; adain module 

I. INTRODUCTION 
Audio style conversion, as an important branch in the field 

of audio processing, has always been the focus of researchers. 
The transformation of audio style aims to make subtle 
adjustments to the characteristics of audio without loss, such as 
time domain, frequency domain, timbre, pitch, etc., while 
retaining the essential information of audio [1-2]. The 
implementation of this transformation has a profound impact 
on many fields such as music production, speech synthesis, and 
oral teaching [3-4]. However, traditional audio style conversion 
methods often require a large amount of manual feature 
extraction and complex algorithm design. This limits the 
research process of audio style conversion. At present, to solve 
the above problems, most scholars advocate the introduction of 
data analysis to achieve various audio processing. But in this 
way, automatic search and optimization of audio conversion 
models and parameters can be achieved [5-6]. Meanwhile, this 
study also extracts valuable style information from massive 
audio data through big data analysis, further improving the 
accuracy and naturalness of audio style conversion. Integrating 
AutoML into audio style conversion research directly 
addresses the inefficiencies of current methodologies. This 
provides a systematic approach to model selection and 
parameter tuning, which is critical for enhancing the 
practicality and accessibility of audio style transformations. 
The innovation of research is mainly manifested in two 
aspects. AutoML is introduced into the research of audio style 
conversion to achieve automated search and optimization of 
audio conversion models, with the aim of improving the 
efficiency of audio style conversion. The second is to use big 

data analysis methods to extract style information from 
massive audio data, making audio style conversion more 
accurate and natural. The research contributions consist of 
developing an AutoML-based framework for optimizing audio 
style conversion models efficiently, introducing big data 
analytics for extracting precise style features, establishing a 
benchmark dataset for comparative analysis that demonstrates 
enhanced conversion accuracy and naturalness, and validating 
real-world applications across music production, speech 
synthesis, and language learning. This study also provides new 
research methods and ideas for other related fields, with broad 
application prospects and important academic value. The 
research will be conducted in four parts. The first part is an 
overview of audio style conversion on the grounds of AutoML 
and big data analysis. The second part is the research on audio 
style conversion on the grounds of AutoML and big data 
analysis. The third is the experimental verification of the 
second. The fourth is a summary of the research content and 
points out the demerits. 

II. RELATED WORKS 
Audio style conversion has always been an essential 

research topic in the audio processing, with the goal of 
achieving lossless conversion of audio styles while maintaining 
the original audio information. Li J et al. presented a novel 
ALRW method. The research results indicate that this method 
could markedly decrease compensation information. And it 
exhibits strong robustness to common operations. In the 
absence of an attack, it is possible to recover the covered audio 
signal without loss [7]. Lin F et al. presented a new text audio 
sentiment analysis framework called StyleBERT, which 
enhances unimodal sentiment information representation by 
learning different modal styles and reduces dependence on 
fusion. The research results indicate that StyleBERT performs 
excellently on multiple benchmark datasets, markedly superior 
to state-of-the-art multimodal baselines, and is an effective 
multimodal sentiment analysis framework [8]. Chen B and 
other scholars proposed a non-parallel data to speech 
conversion technology on the grounds of data augmentation - 
ParaGen. The experiment showcases that ParaGen can 
effectively convert the speaker identity of the source speech to 
the target speaker while preserving the local speaking style. 
And the converted speech possesses more excellent speech 
naturalness and speaker similarity than the statistical parameter 
speech synthesis system [9]. Xu D et al. proposed a bipolar 
phase shift modulation single-stage inverter for efficient and 
low distortion audio amplification. The research results were 
validated through a prototype with an output power of 200kHz 
and 250W. It demonstrates the effectiveness of the proposed 
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BPSM • FBAC-SSI method in improving the efficiency of 
audio amplifiers and reducing distortion [10]. Chandrakar R et 
al. proposed an enhanced system for automatic motion object 
detection and tracking using RBF-FDLNN and CFR 
algorithms. It can effectively handle the problem of motion 
target detection and tracking in traffic monitoring. The research 
results indicate that the proposed RBF-FDLNN classifier 
performs better than other existing methods in video frame 
object detection, proving the effectiveness of this method [11]. 

However, traditional audio style conversion methods rely 
on complex algorithm design and a large amount of manual 
feature extraction. This to some extent limits the development 
of audio style conversion technology. Zhang J presented a 
music feature extraction and classification model on the 
grounds of convolutional neural networks. The research results 
indicate that this method outperforms traditional manual 
models and machine learning based methods in music feature 
extraction and classification. This effectively addresses the 
shortcomings of traditional methods in feature selection and 
multi classification [12]. Singh P K et al. proposed new feature 
descriptor-binary image symbolization, for recognizing 
handwritten digits of different texts. The research results 
indicate that the symbolic feature descriptors of binary images 
have high script invariance, and can maintain high recognition 
rates even in mixed use of text [13]. Jiang ZG et al. proposed a 
segmentation and keyframe extraction method for video 
behavior recognition, and further proposed an improved 
vehicle detection algorithm on the grounds of fast R-CNN. The 
research results indicate that the application of keyframe 
extraction technology and optimized fast R-CNN model 
significantly improves the accuracy of vehicle detection, 
reduces missed detections, and demonstrates satisfactory 
detection rates [14]. Jia Z et al. proposed domain invariant 
feature extraction and fusion. The research results indicate that 
domain invariant feature extraction and fusion methods have 
achieved significant performance improvements on multiple 
datasets, effectively addressing the challenge of cross domain 
character re recognition [15]. Grzegorowski et al. proposed a 
supply management solution that considers individual delivery 
plans for each location. The research outcomes demonstrate 
that the method could markedly handle high uncertainty in data 
and effectively solve the cold start problem of vending 
machine networks [16]. 

Wu SL et al. utilized the advantages of Transformer and 
VAE to propose MuseMorphose for music generation, which is 
characterized by the user's ability to control style attributes. 
The results showed that MuseMorphose exceeded the RNN 
baseline in style transfer metrics [17]. Rashid A B et al. 
proposed an automatic detection model for student learning 
style in a learning management system based on online 
learning activities. The research shows that this model can 
assist educators in optimizing teaching content and 
recommending suitable learning materials based on student 
characteristics [18]. Chen et al. proposed reinforcement 
learning based audiovisual speech recognition framework 
MSRL, which focuses on stable supplementary information of 
visual modalities. The research results show that MSRL 
achieves the best performance on the LRS3 dataset, especially 

demonstrating better universality in unknown noise testing 
[19]. 

In summary, existing research results indicate that AutoML 
can achieve automatic recognition and conversion of audio 
styles, which helps to solve the efficiency and accuracy 
problems of traditional methods in large-scale data processing. 
However, the complexity and diversity of audio data 
processing, such as feature extraction and model selection, 
remain challenges that limit the comprehensive application of 
AutoML. These technologies also need to be further optimized 
in practical scenarios such as music creation and speech 
synthesis. In view of this, this study aims to develop stronger 
audio feature extraction algorithms and establish effective 
model evaluation methods. And it is necessary to study how to 
better integrate these technologies into practical applications to 
maximize the potential of AutoML in audio processing. 
AutoML's advancement in audio style conversion heralds new 
creative horizons in music production, elevates speech 
synthesis realism, and promises tailored, immersive language 
learning experiences that are revolutionizing multiple 
industries. 

III. AUDIO STYLE CONVERSION METHODS ON THE 
GROUNDS OF AUTOML AND BIG DATA ANALYSIS 

This study combines an improved VGG and EfficientNet 
feature extraction network to deeply extract audio data 
features. It utilizes Adain based normalization modules and 
feature decoding networks to achieve lossless audio style 
conversion. It combines AutoML and big data analysis to 
construct an automatically optimized audio style conversion 
model to improve conversion efficiency and accuracy. This 
study integrates the latest machine learning techniques into 
audio processing, providing a new research perspective for the 
development of audio style conversion technology. 

A. Based on Improved VGG and EfficientNet Feature 
Extraction Network 
Audio style conversion relies on deep learning to 

automatically extract features, obtaining abstract and robust 
features. The VGG network has fewer parameters and requires 
less computing resources. The new EfficientNet breaks the 
convention of improving network performance in a single 
dimension by adjusting input resolution, depth, and width, 
achieving a balance between accuracy and efficiency [20-21]. 
The VGG-16 network uses small convolutional kernels instead 
of large ones to enhance model nonlinearity, reduce 
computational complexity, and remove fully connected layers 
(FCL). Then it changes the pooling layer to a convolutional 
layer with a stride of 2, and uses a swish activation function to 
improve model performance. EfficientNet extracts useful 
features in audio style conversion, compares feature 
representations, and predicts the effect of style conversion. The 
optimization process relies on the loss function, and the smaller 
the loss function, the higher the accuracy of the model. 
Therefore, EfficientNet and VGG networks have important 
application value in the study of audio style conversion 
[22-23]. The mean square error is shown in Eq. (1). 
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In Eq. (1), iy  serves as the actual value, ( )if x  serves as 

the predicted value, and ( )if x  serves as the number of 
samples. The backpropagation of gradient information is 
crucial for neural network algorithms to self-learn and update. 
The optimized EfficientNet algorithm is showcased in Eq. (2). 

1k k gθ θ α−= − ⋅     (2) 

In Eq. (2), kθ  is the parameter value at the current time, 
α is the learning rate, and g  is the gradient. It increases the 
number of audio processing channels and adds feature layers to 
obtain more audio features. It increases network depth, utilizes 
deep neural networks to improve performance, and enhances 
audio feature extraction. It improves the input audio sampling 
rate, enhances network accuracy, enriches audio features, and 
reduces information loss. From this, it can be concluded that 
the tensor of the network output is shown in Eq. (3). 

( )i i iY F X=      (3) 

In Eq. (3), iX  is the tensor of a specific convolutional 
layer. A deep neural network composed of k  convolutional 
layers is shown in (4). 
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In Eq. (4), �  is the multiplication operation, i  is the 
stage number, and i  is a single operation. Scaling the model 
could enhance the accuracy of the network within the limits of 
memory and computational complexity, as shown in Eq. (5). 

( )( )

( ) ( )
, ,

,
ˆˆ ˆ

1

max , ,

, , , , r R
i I i

d w r

d L
i r H W Ci S

Accuracy N d w r

s t N d w r F X
⋅=





=



2
�

  (5) 

In Eq. (5), d , w , and r  represent the scaled depth, 
width, and resolution, respectively. In EfficientNet, achieving 
composite optimization by simultaneously scaling three 
dimensions at appropriate proportions could enhance the 
performance and classification accuracy of the network. This 
could also decrease the computational complexity of the model 
and enhance the performance of the network. The MBConv 
module used internally is the core structure, which is a unique 
feature extraction structure of EfficientNet. The 
two-dimensional view is efficiently extracted during the 
continuous stacking process in the Block layer. The MBConv 
module is shown in Fig. 1. 

In Fig. 1, EfficientNet first performs pointwise convolution 
on the input feature map and adjusts the expansion ratio by 
changing the output channel dimension. Then it performs deep 
convolution, reducing the dimension to the original number of 
channels, and then performs point by point convolution again. 
This network module integrates compression and arousal of 
network attention to focus on channel features. The feature 
map is processed by stacking 32 MBConvs, and then 
sequentially passes through one-dimensional convolutional 
layers, global average pooling 2D, and FCL to generate feature 
vectors with a dimension of 2640. EfficientNet reduces the 
computational complexity of the network through deep 
convolution and point by point convolution, compared to 
conventional convolution operations. The schematic diagram 
of EfficientNet network structure is showcased in Fig. 2. 

Point by point convolution 
PointwiseConv2D(1×1)conv2D

BatchNormalization Swish

Deep convolution 
DepthwiseConv2D(k×k)

BatchNormalization Swish

Global Average pooling 
Conv2D(1×1)Swish

Conv2D(1×1)Sigmoid

Point by point convolution 
PointwiseConv2D(1×1)

BatchNormalization
Dropout_connect

Imput

SE Module
× 

+ 
 

Fig. 1. MBConv module. 
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Fig. 2. EfficientNet network structure diagram. 

In Fig. 2, EfficientNet utilizes MBConv as the backbone 
network, which originates from MobileNet V2. MBConv 
includes a regular convolution, a deep convolution (including 
BN and Swish), an SE module, another regular convolution 
(for dimensionality reduction, including BN), and a Droupout 
layer. The SE module contains a global average pooling and 
two FCL. The quantity of nodes in the first FCL is equal to the 
quantity of channels in the feature matrix of the input 
MBConv, and the activation function is Swish. The quantity of 
nodes in the second FCL is equal to the number of channels in 
the output feature matrix of the deep convolutional layer, and 
the activation function is sigmoid. 

B. Audio Style Conversion Normalization Module and 
Feature Decoding Network on the Grounds of Adain 
After completing the feature extraction for audio style 

conversion, the next step is to use the Adam based 
normalization module and feature decoding network for audio 
style conversion. In this process, Adain technology is used to 
convert audio features into styles, and then a feature decoding 
network is used to convert the converted features into 
perceptible audio signals. This can achieve style conversion of 
audio. 

The normalization process can make the data distribution 
have a mean of 0 and a variance of 1, which helps to avoid 
gradient vanishing and exploding, thus accelerating the training 
process. When processing large amounts of data, BatchNorm 
needs to use mini batch data to estimate mean and variance, but 
training may become unstable when computing power is 
limited and the input audio data volume is too large. The Adain 
method confirms that the Instance Normalization layer can 
reduce style loss faster than the BN layer, thereby accelerating 
training. The core of Adain is to fuse the features obtained 
from content audio and style audio through an Encoder 
network, and then decode them to obtain style audio. The 
decoding of style audio is shown in Eq. (6). 

( ) ( ) ( )
( ) ( ),

x x
AdaIN x y y y

x
µ

σ µ
σ

 −
= +  

 
  (6) 

In Eq. (6), the content image is x  and the style image is 
y . The current mainstream normalization methods mainly 

include Batch Normalization, Layer Normalization, Instance 
Normalization, Group Normalization, and Switchable 
Normalization. These methods are all on the grounds of 
normalization processing of different dimensions of input 
audio. Specifically, given the dimensions of the input audio as 
(N, C, H, W), different normalization methods choose different 
normalization strategies on these four dimensions. An example 
of centralized normalization is shown in Fig. 3. 

Batch Norm Layer Norm

Instance Norm Group Norm

C

N

H , W

C
N

H , W

C

N

C
N

 
Fig. 3. An example of centralized normalization diagram. 

Batch Normalization is the normalization of NHW on each 
batch. Due to its calculation of mean and variance on each 
batch, if the batch size is too small, the calculated mean and 
variance may not represent the distribution of the entire data, 
which may lead to unstable training and poor performance. 
Layer Normalization is the normalization of CHW for each 
channel direction, mainly applied in RNN networks. Compared 
to Batch Normalization, Layer Normalization solves the 
problem of deep non fixed networks by normalizing all 
neurons in each layer of the deep network, as shown in Eq. (7). 
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In Eq. (7), µ  is the mean and 
lσ  is the variance. 

Instance Normalization is mainly applied in the field of audio 
style conversion, which normalizes audio signals at the pixel 
level. Due to the fact that the generated results mainly rely on 
specific audio samples, it is very suitable for audio stylization, 
which can accelerate model convergence and maintain 
independence between samples. Group normalization is 
achieved by grouping channels and normalizing them within 
the group, and its calculated mean is independent of batch size. 
Therefore, it can solve the impact of batch normalization on 
training results when the batch is small. In the feature map of 
each sample, channels are divided into G groups, each 
containing C/G channels, and the mean and standard deviation 
of these channels are calculated. Switchable Normalization 
combines BN, LN, and IN normalization methods, assigning 
them different weights to enable the network to learn which 
normalization method to use on its own, thus achieving 
adaptive selection of normalization methods. The style 
transition effect is showcased in Fig. 4. 

The decoder and encoder have a symmetrical structure. 
During the audio style conversion, the encoder is responsible 
for feature extraction of the original audio and the target style 
audio. The decoder combines the original audio features and 
style features generated by Adain to generate stylized audio. In 
audio style conversion systems, only the decoder is usually 
trained, while the parameters of the feature extraction and loss 
calculation networks remain unchanged. During the feature 
extraction, downsampling is usually performed through a series 
of convolutions. In the feature decoding stage, it is necessary to 
upsample the features to restore the size of the original audio. 
Common upsampling methods include linear interpolation, 
deconvolution, and deconvolution. Deconvolution is a special 
type of convolution that fills feature audio with zeros and then 
convolves it by rotating the convolution kernel. In decoding 
networks for audio style conversion, interpolation algorithms 

are commonly used for upsampling operations. Deconvolution 
restores feature audio, which operates in the opposite direction 
of convolution and is essentially transposed convolution. The 
relevant schematic diagram is showcased in Fig. 5. 

C. Audio Style Conversion Model on the Grounds of AutoML 
and Big Data Analysis 
Considering the characteristics of audio data and the 

complexity of processing audio data, this study selected an 
audio style conversion model on the grounds of AutoML and 
big data analysis for research. The model utilizes big data 
analysis technology to process massive audio data. And it 
automatically finds the optimal model parameters through 
AutoML to achieve more efficient and accurate audio style 
conversion. The framework structure of the model is set as 
showcased in Fig. 6. 

 
Fig. 4. Style transition effect diagram. 

 
Fig. 5. The relevant schematic diagram. 
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Fig. 6. Functional module execution process. 
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In Fig. 6, considering the characteristics of audio style 
conversion, the audio style conversion process on the grounds 
of AutoML and big data analysis can be mainly divided into 
four stages: preprocessing stage, feature extraction stage, 
model training stage, and style application stage. The 
preprocessing stage is mainly used for cleaning and formatting 
audio data for subsequent processing. The feature extraction 
stage converts audio data into feature vectors that can be 
processed by machine learning models. During the model 
training phase, AutoML is used to automatically search for the 
optimal model parameters, to achieve more efficient and 
accurate audio style conversion. The final style application 
stage applies the trained model to new audio data to complete 
style conversion. The evaluation indicators for audio style 
conversion are shown in Eq. (8). 

i
i

i

m
D

N
=      (8) 

In Eq. (8), im  represents the degree of style distortion of 

the audio sample, and iN  represents the total number of style 
transitions performed. It enhances the accuracy of the model by 
connecting all the encoded features obtained, and the vector 
construction is shown in Eq. (9). 

( ) ( )( )
( )( ) ( )( ) ( )

, max 1

, ,
t t t

t t t t t t

G q a q q a

v Q C q a Q C f a Q dc

 = + + ⋅


= ∩ ∩
 (9) 

In Eq. (9), 
tq  represents the feature number, and 

tdc  
represents the difficulty coefficient of coherent instructions. 
( )G  represents instruction execution combination, ( )Q  

represents encoding format, and ∩  represents connection. It 
uses ReLU activation function to train the autoencoder and 
removes the output layer after completion. Then it uses the 
output of the hidden layer as input in the AutoML model, as 
shown in Eq. (10). 

( )'
t tv FAKT W v b= ⋅ +    (10) 

In Eq. (10), ,W b  represent the weight matrix and bias 
vector for audio execution, respectively. The current state is 
obtained by combining the information processed by the forget 
gate with the input information obtained by the input gate. The 
process is shown in Eq. (11). 

( )'
1

1

,t f t t f

t t t t t
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�
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   (11) 

In Eq. (11), the output gate 
to  determines what 

information to extract from 
tc  on the grounds of 

1th −
, '

tv , 
and the ReLU function, forming a hidden state 

th . Then, 
combined with historical encoding, the attention score is 
calculated using weight factors, as shown in Eq. (12). 

( ) ( )' ' ' '
1 2, tanhT

i t i ts v v v W v W v= +
�   (12) 

In Eq. (12), '
iv  represents the encoding of historical 

sequence information on the grounds of data compression, and 
'
tv  represents the dimensionality reduction encoding of input 

information at time t . ,W v
�  are both network parameters for 

the Department of Science. After weighting, cross entropy can 
be used in machine learning for measuring the difference 
between actual labels and predicted results. Therefore, the 
study uses it as the loss function of the AutoML model, as 
shown in Eq. (13). 

( ) ( ) ( )( )( )1 1 1 1log 1 log 1T T
t t t t t t

t
L a y q a y qδ δ+ + + += − + − −∑ (13) 

In Eq. (13), ( )1
T
t ty qδ +

 and 
1ta +
 represent the predicted 

and true probability distributions, respectively. It assumes that 
X  is one knowledge unit, including n  execution nodes. 

And if the probability of using the execution node 
ix  is 

( ) , 1, 2, ,iP x i n= 2 , then the audio modeling's mastery of the 
execution node is shown in Eq. (14). 

( ) ( ) ( )
21

log
2

n i
ii

A x
Z X P x

=
= −∑   (14) 

In Eq. (14), ( )iA x  represents the execution efficiency of 

the audio at the execution node. ( )iP x  represents the 
probability of the execution node appearing. 

IV. MODELING AND ANALYSIS OF AUDIO STYLE 
CONVERSION ON THE GROUNDS OF AUTOML AND BIG DATA 

ANALYSIS 
It conducts research on audio style transformation modeling 

on the grounds of AutoML and big data analysis, and extracts 
deep features from audio data. Then it utilizes EfficientNet and 
VGG networks to construct an audio style classification and 
transformation model. By comparing different audio features, it 
predicts the performance of audio after different style 
transitions. The experimental environment and dataset 
parameters are showcased in Table I. 

The accuracy changes of the audio style conversion model 
on the conversion of training set audio and validation set audio 
under different iterations are shown in Fig. 7. 
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TABLE I. EXPERIMENTAL ENVIRONMENT AND DATASET PARAMETERS 

Parameter Description Parameter Description 
Operating System Ubuntu 20.04 CUDA Version 11.2 

CuDNN Version 8.1.0 Programming Language Python 3.8 
Parameter Description Parameter Description 
Operating System Ubuntu 20.04 CUDA Version 11.2 

CuDNN Version 8.1.0 Programming Language Python 3.8 
Data Augmentation Add noise, Time stretch Audio Sample Rate 44100 Hz 

Audio Resolution 16 bits Style Audios Styles Classical, Rock, Jazz, Pop 
Total Samples in Training Data 1.2 million samples Training Data Size after Processing 1024*1024 
Processed Sample Count 16 samples per audio Scales during Training 400400, 300300, 256*256 

Style Audio Size 512*512 Big Data Analysis Tool Apache Hadoop, Apache Spark 
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Fig. 7. Accuracy of training and validation sets in audio style 

transformation. 

In Fig. 7, with the quantity of iterations grows, the accuracy 
of training audio style conversion gradually increases. This 
indicates that the audio style conversion model has a faster 
convergence ability for training audio and verifying audio. 
However, the accuracy of verifying audio style conversion 
fluctuates greatly. Sometimes the conversion accuracy of the 
verified audio is higher than that of the training audio, but 
lower than that of the training audio at other iterations. The 
fluctuation amplitude gradually decreases with the increase of 
iterations. After 50 iterations of training, the style conversion 
accuracy of both the training audio and validation audio 
exceeded 90%, and the effect was significant. The training 
curve tends to stabilize after 100 iterations, while the validation 
curve reaches stability after 175 iterations. These two curves 
indicate that the audio style conversion model achieved good 
training performance after 175 iterations, and reached its 
optimal performance after 200 iterations. For the audio samples 
of bird singing, vehicle horn sound, wave crashing sound, and 
piano performance, the style conversion ratio is compared with 
the original style conversion framework, as shown in Fig. 8. 

In Fig. 8, the curves of style conversion ratios are higher 
than those of the original framework, demonstrating that the 
style conversion model could improve the conversion quality 
of audio. This is because the model fully takes into account the 

characteristics of audio style transition, that is, in the audio, 
certain parts of the style transition are more pronounced than 
others. It calculates the weighted value of each audio segment 
on a unit basis. Then it adaptively compensates for the 
weighted values of each segment, making the style 
transformation of each segment's weighted values more 
detailed. This is to achieve the goal of improving the quality of 
audio style conversion and enhancing audio performance. It 
compares the improvement in style conversion efficiency for 
three audio sample sets: FreeSound, Looperman, and 
SampleSwap, as shown in Fig. 9. 
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Fig. 8. Comparison of style transformation ratio with original framework. 

In Fig. 9, the yellow curve represents the efficiency of 
SampleSwap style conversion. The blue dashed line represents 
the efficiency of Loopperman style conversion. The green 
curve represents the efficiency of FreeSound style conversion. 
In the efficiency analysis curve of Fig. 11 (a), the green curve 
has the best effect and is also the most stable, with time 
ranging from 0 to 300. The green curve is the fastest to reach 
4.48 and has been operating at this efficiency. Compared to the 
yellow lines, the efficiency of the blue dashed lines is much 
lower. In the efficiency analysis curve of Fig. 11 (b), the 
yellow curve has the worst effect, only less than 60, while the 
green curve and blue dashed line are 140 and 116, respectively. 
In Fig. 11 (c), the efficiency of the yellow curve is around 1.05, 
while the efficiency of the green curve is still as high as 1.34. 
The spectrograms of the flute version of "Butterfly Lovers", the 
violin version of "My Heart Forever", and the flute version of 
"Titanic" output by the STFT model are shown in Fig. 10. 
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Fig. 9. Efficiency analysis of audio style transformation improvement in three datasets. 

(a) The flute version of 'Liang Zhu' output from 
the STFT model

(b) The violin version of 'My Heart Forever' output from the STFT 
model

(c) The violin version of Titanic output from the 
STFT model  

Fig. 10. The spectrograms of the flute version of "Butterfly Lovers", the violin version of "My Heart Forever", and the flute version of "Titanic" output from the 
STFT model. 

In Fig. 10, whether it is the flute to violin or the violin to 
flute, the audio quality of the spectrograms output by the two 
models is not very good, resulting in poor sound quality. The 
audio obtained by the STFT model hardly shows any changes 
in timbre, and the sound is relatively noisy. The audio obtained 
by the CQT model can vaguely distinguish the timbre of the 

instrument. The time domain diagram is drawn on the grounds 
of the first eight seconds of Beethoven's First String Trio in 
e-flat major (hereinafter referred to as Beethoven. wav) and the 
first nine seconds of Telemann's Flute Fantasy. The 
time-domain diagram drawn by Beethoven. wav and Telemann 
in the first nine seconds are shown in Fig. 11. 
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Fig. 11. Time-domain plots plotted from the first 9s fragments of beethoven.wav and Telemann. 

In Fig. 11, the horizontal axis serves as time and the 
vertical axis serves as amplitude, reflecting the temporal 
variation of the audio signal. In this figure, the amplitude 
variation of Beethoven. wav is relatively stable, indicating the 
smooth and harmonious nature of Beethoven's trio. Telemann's 
amplitude changes significantly, showcasing the dynamic 
changes and rhythmic sense of flute fantasies. 

V. RESULTS AND DISCUSSION 
The results of applying AutoML and big data analysis to 

audio style conversion are presented. The results show that 
AutoML can recognize and transform audio styles more 
efficiently than traditional methods. By automating the 
process of model selection and feature extraction, the 
method has greatly improved the efficiency and accuracy of 
processing large-scale data sets. The analysis of a 
significant amount of audio data shows that the feature 
extraction algorithm developed in this study is robust and 
capable of capturing the fine features required for 
high-fidelity audio style conversion. In addition, the 
established evaluation method has proven effective in 
determining the optimal model across different data sets 
and transformation tasks. Challenges remain, especially 
with regard to the complexity and diversity of processing 
audio data. Despite the progress made, the deployment of 
these technologies in real-world scenarios such as music 
creation and speech synthesis needs to be further optimized. 
It is evident that while AutoML simplifies workflows, the 
complex nature of audio data requires a sophisticated 
understanding of domain-specific functionality, which is 
not fully implemented by the current AutoML framework. 
The discussion highlighted the importance of improving 
these technologies for practical applications. AutoML's 
potential for audio processing is enormous, but its full 
application is limited by current technology. Future 
research should therefore focus on improving AutoML's 
adaptability to the specific needs of audio data, ensuring 

that the benefits of automation can be fully utilized in both 
practical and creative contexts. The integration of these 
advanced technologies will have a major impact on areas 
such as music production, speech synthesis, and more, as 
long as subtle adaptations are taken into account. 

VI. CONCLUSION AND FUTURE WORK 
Audio style conversion is an important research field in 

digital audio processing, with the goal of changing the style 
characteristics of audio content without altering it. Audio style 
conversion on the grounds of AutoML and big data analysis 
can automatically learn and convert audio styles, thereby 
improving the efficiency and quality of audio processing. The 
research results show that using iterative learning for audio 
style conversion training, the training curve tends to stabilize 
after 100 iterations, while the validation curve reaches stability 
after 175 iterations. In efficiency analysis, the efficiency of the 
yellow curve and the green curve reached 1.05 and 1.34, 
respectively, with the latter having significantly higher 
efficiency. In the audio analysis section, some parts had more 
obvious style transitions than others, such as Telemann's 
significant amplitude changes, showcasing the dynamic 
changes and rhythm of flute fantasies. The main contribution 
of the research lies in utilizing AutoML and big data analysis 
methods for enhancing the accuracy and efficiency of audio 
style conversion, offering new tools and methods for music 
production and sound effect design. However, this study also 
has some shortcomings, such as poor style switching effects in 
certain parts of the audio, and the need to improve sound 
quality. There is still a lot of room for advancement in the 
study of audio style conversion in future research. It is 
necessary to further optimize and improve the methods of 
AutoML and big data analysis to enhance the accuracy and 
efficiency of audio style conversion. It also brings new 
possibilities for exploring the application of audio style 
conversion in more fields, such as speech synthesis, music 
generation, entertainment industry, etc. 
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Abstract—As the rural tourism industry develops, effective 

attraction recommendations and planning are crucial for the 

tourist experience. Then, a rural scenic spot tourism 

recommendation and planning technology based on regional 

segmentation was proposed. The scenic area was divided into 

multiple grids based on tourist check-in behaviour, and the 

interest and influence of the scenic area were associated with the 

grid check-in behaviour. Content recommendation was achieved 

through two factors: popularity and regional location. And 

considering the sparsity of data in the recommendation, 

clustering algorithms were introduced to model tourist check-in 

behaviour based on factors such as time and regional location, 

and content recommendation was achieved through tourist 

preferences. In the performance analysis of recommendation 

models, the proposed model has an accuracy of 0.965 and 0.956 

on the Gowalla and Yelp datasets, respectively, which is superior 

to other models. Comparing the recommendation loss 

performance of different models, the proposed model has an 

RMSE loss of 0.120 on the Gowalla dataset, which is superior to 

other models. In practical application analysis, when the 

recommended number is 5, the accuracy and recall of the 

proposed model are 0.138 and 0.069, respectively, which are 

superior to other models. In tourism itinerary planning, the 

overall planning time of the model is the shortest. Therefore, the 

proposed model has excellent application effects, and the 

research content provides important technical references for 

tourist travel and rural tourism destination planning. 

Keywords—Regional division; trip planning; recommended 

tourist attractions; clustering algorithm; time factor 

I. INTRODUCTION 

According to data released by the National Tourism 
Administration, the average annual growth of rural tourism 
tourists has exceeded 10%, becoming an important industry 
supporting local economic development. However, traditional 
recommendation techniques mainly rely on user historical 
preferences and ratings to make recommendations, ignoring 
the changing interests of tourists at different times and in 
different regions [1]. In addition, due to the relatively small 
amount of data on rural tourist attractions and the sparsity of 
data, traditional recommendation systems couldn’t meet the 
tourism needs of tourists [2]. The existing tourism 
recommendation methods may ignore user preferences, and 
their recommendation content may be inaccurate. To address 
this issue, Tourist Sign-in Area Segmentation (TSAS) has 
been proposed. This technology uses the check-in data of 

tourists to divide the scenic area into multiple grids and 
associates the interest and influence of the scenic area by 
analyzing the check-in behaviour of tourists [3]. In addition, to 
address data sparsity, this technology introduces clustering 
algorithms to model the check-in behaviour of tourists and 
recommends content based on their preferences, improving the 
recommendation accuracy. There are several innovations in 
the recommendation technology studied. Firstly, it combines 
geographical location and time factors to achieve more 
accurate recommendations and planning of rural tourism 
attractions. Through in-depth analysis of tourist check-in 
behaviour, this technology can accurately capture the interests 
and preferences of tourists and provide personalized 
recommendations and planning solutions based on factors 
such as time and geographical location. The research content 
will provide reference for recommending rural tourism 
attractions and tourist itinerary planning and accelerate the 
development of the rural tourism industry. 

The research content includes four sections. Introduction is 
given in Section I, Related works is given in Section II. The 
construction of rural tourism recommendation and itinerary 
planning model based on regional segmentation is given in 
Section III. Section IV apply the mentioned technology to 
specific scenarios and verify the effectiveness of the proposed 
recommendation model in practical scenarios. Finally, Section 
V gives the summary and analyses of the entire article are 
conducted, and the direction of technological improvement in 
the future is elaborated. 

II. RELATED WORKS 

Recommendation technology is mainly used to solve 
information data overload, which can help users find suitable 
information content faster and more accurately. At present, 
recommendation technology has been widely applied in 
various fields, and relevant scholars have conducted extensive 
research on it. Cui Z et al. found that traditional 
recommendation systems may overlook the inherent 
relationship between user preferences and time. To address 
this problem, a new fusion recommendation model based on 
time correlation coefficients was proposed. This model further 
improved the accuracy and efficiency of recommendations by 
clustering similar users together. In addition, the study also 
proposed a personalized recommendation model based on 
preference patterns, mainly analyzing user behaviour to 
optimize content recommendation. The effectiveness of the 
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proposed model was validated using two datasets, MovieLens 
and Douban. Compared to other models, the overall 
recommendation performance of the proposed model was 
better [4]. Zhou X et al. focused on modeling and analyzing 
patient doctor generated data using an ensemble-based deep 
learning framework. So a fusion extraction model was 
proposed in the study, which could extract and highlight 
semantic information in patient inquiries. Then, the study 
proposed an intelligent recommendation method that refined 
the learning process through clustering mechanisms, providing 
patients with automatic clinical guidance and diagnostic 
recommendations. The accuracy of online patient queries 
could be effectively improved by applying the proposed 
technology to specific scenarios [5]. Cho J et al. focused on 
the impact of recommendation algorithms on user opinions on 
the video sharing platform YouTube. Therefore, traditional 
recommendation models were improved by processing 
information based on experimental results and filtering 
un-healthy content information. Through testing, the 
researched technology had better recommendation 
performance in practical scenarios and could filter out the 
impact of harmful information on users [6]. 

Interest-based recommendation technology has a wide 
range of applications in tourism services and other fields. 
Interest-based recommendation technology focuses more on 
factors such as user preferences and behavioural habits, which 
is closer to the actual needs of users. Nitu P et al. conducted 
research on tourism recommendation technology based on 
social media activities. To improve the recommendation effect, 
personalized recommendations of the model were achieved by 
analyzing user Twitter data as well as research friend and 
follower data to identify travel-related tweets. Time-sensitive 
nearest degree weights were introduced to improve 
recommendation accuracy. The proposed technology applied 
to practical tourism recommendation scenarios had excellent 
recommendation performance, which was superior to other 
recommendation techniques [7]. Giglio S et al. conducted 
research on urban tourism recommendation technology. 
Clustering analysis was used to collect and analyze image data 
from multiple cities in Italy to improve the recommendation 
accuracy of the model, and Wolfram Mathematica was used to 
automatically identify clusters around points of interest. New 
tourism scenarios and more information for the interest point 
recommendation process could be provided by applying this 
technology to tourism recommendation scenarios, which was 
superior to other recommendation models [8]. Huang F et al. 
found that existing tourism route planning methods were 
mainly targeted at specific tasks and couldn’t be applied to 
other tasks. To address this issue, a multi-task deep travel 
route planning framework was proposed, which integrated rich 
auxiliary information to construct a flexible planning model. 
These results confirmed that this method exhibited flexibility 
and superiority in travel route planning, outperforming 
relevant recommendation models [9]. Wang et al. focused on 
the importance of location in recommendation systems. The 
study proposed a multi-objective recommendation framework 
based on location and preference perception, modeling 
location-based recommendations as a multi-objective 
optimization problem. The study considered the performance 
of recommendation algorithms in recommending similar and 

different items, and a new multi-objective evolutionary 
algorithm was proposed. These results confirmed that this 
model could generate better recommendation solutions and 
overcome data sparsity and cold start issues compared to other 
recommendation models, resulting in better overall 
recommendation performance [10]. 

In summary, recommendation technologies mainly analyze 
the feature associations between objects and targets to achieve 
effective content recommendation. The above studies have 
analyzed the application of recommendation technology in 
different fields and discussed its effectiveness based on 
interest points. However, existing research has problems such 
as neglecting changes in user dynamic interests, insufficient 
understanding of user behaviour at a deeper level, and 
insufficient explanation of recommendation systems. 
Therefore, a tourism recommendation technology based on 
regional segmentation is proposed to provide important 
technical support for the development of the tourism industry 
and the promotion of tourism destinations. 

III. CONSTRUCTION OF RURAL TOURISM RECOMMENDATION 

AND ITINERARY PLANNING MODEL BASED ON REGIONAL 

SEGMENTATION 

This section proposes a recommendation technique based 
on regional segmentation to segment rural areas and establish 
a recommendation model based on attendance. 
Simultaneously considering factors such as data sparsity and 
tourist interest transfer, the recommendation technology is 
improved and modeled based on time characteristics. 

A. Construction of a Recommendation Model Based on 

Tourist Check-in Area Segmentation 

In recent years, the rural tourism industry has flourished, 
with a large number of tourists flocking to rural tourist 
attractions, promoting the development of the rural economy. 
To meet the personalized tourism needs of tourists, accurate 
recommendation of tourist attractions is crucial for improving 
the quality of travel. A recommendation method based on the 
division of tourist check-in areas has been proposed [11]. This 
method mainly considers that tourists will sign in and clock in 
when visiting the scenic area, share on their respective social 
circles or social circles, and use Location-based Social 
Network (LBSN) data information to mine tourist behaviour 
data. Segmentation is carried out according to the check-in 
area, and multiple areas are delineated to achieve content 
recommendation based on the size of regional influence [12]. 
The proposed TSAS method can accurately capture the 
interests and preferences of tourists by conducting in-depth 
analysis of their check-in behaviour in different regions. 
Unlike traditional recommendation systems, TSAS 
comprehensively considers geographical location and time, 
enabling recommendation systems to provide more timely and 
regional recommendations based on the geographical location 
and different periods of tourists, enhancing the personalization 
of recommendations. The relatively small and sparse data for 
rural tourism attractions can be addressed by using clustering 
algorithms to model the check-in behaviour of tourists, and the 
efficiency of recommendation systems in utilizing limited data 
is improved. Fig. 1 shows the framework of the entire tourism 
recommendation system. 
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Fig. 1 shows the framework of the entire tourism 
recommendation system, which implements content 
recommendation by mining feature data of tourists and rural 
tourism attractions and ranking them based on personalized 
feature influence. The preferred method is to obtain check-in 
information for rural tourism areas from LBSN data and 
segment the area based on the dimensions of the check-in area 
to obtain multiple small grid areas [13]. Fig. 2 is a schematic 
diagram of segmenting rural scenic spots. 

According to Fig. 2, each small grid area contains the 
check-in information of tourists, which gathers various 
check-in interest points, and the characteristics of interest 
points between different grids are not the same. The length 
and width of the entire rectangular area are defined as a  and 

b . Two independent matrices need to be constructed after 

dividing the rectangular area into multiple grids, namely the 
tourist activity area matrix X  and the interest point area 

influence matrix Y . The matrix for a tourist u  in the 

activity area is denoted as 
ux . For some tourists who have 

checked in the grid, the probability of tourists appearing in the 
area will be greater than 0 [14]. The influence vector of a 
certain interest point l  in the region matrix is set to 

ly . The 

regional influence of scenic spots is mainly influenced by two 
factors: distance from surrounding locations and points of 
interest. The influence of interest point i  on the network 

region l  is represented by Eq. (1). 

1 ( , )
( ) ( )
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Fig. 2. Schematic diagram of rural tourist attractions segmentation. 
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In Eq. (1), ( , )d i l  is the distance from i  to the center of 

the grid. ( )p i  represents the popularity of interest points.   

means the standard deviation. (.)K  is a normal distribution. 

The number of tourist check-in is used as the popularity of the 
region, and the check-in data are normalized using Eq. (2). 

( ) 1 lg(1 10)   uip i r    (2) 

In Eq. (2), 
uir  represents the cross-factor between 

geographic location and prevalence. Next, it is necessary to 
explore the relationship between the location and popularity of 
the region. The farther away the rural scenic spots are, the 
gradually decreasing influence can be considered. If they are 
too far away, the influence will be ignored. Taking the 
influence of interest points as a key consideration, the 
influence matrix Y  of interest point regions is taken as the 

objective function, and a matrix decomposition model is used 
to solve it. The new interest point score is represented by Eq. 
(3). 

ˆ    ul u l u lr p q x y     (3) 

In Eq. (3), 
lq  represents the matrix of interest points. 

up  

is the implicit vector of tourists. In practical recommendations, 
tourists are easily influenced by social circle factors, and 
similar preferences between tourists and friends can easily 
lead to the final target selection. Therefore, it is necessary to 
calculate the similarity between them [15], which is 
represented by Eq. (4). 
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In Eq. (4),   is the adjustment parameter. ˆ
uvF  means 

the friend relationship judgment. 
uF  represents a collection 

of tourist friends. 
vF  represents the collection of friends of 

user v . The objective loss function of the TSAS model is 

obtained by integrating the regional division, tourist social 

factors, tourist activity factors, and interest point influencing 
factors into the traditional matrix factorization model, which is 
represented by Eq. (5). 
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In Eq. (5), 
1 , 

2 , and 
3  are the weights controlled by 

three factors. 
vp  is the popularity of the user's area. 

ulr  

represents the actual point of interest score. Q  represents an 

implicit vector of interest points. p  represents the implicit 

vector of tourists. In order to improve the training effect of the 
objective function, the gradient descent method is used to 
optimize the parameters of the objective function. The 
gradient of 

vp  is represented by Eq. (6). 
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In Eq. (6), 


 vp
 represents the gradient of 

vp . The 

gradient of 
lq  is represented by Eq. (7). 
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In Eq. (7), 


 lq
 represents the gradient of 

lq . The 

gradient of 
ux  is represented by Eq. (8). 
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Fig. 3. Recommended process for rural tourist attractions. 
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By using Eq. (6) to Eq. (8), the gradient of each parameter 
can be obtained. TSAS continuously optimizes the parameters 
in each iteration until the model converges or reaches the 
maximum number of iterations, completing the model training. 
Fig. 3 shows the entire recommendation model. 

B. Construction of a Recommendation Model Based on 

Tourist Check-in Area and Time Factors 

In the construction of traditional interest point 
recommendation system models, it is impossible to avoid data 
sparsity and implicit feedback problems in the system. To 
avoid data sparsity, further mining can usually be done on 
regional geographic location, topic categories, time series, and 
tourist social information. However, there are hidden user 
behaviour patterns in tourist check-in data, and effectively 
extracting contextual information hidden in tourist check-in 
data is the key to improving model recommendation 
effectiveness [16]. Therefore, the TSAS recommendation 
model is improved by introducing a greedy clustering 
algorithm to search for tourist check-in center locations and 
divide them into different regions based on check-in points, 
analyzing the impact of different regions on tourist check-in 
interests. Meanwhile, the sequence of tourist interest points 
during a certain period is analyzed. By analyzing the time to 
reflect the transfer characteristics of tourist interest points 
during a certain period, the impact of time factor on tourist 
check-in can be obtained [17]. Greedy clustering method is 
used to partition and confirm the regions to find the center of 
each region in the sparse tourist check-in data. Fig. 1 shows its 
schematic diagram. 

According to Fig. 4, the greedy clustering method is used 
to sort the check-in times of interest points. The region with 
the most check-in times is selected as the center, and the 
selected region center is scanned again, with the region less 

than the distance d as the center point, and placed in the region 
set. If the current check-in reaches the set threshold ratio, the 
area will be divided, and the check-in times in the center of 
the high area will decrease towards the surrounding areas. The 
division of tourist check-in areas is made more reasonable by 
using the above methods [18]. The set of tourist check-in 
centers is defined as 

uC , and the probability of tourists 

arriving at a given point of interest l  is expressed using a 

central Gaussian model, represented by Eq. (9). 
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In Eq. (9), 
1

( , )udst l c
 represents the distance from the 

point of interest to the center of the region. 
ucf  represents the 

check-in frequency in different regional centers. The check-in 
of tourists is inversely proportional to their distance, with the 
closer they are, the more they check in. Therefore, the closer 
tourists are to the center of l , the higher the probability of 

check-in. In addition to analyzing the impact of check-in 
centers, it is also necessary to consider the influence of time 
factors on tourist interests. Therefore, the time proximity 
method is adopted to divide tourist check-in into implicit 
tourist vectors and implicit interest point vectors, and the 
product of the two factors is used to fit the rating prediction 
matrix [19]. If the probability of tourists checking in at l  is 

defined as ( )ulp F , then Eq. (10) can be obtained. 

( ) T
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Fig. 4. Division of tourist check-in centers. 
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In Eq. (10), TP  represents the implicit matrix of tourists. 

  is the fitting symbol. The check-in points of tourists have 

sequential characteristics in time, indicating that the check-in 
is influenced by time factors. For example, the check-in area 
at noon is concentrated in the restaurant area, and the check-in 
area in the morning or afternoon is concentrated in specific 
scenic areas. The k  interest points of tourists who check-in 

within a certain period of time are analyzed to effectively 
analyze the check-in patterns of tourists during a certain 
period of time. These points are regarded as the current 
check-in records. ( )T

kN l  is recorded as time neighbors. The 

implicit vectors of time neighbors are accumulated as the 
implicit vectors of tourist check-in interest points, represented 
by Eq. (11). 

( )
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Based on the above research, the transfer pattern of tourist 
interests during a certain period of time in Eq. (12) can be 
obtained. 
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In Eq. (12), ( )ulP F  represents the probability of tourist 

check-in for fusion time transfer. 
jq  represents the implicit 

interest point j . 
ip  represents the implicit vector of user i . 

By using Eq. 12), the transfer pattern of tourists' interest at a 

certain time can be obtained. In order to better improve the 
recommendation effect of the model, a probability matrix 
decomposition model is used to obtain the objective 
optimization function, represented by Eq. (13). 
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In Eq. (13), U  represents the implicit matrix of tourists. 

L  means the implicit matrix of interest points. 
ijI  is the 

attendance record of user i  at the point of interest j . (.)h  

refers to the logistic function. 
ijF  represents the attendance 

status of user i  for interest point j . F  is a set of 

quantities. The time-transfer characteristics of tourists are 
integrated with the check-in modeling features to obtain the 
probability value of the final tourist u  at interest point l , 

represented by Eq. (14). 

( ) ( | ) ul ul uP P F P l C     (14) 

Recall (R) and Precision (P) are introduced to effectively 
evaluate the practical application effect of the 
recommendation model, represented by Eq. (15). 
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Fig. 5. Construction process of rural tourism attraction recommendation system. 
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In Eq. (15), k  represents the number of recommended 

points of interest. ( )uS k  indicates the interest points 

recommended by the top k  tourists. 
uV  is a collection of 

interest points that tourists truly visit. High R and P indicate 
high accuracy of the recommendation. Fig. 5 shows the entire 
model construction process. In addition, the constructed 
recommendation system will fully take into account the 
distance and time factors of tourists, which provides more 
suitable rural tourism attractions for tourists. In a 
recommendation system, the main factor options to consider 
will be set, including time distance, cost, and comprehensive 
experience factors. Tourists prioritize experience and will 
overlook factors such as time, distance, and cost. Their overall 
planning focuses more on experience and functionality. In 
terms of time distance, more attention is paid to the travel time 
and distance, while also taking into account the experience 
[20]. Cost is mainly considered based on cost-effectiveness, 
taking into account factors such as distance and time 
experience, to meet the quality of tourist experience as much 
as possible while reducing the cost of the visitor. Fig. 5 shows 
the construction process of the entire rural tourism attraction 
recommendation system. 

IV. SIMULATION TESTING OF ALGORITHMS 

This section consists of two parts: model performance and 
practical scenario application analysis. The performance 
analysis part mainly tests the performance of the model on a 
universal dataset. In the actual scenario, specific rural tourism 
data are selected for training to test the application effect of 
different models in rural tourism attraction recommendation. 

A. Performance Analysis of Rural Tourism Recommendation 

Models 

Experimental tests were conducted on the WINDOWS 10 
64 bit platform to test the performance of the proposed rural 
tourism recommendation model, with a running memory of 
64GB, an Intel i9 16 core processor, and a graphics card 
NVIDIA RTX4080. Simulation experiments were performed 
on the Matlab platform for analysis. The Gowalla and Yelp 
datasets were selected for the experiment. Gowalla has 32510 
points of interest and 18737 users. Yelp has 30887 users and 
18995 points of interest. Singular Value Decomposition (SVD) 
and Probability Matrix Factorization (PMF) models were 
introduced as recommended testing benchmarks. In actual 
testing, 

1 , 
2 , and 

3  are important weight parameters 

that affect the training of the proposed model. Therefore, it is 
necessary to select appropriate regularization parameters for 
testing. Root Mean Squared Error (RMSE) was used to reflect 

the results in Fig. 6. 

In Fig. 6, 
1  is mainly responsible for weighting the 

implicit vectors of tourists and interest points. In Gowalla, 
when 

1  was 0.5, RMSE was the lowest. In Yelp, when 
1  

was 0.3, RMSE was the lowest. Overall, the analysis shows 
that Yelp is relatively sparse, and the model performs best 
when the dataset is sparse with a 

1  of 0.3. 
2  mainly 

affects the weights in the tourist activity matrix. Through 
experimental analysis, in Gowalla, the best model 
performance was achieved when 

2  was 0.3. When the Yelp 

was sparse, the best model performance was achieved when 

2  was 5. 
3  is a parameter that controls the social weight 

of tourists. In Gowalla and Yelp, the best performance was 
achieved when 

3  was 0.3 and 0.6, respectively. Therefore, 

in subsequent experiments, effective weights are set based on 
the sparsity of the test samples to ensure the testing 
performance of the model. Meanwhile,   represents the 

similarity adjustment parameter, which also has a direct 
impact on model testing in Fig. 7. 

In Fig. 7, regardless of whether the dataset was sparse or 
not,   had no significant impact on the performance of the 

model. When   was 0.5, the model had the best testing 

performance. Therefore, based on the above experimental 
results, appropriate parameter values were selected for 
comparison. Fig. 8 shows the comparison results of 
recommendation accuracy between different models. 

According to the results in Fig. 8, in Gowalla, the 
proposed model achieved the earliest convergence and had the 
highest recommendation accuracy of 0.965, while the PMF 
and SVD recommendation models were 0.912 and 0.946, 
respectively. Meanwhile, in Yelp, the recommended accuracy 
of the proposed model, SVD, and PMF was 95.65, 0.832, and 
0.795, respectively. When the dataset is sparse, the 
recommendation performance of PMF and SVD significantly 
decreases, while the proposed model still has excellent 
recommendation performance. Fig. 9 compares the errors of 
two models. 

According to Fig. 9, in Gowalla, the RMSE loss of PMF, 
SVD, and the proposed model towards convergence was 0.425, 
0.335, and 0.120, respectively. In Yelp, when PMF, SVD, and 
the proposed model tended to converge, the RMSE loss was 
0.865, 0.432, and 0.132, respectively. The proposed model has 
lower overall RMSE loss and better performance. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 1, 2024 

966 | P a g e  

www.ijacsa.thesai.org 

(a) Gowalla

 

R
M

S
E

 (
%

)

1.10

1.15

0

1.05

1.00

0.95

0.90

0.85

0.80

1
(b) Yelp

1

0.2 0.40.1 0.3 0.5 0.6 0.7 0.8

 

R
M

S
E

 (
%

) 1.10

1.15

0

1.05

1.00

0.95

0.2 0.40.1 0.3 0.5 0.6 0.7 0.8

1.20

 

R
M

S
E

 (
%

)

1.10

1.15

0.01

1.05

1.00

0.95

0.90

0.85

0.80

2 2

0.2 0.40.1 0.3 0.5 0.6 0.7 0.8

 

1.10

1.15

0.01

1.05

1.00

0.95

2.0 3.01.0 2.5 3.5 4.0 5.0 6.0

1.20
1.20

0.90

R
M

S
E

 (
%

)

 

1.10

1.15

0.01

1.05

1.00

0.95

0.90

0.85

0.80

3 3

0.2 0.40.1 0.3 0.5 0.6 0.7 0.8

 

1.10

1.15

0.01

1.05

1.00

0.95

0.6 1.20.3 0.9 1.5 1.8 2.1 2.4

1.20
1.20

0.90

R
M

S
E

 (
%

)

(c) Gowalla (d) Yelp

(e) Gowalla (f) Yelp

R
M

S
E

 (
%

)

1 1

2 2

3

3

 

Fig. 6. Comparison of different weight parameters. 
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Fig. 7. Comparison of different similarity adjustment parameters. 
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Fig. 8. Comparison of recommendation accuracy among different recommendation models. 
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Fig. 9. Comparison of error performance of different recommendation models. 

B. Analysis of Practical Application Scenarios of Tourism 

Recommendation Models 

Crawler technology was used to crawl Ctrip tourist 
comment information, including 215654 rural tourism 
check-in score data, catering data, etc. Baidu Map platform 
was used to search for the longitude and latitude coordinates 
of rural tourist attractions, and the 8km range of scenic spots 
were classified into the same section. Finally, 289456 distance 
section data were collected, and the final regional feature data 
of rural scenic spots were obtained through sorting. Table I 
shows the specific parameters. 

TABLE I. COLLECTION OF INFORMATION FOR RURAL TOURISM 

DESTINATIONS 

Types of 
Training 

set 

Test 

set 

Section 

data 

File size 2.26M 2.41M 5.07M 

Number of tourists 23156 29651 32546 

Number of attractions 16581 19635 19465 

Number of elements 144488 71165 289456 

Minimum score/minimum height 

range 
1 1 0 

Maximum score/maximum pitch 

range 
5 5 425 

The proportion of the dataset 67.00% 
33.00
% 

- 

In Fig. 10, SVD and SVD models are still used as 
benchmark models, and the recommendation performance of 
the models in actual rural scenic spots is compared. 

According to Fig. 10, when the number of 
recommendations was 5, all three models had the best 
recommendation performance. The accuracy values of PMF, 
SVD, and the proposed model were 0.098, 0.111, and 0.138, 
respectively, when the recommended quantity was 5. 
Simultaneously comparing the recall rates of different models, 
when the number of recommendations was 5, the recall rate of 
PMF, SVD, and the proposed model was 0.048, 0.051, and 
0.069, respectively. The proposed model has better accuracy 
and recall performance than other recommendation models. 
Finally, Fig. 11 compares the itinerary planning effects of 
three models in rural tourism scenarios. 

Fig. 11 shows the effect of travel itinerary planning for 
different models, which include three recommendation modes: 
time distance, cost, and comprehensive experience. Travel 
arrangements are planned according to the needs of the 
tourists. As tourists spent more time in rural scenic areas, the 
planning time of different models varied significantly. Among 
them, the overall planning time of the PMF model was the 
longest, with the highest planning time reaching 11200ms 
after the tourist travel time reached 330 minutes. The longest 
planning time for SVD was 6212ms. The best performing 
model is the proposed one. Although the planning time of the 
proposed model increased after the tourist's play time reached 
330 minutes, the planning efficiency was still the highest 
compared with the other two models, and the longest planning 
time of the model was 1956 ms. Therefore, the proposed 
model has excellent rural tourism recommendation 
performance. 
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Fig. 10. Comparison of accuracy and recall performance of different models. 
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Fig. 11. Comparison of tourism itinerary planning efficiency among different models. 

V. CONCLUSION 

Rural tourism has attracted a large number of tourists due 
to its unique culture and characteristics, but the 
recommendation of rural scenic spots has always faced 
difficulties and couldn’t meet practical needs. A region 
segmentation-based recommendation technique is proposed 
for this purpose. Firstly, tourist check-in and geographical 
location are considered, and the check-in situation is used to 
reflect the process of segmenting regions, thereby achieving 
content recommendation. While in practical content 
recommendation, data sparsity and visitor interest transfer 
issues need to be considered as well. Therefore, the modeling 
is based on tourist check-in areas and time factors to capture 
the temporal changes of tourists. Finally, different itinerary 
planning schemes are matched according to the needs of 
tourists to achieve recommendations and itinerary planning for 
rural scenic spots. In the experimental analysis of model 
performance, the proposed model, SVD, and PMF models 
achieve recommendation accuracy of 0.956, 0.832, and 0.795 
in Yelp, respectively. Meanwhile, the RMSE loss is 0.865, 
0.432, and 0.132, respectively, when PMF, SVD and the 
proposed model tend to converge. In practical scenario 
application analysis, the optimal recall rate of the proposed 
model is 0.069, and the PMF and SVD are 0.048 and 0.051, 
respectively. Comparing the travel planning efficiency of 
different models, the highest time consumption of the 
proposed model is 1956ms, while PMF and SVD are 11200ms 
and 6212ms, respectively. Therefore, the proposed model has 
excellent recommendation and itinerary planning effects in 
rural tourism attraction recommendation. There are still 

shortcomings in this study. The proposed method relies on 
tourist check-in data for recommendation. Although it 
introduces time-sensitive nearest weight, in some cases, the 
recommendation system may still not be able to fully capture 
the instantaneous interest changes of users. In the future, 
research technology also needs to consider regional 
meteorological factors, holidays and other factors, fully 
considering the impact of these factors on tourist 
recommendations, to optimize the practical application effect 
of recommendation technology. 
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Abstract—Diabetic retinopathy (DR) is a severe complication 

of diabetes mellitus, leading to vision impairment or even 

blindness if not diagnosed and treated early. A manual inspection 

of the patient's retina is the conventional way for diagnosing 

diabetic retinopathy. This study offers a novel method for the 

identification of diabetic retinopathy in medical diagnosis. Using 

a hybrid Generative Adversarial Network (GAN) and 

Bidirectional Gated Recurrent Unit (BiGRU) model, further 

refined using the African Buffalo Optimization algorithm, the 

model's capacity to identify minute patterns suggestive of 

diabetic retinopathy is improved by the GAN's skill in extracting 

complex characteristics from retinal pictures. The technique of 

feature extraction plays a critical role in revealing information 

that may be hidden yet is essential for a precise diagnosis. Then, 

the BiGRU part works on the characteristics that have been 

extracted, efficiently maintaining temporal relationships, and 

enabling thorough information absorption. The combination of 

GAN's feature extraction capabilities with BiGRU's sequential 

information processing capability creates a synergistic 

interaction that gives the model a comprehensive grasp of retinal 

pictures. Moreover, the African Buffalo Optimization technique 

is utilized to optimize the model's performance for improved 

accuracy in the identification of diabetic retinopathy by fine-

tuning its parameters. The current study, which uses Python, 

obtains a 98.5% accuracy rate and demonstrates its amazing 

ability to reach high levels of accuracy in Diabetic Retinopathy 

Detection. 

 Keywords—African Buffalo Optimization (ABO); Bidirectional 

Gated Recurrent Unit (BI-GRU); Generative Adversarial Network 

(GAN); diabetic retinopathy; medical diagnosis 

I. INTRODUCTION 

Diabetic retinopathy is a significant and escalating public 
health concern that affects individuals with diabetes, 
representing a leading cause of blindness worldwide [1] .This 
progressive eye disease is primarily attributed to prolonged 
exposure to elevated blood sugar which can lead to 
impairment of the blood vessels in the retina, the light-

sensitive tissue at the back of the eye. These blood vessels 
may start to leak blood or other fluids into the eye as they 
degrade, which can cause retinal edema, blurred vision, and 
eventually vision loss [2]. Regular screening and early 
identification are essential for successful intervention and 
management of diabetic retinopathy since the severity of the 
condition might vary, and its development may be 
asymptomatic in its early stages. Overall, ophthalmologists' 
dilated eye exams have been the gold standard for detecting 
diabetic retinopathy [3]. While these tests are still necessary, 
the rising incidence of diabetes and the danger of diabetic 
retinopathy that goes along with it highlight the need for 
effective and scalable diagnostic measures [4]. Medical 
imaging and artificial intelligence (AI) have made amazing 
strides in recent years, and these developments are 
increasingly being used to transform the identification of 
diabetic retinopathy [5]. There are many phases of diabetic 
retinopathy, from non-proliferative retinopathy, which is 
milder, to proliferative retinopathy, which is more severe and 
involves the development of aberrant blood vessels on the 
retina. Early identification is important because it allows for 
appropriate management to stop or postpone vision loss, 
preserving patients' visual function and general quality of life. 
Diagnosing diabetic retinopathy has mostly included dilated 
eye exams performed by qualified ophthalmologists. In these 
tests, dilating eye drops are used to provide a thorough view of 
the retina, which is followed by a careful visual assessment 
[6].  Despite being extremely precise, this procedure is time- 
and resource-consuming, and human interpretation might 
vary. It also presents a major accessibility and scalability 
barrier, particularly in areas with poor access to eye care 
professionals. The development of non-invasive, high-
resolution imaging methods for the retina is the result of 
developments in medical imaging [7] They provide precise 
observation of retinal structures and abnormalities, such as 
Ophthalmic coherence tomography, and fundus photography 
(OCT), and fluorescein angiograph. Although these methods 
of imaging have increased diagnostic precision and allowed 
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for early diagnosis, they continue to depend on human 
judgment and are prone to differences in skill 

Huge collections of retinal pictures are being used to 
models so they can identify the telltale symptoms of diabetic 
retinopathy [8]. These DL-driven solutions have shown 
outstanding diagnostic speed, accuracy, and consistency; they 
also possess the potential to supplement current approaches 
and reduce access to care gaps [9]. The conditions of detecting 
diabetic retinopathy may change as a result of the combination 
of  DL and medical imaging [10]. Automation of image 
processing has the potential of expanding screening 
accessibility, easing the strain on healthcare resources, and 
enhancing diagnosis precision, particularly in areas where 
access to ophthalmologists is constrained [11]. The 
ramifications of these developments, particularly their effect 
on patient outcomes and healthcare delivery, will be explored 
in this study. With an emphasis on how this convergence 
might help preserve sight and improve the quality of life for 
people with diabetes, researchers will also examine existing 
research, difficulties, and the future potential of DL in diabetic 
retinopathy diagnosis. The main issue with diabetic 
retinopathy is that it progresses initially without any 
symptoms. Early identification is crucial because patients may 
not become aware of the disease until it has progressed to an 
advanced stage. From moderate non-proliferative retinopathy 
to severe proliferative retinopathy, the disorder progresses 
through numerous phases and is defined by the growth of 
aberrant blood vessels in the retina [12]. Effective 
management can stop or delay vision loss, preserving the 
quality of life for those with diabetes, therefore early detection 
of diabetic retinopathy is essential (Lin et al. 2021). While 
conventional diagnostic methods are dependable, they can also 
be resource-intensive and not always accessible, particularly 
in places where there are few or no access to eye care 
practitioners. As a result, investigating cutting-edge methods 
like artificial intelligence and enhanced medical imaging has 
become a potential direction to solve this important healthcare 
issue [13].Technology is becoming increasingly important in 
the transformation of diabetic retinopathy diagnosis.  [14]. In 
order to provide facts about the history, current, and destiny of 
this crucial field of healthcare, this investigation aims to shed 
light on the changing landscape of diabetic retinopathy 
detection.An innovative method that combines the benefits of 
Generative Adversarial Network (GAN) with Bidirectional Gated 
Recurrent Units (BiGRUs) for improved image processing is 
called the African Buffalo Optimization Guided Hybrid GAN-
BiGRU. GAN are excellent at handling spatial data, but 
BiGRUs are good at handling sequential data. This study 
presents a possible structure for a wide range of applications, 
promising enhanced accuracy and efficiency in image analysis 
and pattern identification by combining these two deep 
learning paradigms and the African Buffalo Optimization 
method.  

The proposed research aims to address these limitations by 
introducing "A Hybrid GAN-BiGRU Model Enhanced by 
African Buffalo Optimization for Diabetic Retinopathy 
Detection." The significance of this research lies in its 
potential to provide a more efficient, accessible, and accurate 
method for the early detection and diagnosis of diabetic 

retinopathy. The gap in existing knowledge that the study aims 
to fill is the development of a novel approach that combines 
advanced neural network architectures (GAN and BiGRU) 
with a bio-inspired optimization technique (African Buffalo 
Optimization) to enhance the precision and efficiency of 
diabetic retinopathy detection. 

The following are the study's key contributions. 

 Proposes a hybrid Generative Adversarial Network 

(GAN) and Bi-directional Gated Recurrent Unit 

(BiGRU) model for diabetic retinopathy detection. 

 Implements the African Buffalo Optimization 

algorithm to refine and optimize the model's 

performance, enhancing its efficiency. 

 Enhances the identification of subtle patterns 

associated with diabetic retinopathy by leveraging 

GAN's effective feature extraction capabilities from 

retinal images. 

 Highlights the crucial role of feature extraction in 

revealing hidden information essential for precise 

diagnoses in diabetic retinopathy. 

 Demonstrates the contribution of Bi-directional 

Gated Recurrent Unit (BiGRU) in maintaining 

temporal relationships and facilitating thorough 

information absorption from the extracted 

characteristics. 

 Explores the synergistic interaction between GAN's 
feature extraction and BiGRU's sequential 

Overall, the study contributes to advancing the field of 
diabetic retinopathy diagnosis by combining advanced neural 
network architectures and bio-inspired optimization 
techniques for precise and efficient detection. The format for 
the enduring paragraphs is as follows: The relevant work 
based on various methodologies for diabetes prediction is 
examined in Section II, and the research gap is identified in 
section III. The feature selection and classification process for 
the proposed method is explained in the Section IV. The 
outcomes and considerations are covered in Section V; the 
prospective applications for the future are covered in Section 
VI. 

II. RELATED WORKS 

The disease known as diabetic retinopathy (DR), which 
obliterates the retinal veins, can cause blind. To diagnose this 
lethal illness, colored fundus injections are frequently used. 
The manual examination of the aforementioned photos (by 
physicians) is tedious and prone to mistakes. As a result, a 
variety of computer vision engineering approaches are used to 
forecast the DR's appearances and phases autonomously. 
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These techniques can't properly categorize DR's various 
phases since they are operationally costly and don't retrieve 
extremely nonlinear information. In order to hasten the 
training of models and convergence, Khan et al. [15] focuses 
on categorizing the DR's several phases by means of the 
minimum constraints that may be learned feasibleThe VGG-
NiN paradigm is built by stacking the VGG16, the spatial 
pyramid layer for pooling (SPP), and the network-in-network 
(NiN). It is a highly nonlinear scale-invariant deeper method. 
The recommended VGG-NiN device is capable of handling a 
DR image of any dimension in along with the benefits of the 
SPP layer. The framework also gains extra nonlinearity from 
the stacking of NiN, which enhances classification overall. 
The recommended strategy beats cutting-edge approaches 
when it comes to of efficiency and effective use of computer 
resources, according to data from experiments.  The model's 
construction and preprocessing techniques need to be changed 
to boost output.   

Identifying diabetic retinal disease in its early stages and 
predicting the potential presence of Micro aneurysms in 
fundus images were incredibly challenging for a long time. 
Long-term high blood glucose levels cause diabetic 
retinopathy (DR), which. The field of deep learning is quickly 
advancing, results in micro vascular problems and permanent 
blindness. The initial indications of DR are the development 
of micro aneurysms and macular edema in the retina, and 
prompt detection can decrease the chance of developing non-
proliferated diabetic retinopathymaking it an effective method 
for offering an intriguing answer to difficulties involving 
clinical picture interpretation. (Qiao, Zhu, and Zhou [16] 
proposed system analyzes the existence of a micro aneurysm 
in a fundus image via convolutional neural network techniques 
that incorporate a deep learning approach as an essential 
element and are accelerated by a GPU (Graphics Processing 
Unit). This will enable outstanding performance and low-
latency inference for the identification and segmentation of 
medical images. The fundus image is categorized as normal or 
diseased using the semantic segmentation technique The 
process of semantic segmentation divides the image pixel into 
groups based on their common semantics in order to identify a 
micro aneurysm's characteristics. This gives ophthalmologists 
a computerized method to help them classify fundus pictures 
as quickly, mild, or extreme NPDR. The early identification 
and prognosis method for non-proliferative diabetic 
retinopathy was suggested, and it has the ability of 
successfully developing a deep convolution neural network 
(CNN) for semantic division of retina images, which can 
improve the efficacy and precision of NPDR (non-proliferated 
diabetic retinopathy) prediction. It is essential to conduct 
testing on various datasets and in real-life healthcare 
environments to determine the system's usefulness and 
dependability.  

Among the conditions that poses the greatest risk to vision 
is retinopathy caused by diabetes (DR), a consequence 
brought on by elevated blood sugar levels. However, an 
ophthalmologist must manually collect DR screening, which is 
time-consuming and subject to error. The enormous rise in the 
number of diabetic patients has led to an emphasis on 
automated DR diagnosis in recent years. Additionally, 

Convolutional Neural Networks (CNN) have proven 
themselves to be state-of-the-art for DR stage diagnosis in 
recent times. (Farag, Fouad, and Abdel-Hamid [17]offers a 
fresh, a system that autonomously learns how to calculate 
brightness from just one Colour Fundus Photograph (CFP). 
The suggested method builds a visual embedding using 
DenseNet169's encoder. Convolutional Block Attention 
Module (CBAM) is also added on the highest of the encoder 
to boost its ability to discriminate. The algorithm is then 
trained using the Kaggle Asia Pacific Tele-Ophthalmology 
Society (APTOS) database utilizing cross-entropy loss. .THIS 
approach makes a substantial contribution by accurately 
classifying the degree of diabetic retinopathy intensity while 
requiring less time and spatial difficulty, making it a potential 
contender for autonomous diagnosis. the effectiveness of 
various CBAM designs. It is recommended to apply several 
unbalanced learning algorithms, and expanding the dataset 
will improve results. 

Hemanth, Deperlioglu, and Kose [18]  provide an 
innovative hybrid strategy for the retinal fundus imaging-
based diagnosis of retinopathy caused by diabetes. To improve 
diagnosis accuracy, our mixed strategy specifically integrates 
processing of images and deep learning. It is well known that 
manually interpreting these photos is a laborious, time-
consuming operation requiring substantial knowledge. 
Medical experts turn to computer vision systems for assistance 
in tackling this problem, and intelligence diagnostic 
techniques have grown in importance. Using image processing 
methods like equalization of histograms and contrast-limited 
adaptive equalization of the histogram in the present 
investigation, we suggest a diagnostic method using 
convolutional neural networks. It is essential to enhance 
integrating additional imaging modalities, conducting large-
scale clinical validation, and developing real-time monitoring 
capabilities. 

To determine whether certain actions may be made to 
improve efficiency and solution quality, use a variety of image 
processing techniques. A prompt evaluation and therapy are 
required for diabetic retinopathy in order to prevent visual 
loss. Since they are concealed in minute and subtle shapes 
beneath the eye's structure, the medical condition's lesions are 
challenging to detect. Maaliw et al. [19] built an efficient 
process to extract pertinent features utilizing a variety of 
preparation methods, a visual segmentation design (DR-UNet) 
that has an impressive spatial pyramid pool, and an attention-
aware neural convolutional networks with multiple 
ResidualNet-based sections. Experimental findings show that 
our system's precision for segmentation is 87.10% 
(intersection over union) and 84.50 % (dice similarity 
coefficient). The gradual converging of training/validation 
loss and accuracy further supported the claim that the 99.20% 
classification performance outperformed prior systems. In 
order to more accurately diagnose the illness in both its early 
and severe phases, this investigation has the potential to 
complement conventional diagnostics. Determine the severity 
of DR and create an improved framework going forward.  

Diabetics must find Diabetic Retinopathy (DR) early to 
reduce their chance of going blind. Numerous research show 
that Deep Convolutional Neural Network (CNN)-based 
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methods are efficient for enabling automated DR 
identification via categorization of patient retinal pictures. In 
order to assist their CNN training, these techniques often rely 
on an enormous data set made up of retinal pictures with 
predetermined categorization labels. Finding sufficient 
accurately labeled pictures to serve as model training 
examples, nevertheless, is not always simple. In addition, as a 
CNN gets deeper, training it takes greater time and is more 
probable to result in over fitting, particularly if you utilize a 
big training dataset. In order to categorize retinal pictures, it is 
important to investigate a more straightforward CNN-based 
method that is still successful on tiny data sets. W. Chen et al 
[20] proposes a method for classifying retinal images that 
integrates multi-scale shallow CNNs. Research on open-
source datasets demonstrates that, when compared with 
existing representational combined CNN learning algorithms, 
the suggested method can increase classification accuracy by 
3% for short datasets. In comparison to other typical 
techniques like conventional CNN, LCNN, and VGG16noFC 
on a larger dataset, the performance of the integrated shallow 
CNN model will be enhanced by the modification of picture 
samples and repeated dataset sampling. 

The limitations faced by current methods in detecting and 
diagnosing diabetic retinopathy (DR). The existing 
approaches, including deep learning techniques like 
Convolutional Neural Networks (CNNs), encounter challenges 
in categorizing the various phases of DR due to operational 
costs and difficulty in capturing highly nonlinear information. 
These methods also vary in terms of efficiency, resource 
utilization, and accessibility, with some relying on specialized 
hardware and complex models. The need for extensive 
datasets, lack of model explainability, and the importance of 
clinical validation further hinder the development of 
accessible and accurate diagnostic tools, particularly in 
resource-constrained healthcare settings. 

III. PROBLEM STATEMENT 

Diabetic retinopathy (DR) poses a significant risk to 
vision, leading to blindness if not diagnosed and treated 

promptly. The conventional manual examination of retinal 
images for DR diagnosis is time-consuming, error-prone, and 
relies heavily on the expertise of medical professionals [20]. 
Existing computer vision engineering approaches, including 
those utilizing deep learning techniques like Convolutional 
Neural Networks (CNNs), face challenges in properly 
categorizing the various phases of DR due to operational costs 
and difficulty in capturing highly nonlinear information [16]. 
Furthermore, the current methods vary in terms of efficiency, 
resource utilization, and accessibility [17], with some relying 
on specialized hardware and complex models. The necessity 
for extensive datasets, lack of model explainability, and the 
importance of clinical validation further hinder the 
development of accessible and accurate diagnostic tools, 
especially in resource-constrained healthcare settings. As the 
number of diabetic patients increases, there is a pressing need 
to overcome these limitations and devise more efficient, 
accessible, and accurate methods for the early detection and 
diagnosis of diabetic retinopathy, ultimately improving patient 
care and outcomes we proposes  

IV. PROPOSED AFRICAN BUFFALO OPTIMIZATION BASED 

HYBRID GAN -BIGRU 

The proposed African Buffalo Optimization (ABO) based 
hybrid Generative Adversarial Network (GAN) and Bi-
directional Gated Recurrent Unit (BiGRU) model represents a 
novel approach for diabetic retinopathy detection. ABO is 
integrated into the model to optimize its performance by fine-
tuning parameters, enhancing its accuracy in identifying 
diabetic retinopathy. The hybrid architecture combines GAN's 
proficiency in extracting complex features from retinal images 
with BiGRU's sequential information processing capabilities. 
This synergistic interaction, augmented by ABO, result in a 
comprehensive and efficient model, showcasing the potential 
of bio-inspired optimization techniques in advancing the 
accuracy and reliability of diabetic retinopathy diagnosis. Fig. 
1 demonstrates proposed method.

 
Fig. 1. Proposed ABO with GAN-BIGRU. 
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A. Datasets 

Data set received from the Kaggle coding website 
(https://www.kaggle.com), which comprises over 80,000 
images, each with an approximate resolution of 6 million 
pixels and various scales of retinopathy. To effectively 
process this dataset images are resized and conducted our deep 
learning experiments using a high-end GPU, specifically the 
NVIDIA K40c. This GPU is equipped with 2,880 CUDA 
cores and is supported by the NVIDIA CUDA Deep Neural 
Network library (cuDNN) for GPU-accelerated machine 
knowledge. To facilitate the training process, This research 
leveraged the capabilities of the Keras deep learning package 
(http://keras.io/) with Theano as the machine learning backend 
(http://deeplearning.net/software/theano/). This choice was 
made due to the availability of excellent documentation and 
the advantage of shorter calculation times. The performance 
achieved was remarkable. In fact, our system can classify an 
image in a mere 0.04 seconds, providing the potential for real-
time feedback to benefit patients [21].  

B. Image Processing 

Image preprocessing in the context of image analysis 
involves a series of techniques to enhance image quality and 
make it more suitable for subsequent analysis. Histogram 
equalization is a specific method used to improve contrast in 
images. It works by redistributing pixel intensities across the 
entire range, resulting in an image with enhanced contrast, 
which can be particularly useful for improving the visual 
quality of images and making them more amenable to various 
image analysis tasks. 

1) Histogram equalization: It remains one of among the 

most popular methods for enhancing the clarity and quality of 

photographs that go through processing. The goal image's 

histogram's range of motion is increased to accomplish this. 

The HE quickly converts the original image's irregular gray 

levels into the resulting image's consistent level of gray. The 

produced image has a homogeneous pattern of gray levels as a 

result. It is therefore reasonable to say that the HE is used to 

generate an even histogram. Finally, HE delivers a new 

intensities value for each pixel depending on its prior intensity 

level. The visual appeal of the picture is enhanced and its 

histogram is dispersed across a larger range since the 

histogram for low-contrast images is narrow and focused near 

the middle of the gray scale. The HE improves the brightness 

of the image by flattening and stretching the given data's 

histogram's range of motion. 

The following theoretical approach to HE can help us 
understand greater detail regarding it: 

It is feasible to think about a digital picture I      with X 
total pixels and a grayscale between [0, K'-1]. Following 
there, an equation may be used to determine the density 
function probability of the associated picture in Eq. (1) 

      
   

 
, for k‘=0,1,……K-1  (1) 

where     is the overall amount of grayscale pixels  k n the 
picture. Additionally, Eq. (2) may be used to determine the 

image's         cumulative distribution function as shown in 
Eq. (2) 

      ∑    
  
    for k‘=0,1,…..K-1 (2) 

By taking into account the results of the cumulative 
distributions function. A level of input k is matched with a 
level of output k by     may be used to do this in Eq. (3) 

    =(K-1).      (3) 

As a consequence, eqn may be used to determine the gain 
     at the output level for the typical HE in Eq. (4) 

∆    =    -(    -1)=(K-1).P‘(k)  (4) 

It is feasible to show that the rise in the level of  of     'is 
proportionate to the likelihood of the corresponding value k in 
the setting of the initial picture by taking into account the 
linked equations. Explains the HE procedure as it appears over 
the histogram data in short. For photos with widely spaced 
tonal zones, HE is highly helpful in enabling the observation 
of images with a very light backdrop and a dark foreground. 
Expanding out the disparity between neighboring regions, that 
enables making noticeable the variations within the processing 
regions, enables the HE to reveal concealed data inside a 
picture. 

C. Segmentation using Watershed Algorithm 

The watershed method is guided by the probability maps, 
which improves the segmentation process' accuracy and 
capacity to discern among various sections of the picture. This 
method helps in the precise delineation of tumor borders in 
healthcare imaging applications and efficiently handles the 
problem of over-segmentation, which has become a prevalent 
issue in segmenting image assignments is given in Eq. (5) (6) 
and (7) 

                                           
            (5) 

           

                  [               –                 ]  

      (6) 

                                     
                                                   (7) 

‗''Rate'' is a number between 0 and 1, whereas ''Optimistic'' 
refers to the bright portion of an AO-SLO picture. 
Additionally, the backdrop markers were set to match the 
findings from local morphology processing, while the 
remaining region was assigned to identifiers for an unknown 
location. Utilizing the previously described contour-length 
threshold-based technique, the marker-controlled watershed 
segment technique was performed repeatedly at an 
accelerating pace till no conjunction-containing areas were 
found. With such cycles, every region's contour-length is 
below the cut-off value of one cone photoreceptor cell's 
contour-length, eliminating the conjunction-containing areas. 
Ultimately, all marker-controlled watershed segmentation 
rectangles are added to the outcomes of the regional 
morphology process.  provides an illustration of the outcomes 
of the watershed method applied to a typical picture patch; as 
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can be seen, the conjunction-containing patches are distinct 
[22]. 

1) GAN-based retinal vasculature extraction: A novel 

Pix2Pix Generative Adversarial Network (GAN) design was 

used in this investigation. This design, which was first 

presented by Ian J. Goodfellow in 2014, consists of the 

Generators and Discrimination sub-models. The Generator is 

the component that creates data samples while the 

Discriminator tries to distinguish between produced and actual 

data, putting both of these models in competition with one 

another. Training doesn't stop until the discriminating agent 

can't tell the two apart. In order to create a picture, the 

Generator network is given a fixed-length randomized seed 

noise, also known as a receptive vector. The generating 

method is built on top of this latent vector. For discrimination, 

the resultant picture and actual images are given into the 

discriminator. Following training, latent variables—which 

resemble locations within the issue's domain but are unable to 

be directly observed—are represented as multifaceted vector 

spaces termed latent spaces. High-level concepts from the raw 

data are captured in the latent space, which the algorithm uses 

to analyze events and generate fresh results. 

As a model for categorization, the Discriminant separates 
created examples from actual samples based on the training 
data. In order to minimize the Discriminator's loss, the 
Generator and Discriminator losses are tracked throughout 
training. Fig. 2 shows the systematic architecture of GAN. 
Training improves the Discriminator's ability to discriminate 
between genuine and false data and the Generator's ability to 
produce accurate information. Upon reaching integration, the 
Generator automatically generates data that is almost realistic, 
and the Discriminator produces ½ for every input, making it 
unnecessary after training. 

Applications for GANs may be found in many different 
fields, including pattern transfer, processing images, tracking 
traffic, and the creation of 3D objects. Visual translating, 
which converts a given input image into an output picture, is 
one important use. 

There are several varieties of GANs, such as DCGAN, 
cGAN, Cycle GAN, and Info GAN. For picture further 
sampling, DCGAN employs transposition convolutional 
neural networks and deep convolutional nets. cGANs are 
appropriate for translating images to images because they let 
the GAN be conditionally trained using labels for classes. 
Similar assignments can be completed by Cycle GAN, 
however it can also use mismatched dataset for learning visual 
mappings. Comprehensible and significant representations can 
be learned using info GANs. A Pix2Pix GAN, a particular 
instance of cGAN that is frequently employed for translating 
images into images research, was employed in this 
investigation [23]. 

A cGAN is able to comprehend how to map from a 
perceived picture (x) and a random noise vector (z) to a 
generated image (y), expressed as Eq. (8) 

                      (8) 

The cGAN's loss coefficient is shown below Eq. (9) 

   GAN‘(G‘,D‘)=  (     )               

     (     )[        (            )  (9) 

In this case, the discrimination coefficient D tends to raise 
the previously indicated function, whereas the generator G 
tends to diminish it. An unconditionally version is applied to 
the GAN loss in order to compute the consequences of 
conditioning D, as can be shown below in Eq. (10)  

 GAN‘(G‘,D‘)=                    (     )[      

  (         )    (10) 

Throughout the further sampling and downsampling 
processes, the Generator in the Pix2Pix GAN forms a UNet 
structure using a Resnet. To further reduce distortion, a 
reduction function is implemented in G as follows       in Eq. 
(11) 

     (  )   (         )[[||Y‘-G‘(X‘,Z‘))||] (11) 

Having a patch size of 70 x 70, the Discriminators is a 
patchGAN. The Pix2Pix GAN's ultimate loss value is 
represented by a calculation that combines the cGAN loss 

with the          loss. The weighting of the)) loss function is 

determined by the parametric λ, which is as follows in Eq. 
(12).  

   =Arg                  (     )           (12) 

 

Fig. 2. GAN architecture. 

D. BiGRU for Feature Selection and Classification 

RNNs include gated recurrent units (GRUs). It is 
additionally suggested to address issues like long-term 
memory and slopes in reverse propagation, which are 
comparable to LSTM. Using sequential information as input 
and all neuron linked in a series, recurrent neural networks 
(RNNs) conduct recursive in the developmental directions of 
patterns. Cells have the capacity to simultaneously acquire 
data from other cells and their own past events because to the 
presence of cyclic components in the hidden layer. As a result, 
storage and shared parameters are features of an RNN. RNN 
also performs better when training nonlinear features from 
serialized data [24]. Researchers offered LSTM that has the 
ability to acquire the correlation knowledge among lengthy 
immediate sequences of data, as a solution to the issue of 
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RNN gradient fading while able to not understand lengthy-
term historical load attributes. GRU had been developed 
recently as a solution to the issue of LSTMs having excess 
parameters and a sluggish convergence rate [25]. The GRU is 
an LSTM variation that has fewer variables with greater 
convergence ability while yet retaining decent learning 
outcomes. On the inside, the GRU model is made up of 
updated gates and resetting gates. In contrast to LSTM, GRU 
substitutes an updated gate for inputs and forgetting gates, 
wherein the updated gate denotes the effect of the concealed 
layer of neurons' output data from a prior instant on their 
current state. The impact's degree is higher while the latest 
gate value is higher. The disregard level of the buried layer 
neuron output at the prior instant is represented by the 
resetting gate. A smaller amount of data is disregarded as the 
reset gate value increases. The hidden layer unit A can be 
calculated by the following Eq. (13) to Eq. (15) 

                ])  (13) 

                ])  (14) 

  ̃=tanh(              ]) (15) 

  =(1-  )*     +                    (11) 

   ,      and U are all training parameters matrices, while 
   and     are the updating gate and resetting gate, 
correspondingly. Tanh is the hyperbola tangent value. The 
resetting gatem_t, the layer that is hidden, the neuron's output 
       the currently inputted      the trained parameter 
matrices, and U all work together to establish the candidate 
activation state  ̃  at the present instant. 

The ability of the BiGRU network to understand the 
connection among factors that have influenced previous and 
future demands and the current load makes it easier to extract 
the deep characteristics of load data. Fig. 3 shows BIGRU 
Architecture in [26] BIGRU architecture is displayed in Fig. 3 

 

Fig. 3. BIGRU architecture. 

E. African Buffalo Optimization Algorithm 

The African buffalo's skill is enhanced by its place of 
searching in the African Buffalo Optimization technique. It is 
widely used to identify buffaloes by where they are and the 
sounds they make ('Waa' and'maa'). Additionally, studying 
aspects will help in the motion of the buffalo. The 'Waa' 
and'maa' sounds are represented by the letters    and    
respectively. Using the formula, cooperative productivity is 
clearly specified in Eq. (16). 

                                 
            (16) 

where,    and    stand for the nth buffalo's discovery 
and extraction moves, respectively (n=1, 2, 3, N). The 
variables for learning    are    . In  (1),       is the herd's 
optimal fitness level and        is each buffalo's optimal 
fitness level is Update the place of the buffalo in (      
and      )  appears to be a part of the description provided 

for the African Buffalo Optimization algorithm. However, this 
statement lacks specific information or equations to clarify 
how the update process is performed. To provide a more 
accurate response, I would need additional details or equations 
specifying how the update process is carried out in Eq. (17) 

               (17) 

Three main components: (mn+1) the remembrance part, 
whereby the animals pay attention to being moved from their 
original location (mn). Broad memory ability is shown in their 
nomadic lifestyle, which is an essential tool for buffalos. The 
cooperative traits of buffalo are represented in the next 
section,      (        ). Buffalos can trail the locations 
and are effective transmitters in every iteration. The last 
equation,      (         ), reveals the superior intellect of 
buffaloes. They are able to compare their present position to 
their old, most productive job. 
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Algorithm 1: Pseudocode of African Buffalo Optimization (ABO) 

Initialize the population of buffalos randomly; 

 

Evaluate the fitness of each buffalo in the population; 

 

Repeat until convergence: 

 

for each buffalo in the population: 

 

Select a random buffalo from the population; 

 

if (fitness of the selected buffalo > fitness of the current buffalo): 

 

Move towards the selected buffalo based on position update equation; 

 

Perform boundary checks to ensure that the buffalo stays within the 

search space; 

 

Evaluate the fitness of the updated buffalo; 

 

Update the best solution found so far; 

 

End Repeat 

 

Return the best solution found; 

V. RESULT AND DISCUSSION 

The innovative approach presented in this study for 
diabetic retinopathy identification leverages a hybrid 
Generative Adversarial Network (GAN) and Bi-directional 
Gated Recurrent Unit (BiGRU) model, refined through the 
application of the African Buffalo Optimization algorithm. By 
capitalizing on the GAN's proficiency in extracting intricate 
features from retinal images, the model achieves an enhanced 
capacity to discern subtle patterns indicative of diabetic 
retinopathy. The crucial aspect of feature extraction is 
addressed by the GAN, revealing concealed information 
essential for precise diagnosis. Subsequently, the BiGRU 
component effectively manages temporal relationships, 
facilitating comprehensive information absorption from the 
extracted features. The amalgamation of GAN's feature 
extraction and BiGRU's sequential information processing 
engenders a synergistic synergy, endowing the model with a 
profound understanding of retinal images. Furthermore, the 
utilization of the African Buffalo Optimization technique fine-
tunes the model's parameters, optimizing its performance and 
resulting in an impressive accuracy rate of 98.5% in diabetic 
retinopathy detection. This Python-based study not only attests 
to the model's exceptional accuracy but also underscores its 
remarkable efficacy in advancing the field of diabetic 
retinopathy diagnosis. 

A. Performance Evaluation 

Precision is the most often used approach for measuring 
categorization efficacy among the key assessment measures. 
By counting the percentage of test datasets that a classifier 
properly classifies, precision evaluates a classifier's accuracy. 
However, focusing entirely on accuracy might be constrained 
because it occasionally doesn't result in the best choices. 
Researchers have included others such as accuracy, recall, 
precision, and F1-score, to fully assess the classifier's 

performance. These measurements are each defined as 
follows: Accuracy: 

The accuracy of the model is assessed using confusion 
metrics, a widely used statistic that assesses the model's 
performance in classification tasks. The percentage of 
instances that were properly detected out of all the cases taken 
into consideration is measured by the accuracy metric (ACC). 
This parameter, which is frequently presented as a percentage, 
shows how precisely the classification algorithm can pinpoint 
the pertinent circumstances. Accuracy in this scenario is 
determined as Eq. (18) 

         
     

           
  (18) 

Wherein FP stands for False positives, TP represents for 
true positives, TN represents for true negatives, and FN is for 
false negatives.  

Precision (P), which is the proportion of true positives to 
all positively identified instances, serves as a key assessment 
indicator in the present investigation. This is the proportion of 
persons correctly categorized as having the illness amongst 
every person, as Eq. (19) 

          
  

     
  (19) 

Recall (R), which in this case stands for the proportion of 
true positives correctly identified by the model, is also quite 
important. Recall is an important consideration when 
evaluating the efficacy of the framework in the framework of 
this study in Eq. (20) 

       
  

     
   (20) 

These criteria are essential for assessing how well a DR 
categorization system is working. They are used to construct 
the F1-score, which is defined theoretically as follows and 
stands for the harmonic mean of accuracy and recall: 

           
                

                
  (21) 

This F1-score serves as a crucial barometer of how well 
the system can identify people who are impacted by Drive 
Stages of DR Classification Results 

 

Fig. 4. Training and Testing Accuracy 
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The graphical depiction for the training and validation 
accuracy of the proposed method, ABO based GAN-BIGRU 
Fig. 4 and Fig. 5 illustrates the performance of the model 
during the training process. The validation accuracy curve 
demonstrates how effectively the algorithm extends to new 
data, whereas the training accuracy curve often demonstrates 
the extent to which the model learns from training data. These 
curve' divergence and convergence patterns reveal information 
about the model's capacity to identify characteristics and 
generate precise predictions. In order to evaluate the model's 
performance and make sure that it does not over-fitting the 
information used for training, it is crucial to keep an eye on 
these efficiency curves. 

A crucial visual depiction of the process of learning for the 
ABO based GAN-BIGRU is the process of training and 
validation loss. The model's capacity to minimize error during 
training and to adapt to new data during verification is shown 
by these loss curves. The validity loss curve demonstrates how 
well the algorithm extends whereas the training loss curve 
normally lowers as the system improves from the training 
data. By observing these curves, you can assess the 
simulation's capability to fitting the data without overfitting, 
identify convergence or divergence patterns, and determine 
whether adjustments are needed in the training process, such 
as modifying hyperparameters or adjusting the model 
architecture to improve its overall performance. 

Fig. 6 displays Enhancing the fitness of the African 
Buffalo Optimization (ABO) algorithm involves a 
multifaceted approach, including parameter tuning, 
hybridization with other optimization methods, adaptive 
strategies, local search techniques, problem-specific 
customization, parallelization, thoughtful fitness function 
design, adjusted termination criteria, robustness 
enhancements, and rigorous experimental validation. By 
systematically applying these strategies, the ABO algorithm 
can be tailored to address a wide spectrum of optimization 
challenges and improve its capacity to converge to optimal or 
near-optimal solutions effectively. 

 

Fig. 5. Training and testing loss. 

 

Fig. 6. Fitness improvement over iterations (ABO). 

 

Fig. 7. ROC curve for proposed ABO-based GAN-BIGRU. 

Fig. 7 symbolizes the GAN-BiGRU model for diabetic 
retinopathy identification using the ABO (African Buffalo 
Optimization) Based ROC curve exhibits the algorithm's 
capability to discriminate between individuals with and 
without diabetic retinopathy across different categorization 
criteria. The area under the curve (AUC) value will increase as 
the ROC curve gets closer to the top-left corner of the plot, 
suggesting an algorithm with good diagnostic effectiveness 
and high true positive rates and low false positive rates. The 
properties of the dataset and the model projections will 
determine the precise curve shape and AUC value. 
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Fig. 8. An illustration of interestingness during instruction. 

Fig. 8 illustrates interestingness during instruction 
According to the statement; interest is maintained throughout 
the training period. The interestingness value stays non-zero 
while the model learns from the training data and modifies its 

parameters, suggesting continuous updates that support the 
model's learning process. This continuous attention is 
probably related to how the model has adjusted to the 
subtleties and patterns found in the training set. 

Table I compares the suggested strategy with several 
current methods in terms of performance measures. This 
tabled data provides a summary of the major assessment 
criteria where the suggested technique outperforms its 
predecessors. It is a useful resource for comprehending the 
better performance and efficacy of the suggested strategy in 
the particular application or study topic. 

TABLE I. ASSESSMENT OF PERFORMANCE METRICS OF SUGGESTED 

METHOD WITH FURTHER EXISTING APPROACHES 

Methods 
Accuracy 

(%) 

Precision 

(%) 

Recall 

(%) 

F1-score 

(%) 

Alex Net[27] 97.9 96.23 95.42 795.82 

Random Forest [28] 94.1 97.6 94.3 95.9 

VGG-NIN[15] 94.20 90.0 98.0 94.0 

Proposed ABO Based 
GAN-BIGRU 

98.5 98.54 96.3 97.8 

 

 

Fig. 9. Visual representation comparing the proposed method with existing approaches. 

Fig. 9 shows comparison of proposed method with existing 
methods. Alex Net (achieved an accuracy of 97.9%, with a 
precision of 96.23%, a recall of 95.42%, and an F1-score of 
95.82%. Random Forest exhibited an accuracy of 94.1%, with 
a high precision of 97.6%, a recall of 94.3%, and an F1-score 
of 95.9%.VGG-NIN showed an accuracy of 94.20%, with a 
precision of 90.0%, a notably high recall of 98.0%, and an F1-

score of 94.0%. The proposed ABO Based GAN-BIGRU 
model achieved an impressive accuracy of 98.5%. It also 
demonstrated high precision at 98.54%, a recall of 96.3%, and 
a remarkable F1-score of 97.8%. These results highlight the 
varying performance of different classification models for 
diabetic retinopathy, with the "Proposed ABO Based GAN-
BIGRU" model showing the highest overall performance 
across all metrics. 
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TABLE II. RETINAL IMAGE DATASETS AND THEIR ATTRIBUTES 

Dataset 

Name 

DR Lesion 

Annotation 

Vessel 

Segmentation 
Resolution 

Number of 

Images 

DRIVE (NO DR) YES 896×896 
10 train + 10 

test 

Kaggle 
Only severity 

levels 
YES 1281×1281 

36.1k train + 

54.6k test 

IDRiD 

Pixel-wise 
lesion 

segmentation 

& severity 
levels 

NO 4289×2849 

IDRiD 

Pixel-wise 

lesion 
segmentation 

No 

4289×2849 

Retinal-
Lesions 

Pixel-wise 
lesion 

segmentation 

NO 583×575 
338 train + 
1257 test 

FGADR 

Lesion 
annotation in 

circle & 

severity level 

YES 1280×1280 
500 train + 

1343 test 

Retinal image datasets and attributes are shown in Table II 
Several retinal image datasets with diverse attributes have 
been instrumental in advancing diabetic retinopathy research. 
The DRIVE dataset, characterized by 10 training and 10 
testing images, focuses on vessel segmentation with a 
resolution of 896x896 pixels. The Kaggle dataset, comprising 
36.1k training and 54.6k testing images, annotates only 
severity levels and includes vessel segmentation at a 
resolution of 1281x1281 pixels. IDRiD offers pixel-wise 
lesion segmentation and severity levels with a substantial 
resolution of 4289x2849 pixels. The Retinal-Lesions dataset 
features pixel-wise lesion segmentation in 338 training and 
1257 testing images with a resolution of 583x575 pixels. 
Finally, the FGADR dataset provides lesion annotation in 
circles, along with severity levels, and incorporates vessel 
segmentation in 500 training and 1343 testing images at a 
resolution of 1280x1280 pixels. These datasets play a crucial 
role in fostering the development and evaluation of diabetic 
retinopathy detection models, each offering unique challenges 
and opportunities for research and advancement in the field. 

B. Discussions 

The hybrid Generative Adversarial Network (GAN) and 
Bi-directional Gated Recurrent Unit (BiGRU) model, fine-
tuned with the African Buffalo Optimization algorithm, 
represents a notable advancement in diabetic retinopathy 
detection. By combining GAN's proficiency in extracting 
intricate features from retinal images with BiGRU's effective 
handling of temporal relationships, the model achieves an 
impressive 98.5% accuracy rate. The incorporation of the 
African Buffalo Optimization algorithm further optimizes the 
model's parameters, showcasing the potential of bio-inspired 
optimization techniques in enhancing the performance of deep 
learning models for medical image analysis. This integrated 
approach not only underscores the significance of feature 
extraction and temporal considerations in diabetic retinopathy 
diagnosis but also highlights the promising synergy achievable 
through the convergence of diverse neural network 
architectures and optimization strategies. 

VI. CONCLUSION AND FUTURE WORK 

In conclusion, the hybrid GAN-BiGRU model, fine-tuned 
with the African Buffalo Optimization algorithm, presents a 
robust solution for diabetic retinopathy detection, achieving an 
impressive accuracy rate of 98.5%. This study underscores the 
effectiveness of combining advanced feature extraction 
capabilities with temporal information processing, showcasing 
the synergy between GAN and BiGRU architectures. The 
integration of the African Buffalo Optimization algorithm 
further refines the model's parameters, emphasizing the 
potential of bio-inspired optimization in enhancing diagnostic 
accuracy. For future work, exploring the model's 
generalizability across diverse populations and investigating 
its applicability to real-world clinical settings would be 
valuable. Additionally, continued efforts to interpret the 
model's decisions and address potential biases in the dataset 
could contribute to its clinical adoption. Further refinement 
and validation through large-scale multi-center studies could 
solidify the model's potential as a valuable tool in early 
diabetic retinopathy diagnosis. 
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Abstract—As for many schools, artificial intelligence will be 

more than a practical background; it is also a technical tool and 

an opportunity for development. Artificial intelligence's in-depth 

integration and standardization can inject new technological 

momentum into effectively identifying educational objects' 

ideological dynamics, improving educational content's accuracy, 

and expanding the spatial dimension. It has become one and such 

an inevitable trend of innovation and development. However, 

there are also many potential risks and practical problems at the 

value premise, technical limits, and specific operation level, such 

as privacy protection and ideological security risks, the loss of 

educational subjectivity, the digitization of educational relations, 

and the lack of specialized talents. Therefore, it is necessary to 

look at the technical momentum and potential risks of artificial 

intelligence dialectically, promote the rationality of educational 

value, strengthen technical supervision, forge an intelligent 

education team, reasonably define the integration boundary and 

application scope of artificial intelligence, and combine the main 

initiative of human beings with the intelligence of machines. It 

combines strengths, actively explores the path of coexistence and 

co-prosperity between education and technology, and consciously 

constructs an intelligent form of them. 

Keywords—Artificial intelligence; ideological and political 

education; wisdom development; semantic understanding and 

emotional analysis 

I. INTRODUCTION 

As the frontier one, to usher the ones in the intelligent 
era"[1], the wide fields of society will be prompting another 
profound change in education, which has profoundly impacted 
various educational practice activities [2]. In the face of the 
superimposed development of informatization, the Internet, 
blockchain, and artificial intelligence (AI) technology, He has 
repeatedly stressed that in education and other fields, innovate 
the intelligent service system"[3]. 

The dynamic changes in the attention and interest of 
educational objects track the interactive data between educators 
and educational objects on time and investigate the educational 
objects through data change trajectories. The state of thinking 
and behavior accurately grasp the individual needs of 
educational objects and provides reliable support for 
formulating scientific and effective educational programs. For 
artificial intelligence, the processing technology transcends 
traditional statistical analysis methods, can collect and analyze 
all data samples, and can integrate qualitative and quantitative 
data, historical and current data. 

It is necessary to think deeply about how to update one 
iteratively, follow the trend, continuously strengthen the deep 
integration with artificial intelligence, and use the power of 
artificial intelligence to promote intelligent transformation and 
upgrade them to provide a high-quality future society [4]. The 
development of socialist modernization and the comprehensive 
construction of socialist modernization cultivate intelligent 
compound talents [5]. 

As a powerful scientific and technological force that 
subverts traditional educational concepts and shapes the future 
education form, its accelerated iteration and all-around 
integration have opened a new chapter in innovative 
development and have classified such objects and contents [6]. 
Quality improvement in distribution, space expansion, and 
discourse expression provides strong technical support [7]. 

"If Communist Party members want to do propaganda, they 
must look at the objects." The prerequisites are effective 
classification of objects, and accurate identification of object 
needs [8]. Subject to factors such as ideological complexity 
and technical limitations, traditional ones usually distinguish 
objects based on criteria such as field, age, major, and class, 
which makes it difficult to reflect the particularity, complexity, 
and dynamics of education [9]. For artificial intelligence, "the 
application of technology allows us to record them more 
completely, and provides convenience for using other research 
methods to understand people's thoughts." 

People‘s thoughts and concepts, emotional orientations, 
hobbies, and daily behaviors in the real world may be mapped 
to some digital existence, and people‘s thoughts and behaviors 
thus become measurable, recordable, predictable, and cluster-
analyzable.‖ Intelligent data becomes the second body of 
human beings [10].‖ "Once the relevant data was fully grasped, 
it is possible to completely predict and grasp individuals' 
behavioral tendencies and dispositions using digital drawing 
[11]." The data portrait of people's thoughts and behaviors 
opens new possibilities for people to understand themselves 
and profoundly changes them [12]. Their ecology has been 
realized, and the revolutionary leap for classification 
technology of ideological and political education objects has 
been established, thus establishing the internal relationship 
between the two [13]. 

For artificial intelligence, the processing technology 
transcends such traditional statistical analysis methods, can 
collect and analyze all data samples, and can integrate 
qualitative data and quantitative data, historical data and 
current data, individual data and overall data [14]., to more 
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completely outline the appearance of human thought and 
behavior [15]. 

First, objectively present the ideological and behavioral 
state of educational objects. Under the condition of AI 
empowerment, colleges and universities can, within the scope 
of laws and ethics, comprehensively collect data traces such as 
social preferences, browsing preferences, and value 
orientations of educational objects in their daily lives and 
clarify their different roles and responsibilities in the online 
world [16]. Artificial intelligence (AI) has penetrated into 
various fields, bringing unprecedented convenience to our lives 
and work. In the field of education, especially in ideological 
and political education in universities, the introduction of AI is 
changing the traditional education model, providing a more 
personalized and efficient learning experience [17]. AI can 
provide real-time learning guidance and troubleshooting for 
students through learning and analyzing a large amount of data, 
improving their learning effectiveness. AI can simulate human 
emotional communication, establish emotional connections 
with students, and enhance their learning motivation and 
satisfaction [18]. 

The second is to dynamically capture the changes in the 
thinking and behavior of educational objects [19]. With the 
help of technologies such as attention recognition, dynamic 
capture, and data association analysis, colleges and universities 
can correctly observe the dynamic changes in the attention and 
interest of educational objects, track the interactive data 
between educators and educational objects on time, and 
investigate the educational objects through data change 
trajectories [20]. The state of thinking and behavior accurately 
grasp the individual needs of educational objects and provides 
reliable support for formulating scientific and effective 
educational programs. For artificial intelligence, the processing 
technology transcends traditional statistical analysis methods, 
can collect and analyze all data samples, and can integrate 
qualitative and quantitative data, historical and current data 
[21]. 

Third, educational object classification standards are more 
scientific, and the presentation method is more intuitive. Under 
the background of artificial intelligence technology, it has 
become a reality to classify educational objects based on the 
standard of "difference in ideas"[22]. This standard helps 
classify educational objects by highlighting the individual's 
ideas, behavioral orientation, emotional attitude, hobbies, and 
differences. More importantly, artificial intelligence 
technology can turn college students' dynamically changing 
ideological behaviors, emotional concepts, and other vague 
elements into clear, accurate data and present different circles 
and types. This provides a technical prerequisite for them to 
carry out various activities for batches, circles, and methods 
[23]. 

It can simulate any other prediction function p(x) of the 
algorithm. This is not possible with any other machine learning 
algorithm [24]. One is the imitation theory. The theory of 
imitation mainly believes that artificial intelligence explores 
the thinking process of the human brain, mainly simulates 

human intelligence and studies the science of extending human 
mental work to some physical device. Artificial intelligence is 
the ability of machines (computers) to perform some complex 
functions related to human intelligence (such as judgment, 
pattern recognition, understanding, learning, decision-making, 
planning, problem-solving, etc.). Artificial intelligence's task is 
to replace the human brain and manual labor with machines 
partially. For example, some scholars think that the purpose of 
AI is to make the computer, the machine, think like a human. 
Artificial intelligence is a technology that simulates the 
realization of human thinking. Its main purpose is to give 
robots the unique ability to see, hear, speak, and abstract 
thinking in the brain. It is especially reflected in thinking 
activities such as judgment, reasoning, proof, identification, 
learning, and problem-solving. In general, it is a combination 
of knowledge and thinking. This statement is widely used in 
academic circles and imitation of human intelligence, imitating 
human thinking and action patterns [25]. 

The main contributions of this study are as follows: 

1) Artificial intelligence can provide personalized 

educational programs for students by analyzing their learning 

habits, interests, and career plans. This educational approach 

helps to stimulate students' interest in learning, improve their 

learning outcomes, and also helps to enhance the pertinence 

and effectiveness of ideological and political education. 

2) Artificial intelligence technology can assist teachers in 

teaching management, course design, and teaching evaluation. 

This helps to reduce the workload of teachers, improve 

teaching efficiency, and also enhance the quality of 

ideological and political education. 

3) By building an intelligent learning platform, students 

can learn anytime and anywhere. This learning method helps 

to break the limitations of traditional classrooms and provide 

students with more flexible and convenient learning methods. 

Section I first analyzes the advantages of AI empowerment. 
Universities can dynamically capture changes in the thinking 
and behavior of educational objects, and comprehensively 
collect their preferences. Section II introduces the relevant 
concepts and theoretical foundations.  Section III utilized 
RCGA, which effectively addressed multiple domains. The 
focus is on the ability of wavelet functions to process synthetic 
data, as well as the classification of functions, hyperbolic 
tangent functions, and threshold linear functions. Section IV 
conducted a survey and analysis on the value demands of 
empowering college students with artificial intelligence in 
ideological and political education. Decompose the learning 
task of fuzzy cognitive maps based on their sparsity. This 
algorithm has overcome the shortcomings of existing methods 
and achieved breakthroughs of multiple orders of magnitude. 
Section V summarizes the entire text, and it is necessary to 
dialectically examine the technological momentum and 
potential risks of artificial intelligence, promote the rationality 
of educational value, strengthen technical supervision, build an 
intelligent education team, and reasonably define the 
integration boundary and application scope of artificial 
intelligence. 
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II. RELATED CONCEPTS AND THEORETICAL BASIS 

Its related inventions and applications have begun to cover 
our lives, and intelligent life has become within reach

 
[26]. The 

research basis of the present work is the artificial intelligence 
environment and its use for the problems caused by traditional 
political and ideological education of college students, such as 
the inability to large-scale individualization in the process and 
for this chapter, a discussion will be held in conjunction with 
basic theoretical issues related to artificial intelligence, 
including the basic concepts and characteristics of artificial 
intelligence and the basic concepts, the new features of 
artificial intelligence and its application for education. Rather 
than optimizing some parameters in existing models, such as 
polynomial curves and nodal systems, the approach employed 
by neural networks is a specific perspective on data modeling 
that does not seek to exploit any independent system fully but 
directly approximates data functions. The neural network 
architectures are so familiar to model merely ideas. With the 
power of neural networks and continued research into the 

bottomless field of deep learning, data—whether video, sound, 

epidemiological data or anything in between—can be modeled; 

neural networks are indeed algorithms of algorithms [27]. 

A. Artificial Intelligence 

A concept is a form of thinking that reflects the essential 
properties of an objective object. Understanding the concept of 
AI, especially the concept of intelligence, can effectively 
reflect the essential characteristics of artificial intelligence and 
is helpful. In academia, intelligent science and technology are 
the core of research in nature, humanities, and social sciences 
effects and changes [28]. 

This is compared with the concept of intelligence in the 
context of applied science, which was proposed as early as the 
17AC and was first proposed in 1956. Still, in the short 
decades after it was proposed, artificial intelligence developed 
rapidly. Robot vision, intelligent robots, robot planning, and 
other categories include intelligent control in modern control 
theory, fuzzy mathematics, and fuzzy control theory in modern 
control theory [29]. 

There are many opinions in the academic circle about the 
definition of artificial intelligence. Among them are mainly 
divided into: 

One is the imitation theory. The theory of imitation mainly 
believes that artificial intelligence explores the thinking 
process of the human brain, mainly simulates human 
intelligence and studies the science of extending human mental 
work to some physical device. Artificial intelligence is the 
ability of machines (computers) to perform some complex 
functions related to human intelligence (such as judgment, 
pattern recognition, understanding, learning, decision-making, 
planning, problem-solving, etc.). Artificial intelligence's task is 
to replace the human brain and manual labor with machines 
partially. For example, some scholars think that the purpose of 
AI is to make the computer, the machine, think like a human. 
Artificial intelligence is a technology that simulates the 
realization of human thinking. Its main purpose is to give 
robots the unique ability to see, hear, speak, and abstract 
thinking in the brain. It is especially reflected in thinking 

activities such as judgment, reasoning, proof, identification, 
learning, and problem-solving. In general, it is a combination 
of knowledge and thinking. This statement is widely used in 
academic circles and imitates human intelligence, thinking, and 
action patterns [30]. 

The second is the expansion theory. The expansion theory 
of the concept of artificial intelligence mainly believes that 
artificial intelligence is not only an imitation of human 
intelligence but should play a role in expanding human 
intelligence based on imitating human thinking and behavior 
and finally achieving the goal of enhancing human intelligence 
purpose. 

Third, comprehensively. The comprehensive theory of 
artificial intelligence concept mainly refers to artificial 
intelligence, including all the terms of many sub-fields, 
involving an extensive range of applications. In the view of 
scholars who support the comprehensive theory, artificial 
intelligence does not only refer to robots that can imitate 
human thinking and behavior. They believe that artificial 
intelligence includes technologies such as image recognition, 
video recognition, semantic understanding, and sentiment 
analysis. It is a general term for specific technologies but does 
not regard artificial intelligence as a general ability. 

This paper is considered the manifestation of the prosperity 
of deep learning algorithms based on big data, and it is not 
equivalent to the "general artificial intelligence" that tried to 
restore human intelligence and behavior in the form of robots 
in the past. It is not that only robots are artificial intelligence, 
as most people think. Artificial intelligence should be a 
comprehensive technology with six major technical directions: 
big data, statistical analysis, natural language processing, 
speech processing, planning and decision-making systems, and 
computer vision. One or several technical directions can be 
called artificial intelligence. Artificial intelligence can 
perceive, analyze, understand, think, decide, and interact. The 
ones (cloud computing) are the three cornerstones of today's 
artificial intelligence technology, of which the main 
technologies of artificial intelligence are deep learning and big 
data analysis. This paper is to conduct further research on this 
basis. 

B. The Ideological and Political Education of College 

Students 

Since the birth of New China in 1949, generations of 
outstanding college students have played a pivotal and historic 
role in gradually building our country into a prosperous, 
democratic, civilized, and harmonious modern socialist 
country. As pointed out in the one. On September 30, 2013, the 
ninth collective study of the Political Bureau of the Eighteenth 
Central Committee found that it is an important source of talent 
for socialist construction. As the primary position in the 
education of college students, it has great strategic significance 
in cultivating them into qualified construction. Logical 
reasoning is one of the most enduring for AI research. It is 
important to find ways to focus only on relevant facts in a large 
database, be on the lookout for credible proofs, and revise them 
as new information emerges. Finding a proof or disprove of a 
speculative theorem in mathematics is indeed an intelligent 
task. 
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1) Group characteristics of college students: They are 

mainly born after "95" and "00". Compared with the "post-

90s", the group has more obvious group characteristics. The 

ideological and political education of college students must be 

targeted according to the group features of current college 

students, the pursuit of individualized value. "Post-00" college 

students grew up in an era that advocated independence and 

advocated that contemporary college students should have 

independence and autonomy. Therefore, when faced with 

choices, the new generation of college students who grew up 

in a material-rich environment tend to ignore material pursuits 

and pay more attention to personal emotional experience and 

the realization of self-worth. Without large-scale personalized 

teaching, it is impossible to meet the personalized pursuit of 

every college student. The characteristics of college students' 

value pursuit in the new era have brought challenges to the 

development of college students' ideological and political 

education. 

Second, the network behavior is diversified. "Post-00" 
college students were born and grew up in the Internet age, and 
their daily lives and studies reflect "Internet thinking." As the 
"indigenous people" of the Internet, their daily communication 
is full of Internet terms; most of their communication methods 
use WeChat, QQ, and other software; the proportion of their 
online consumption far exceeds that of brick-and-mortar stores. 
The Internet has become the "residence place" of college 
students after "00". At this time, ideological and political 

education in college students should conform to the 
background of the Internet era, use big data, artificial 
intelligence technology, etc., and its relevance and 
effectiveness. Robots that can imitate human thinking and 
behavior.  It includes technologies such as image recognition, 
video recognition, semantic understanding, and sentiment 
analysis. It is a general term for specific technologies but does 
not regard artificial intelligence as a general ability. 

Therefore, the students should conform to the development 
of the times, and under the clear background of the times, 
macroscopically grasp the character characteristics of the entire 
college student group and carry out one and political education 
based on this. The group of college students who are mainly 
"post-00s" happens to be in the social background of the rise of 
artificial intelligence. It is vital to think about how to change 
the ideology and politics and whether to change or stick to it. 

2) Main features: It has entered a new era, and it is 

required to firmly grasp the leadership of ideological work, 

cultivate and practice socialist core values, and strengthen 

ideological and moral construction. College students should 

also have a new form. As the main direction of technological 

innovation, the integration of AI with ideological and political 

education in college students is imperative, and it is conducive 

to the "intelligence enhancement" for artificial intelligence; 

learners should have new ideas, new forms, new models and 

new paths, in Fig. 1: 

 

Fig. 1. Smart teaching mode of ideological and political education for college students. 
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The theory of human beings is the core theory of Marxist 
theory. Marx believes it mainly refers to such labor ability, 
social relations, the all-round development and great 
satisfaction of human needs, and the freedom of human 
personality. The comprehensive for college students lies in the 
comprehensive development of comprehensive quality, 
specifically the comprehensive, coordinated, and sustainable 
one. 

Under the new historical conditions, there are differences in 
the individual ones. To achieve the all-round development of 
every college student, relying only on the existing forms of 
ideological and political education for college students is far 
from achieving the goal of promoting the all-around 
development in the general environment, mainly carried out in 
the form of ideological and political theory courses. The forms 
and contents of ideological and political education are 
gradually enriched with the reform. It is still impossible to 
consider every college student, and it is impossible to target 
education according to the personality characteristics of college 
students. With the blessing of artificial intelligence, they can 
conduct big data analysis based on the data intelligently sensed 
and excavated by artificial intelligence. By building a visual 
personality model of college students, they know the 
ideological development characteristics of college students and 
realize precise and personalized education., to achieve the all-
round development of college students. College students have 
also changed from passively to being able to do independently 
and completing the basic required learning content to achieve 
free development. 

Therefore, in the future, artificial intelligence will enable 
the emergence of a new concept of precise and personalized 
education, which can realize high-precision personalized 
education through big data and make large-scale personalized 
education a reality. Not only small-scale personalized 
education can be achieved. 

III. RELATED TECHNOLOGIES 

The RCGA-FCM algorithm automatically generates FCM 
by using historical data without human intervention. This 
method can provide a fully automated solution for learning 
FCMs. In addition, the algorithm also compared the size and 
connection density of FCM to select the most effective design 
environment. This chapter uses RCGA, and it has effectively 
dealt with multiple domains. Then, the chapter needs it, and 
this chapter focuses on the ability of wavelet functions to deal 
with synthetic data and classification problems for functions, 
hyperbolic tangent functions, and threshold linear functions 
rather than one. When learning such FCM, it will be  

  [              
           

        
] (1) 

The wavelet function-based FCM one is designed. The one 
which is an approximation of such one: 
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A. Wavelet Fuzzy Cognitive Map 

The wavelet function-based FCM one is designed. The one 
which is an approximation of such one. A wavelet function 
consists of the following: 

      {                  } (3) 

The mother wavelet ψ(x) ∈ L2(R) must satisfy the 

condition 

      {                  } (4) 

where, it represents the wavelet family achieved by the 
parent wavelet ψ(x) by dilation and translation. It will be like 
this: 

            
 
  (

   

 
) (5) 

where, ψa,b(x) represents the wavelet family achieved by 
the parent wavelet ψ(x) by dilation and translation. Reference 
[17] carried out a detailed analysis of wavelets. Based on Eq. 
(3) and Eq. (5), the kinetic equation of WFCM is: 

            (∑        

  

   

) (6) 

Such artificial data and it then generates response 
sequences from each initial state vector by implementing step 
c) until T iterations are reached. 

        (  (
   

 
)
 

)  
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   )
 (7) 

where, a and b are parameters in WFCM. Since Eq. (7) is 
easier to handle than Eq. (5), the factor of |b|-0.5 is removed in 
this chapter. 

B. Manual Data Regulation of Network Data 

The algorithm will have the possibility of accurately 
learning fuzzy cognitive maps. The algorithm breaks through 
the shortcomings of existing methods and increases the 
learning scale of FCM from 40 to 1000 nodes, achieving 
breakthroughs of multiple orders of magnitude. 

This chapter uses the following steps: 

1) Typically, the target FCM is set to 20% or 40%, and 

each non-zero weight is randomly produced in [-1,1]. Note 

that the absolute value of each non-zero weight and other 

weights are set to 0; 

2) Randomly generate initial state values belonging to [0, 

1] and assign them to each node; 

3) Use Eq. (2) and Eq. (3) to generate the next state value 

of each node; 

4) Such artificial data contains S response sequences, each 

with T iterations, then generate response sequences from each 

initial state vector by implementing step c) until T iterations 

are reached. 
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The first metric is Data Error, which the available ones: 

Data  Error  
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Ns (Ns=10) that differ from the initial state vectors applied 
in the learning process. 

Out_of_Sample_Error

 
 

  𝑠     
∑∑∑|  

𝑘 
   

 

   

𝑇

   

 𝑠

𝑘  

   
𝑘   |

(9) 

Model_Error is to compare the weight of the learned FCM 
with the weight of the original FCM. 

 Model_Error  
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where, wij' is the weight from node i to node j in the 
candidate FCM. 

There will be no connection between nodes; otherwise, 
there is a connection. Accordingly, SS_Mean is computed as: 

 SS_Mean  
2 ×  Specificity ×  Sensitivity 

 Specificity   Sensitivity 
 (11) 

In 

 Specificity  
 𝑃

 𝑃    
 (12) 

TP is to assess the classification ability of a classifier 
quantitatively; Two observers' agreement is measured using 
Cohen's kappa, 

 kappa  
𝑝𝑜  𝑝𝑒

  𝑝𝑒

 (13) 

Such observational data hypothesized such observational 
data to calculate the probability that it is like: 

To compare the effects of one: 

      
( 

      

   )


(14) 

where, d and t denote the parameters of the Gaussian 
function. In the present experiment, t=3, d=30. A linear 
function can be defined as follows: 

         (15) 

In the paper, Fig. 2 shows the image segmentation 
performance of an improved fuzzy clustering WFCM 
algorithm on artificial data generated by Gaussian functions. 
Fig. 2 shows the performance of using the RCGA-FCM 
evolutionary algorithm for image segmentation. This includes 
evaluation indicators such as accuracy, boundary clarity, and 
noise suppression. This image segmentation process is 
achieved through an evolutionary algorithm called RCGA-
FCM. It uses artificial data generated by Gaussian functions, 
which simulate pixel intensity or grayscale values in actual 
images. Allow data points to belong to multiple clusters, each 
with a membership degree. This method is particularly suitable 
for image segmentation as it can better handle the boundaries 
and noise between pixels. RCGA will be computed and formed 
in the Fig. 2: 

 
Fig. 2. Performance of WFCM on artificial data generated by Gaussian functions. 
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IV. EXPERIMENTAL RESULTS AND ANALYSIS 

A. Investigation and Analysis of the Value Appeal of AI 

Empowering College Students' Ideological and Political 

Education 

It also become a development trend. In promoting the 
application of AI, the subjective feelings of college students 
cannot be ignored. In this regard, questionnaires and other 
forms should be used to objectively and rationally analyze 
college students' attitudes, opinions, and value demands on the 
ideological and political education empowered by AI robots 
that can imitate human thinking and behavior. Technologies 
include image recognition, video recognition, semantic 
understanding, and sentiment analysis. It is a general term for 
specific technologies but does not regard artificial intelligence 
as a general ability. 

According to the survey, most ones, like problems in 
understanding knowledge points and insufficient sense of 
acquisition, exist only when there are difficulties as they want 
to change. College students anticipate it to be more aligned 
with their personal experiences than a theory elevated to the 
point where they feel no real benefit. 

When investigating the question "What do you think are the 
difficulties encountered for theory courses" (see Fig. 3), 732 
students chose "difficulty in remembering knowledge points," 
accounting for 71.07%; 585 students chose the item "difficult 
to understand," accounting for 56.8% of the respondents; 517 
students chose the item "difficult to review," accounting for 
50.19% of the respondents; 354 Students. The item 
"unbalanced course resources" was selected, accounting for 
34.37% of the studied population; 350 students chose the item 
"lack of acquisition," accounting for 33.98% of the population. 
It can be seen that the difficulty of remembering knowledge 
points is a common difficulty faced by college students in 
ideological and political education, regardless of gender, 
education, and professional background. According to the 
survey results, fairness in education is the biggest challenge 
faced by college students, followed by the question of whether 
they don't feel like they've gained anything. According to the 
survey, most ones, like problems in understanding knowledge 
points and insufficient sense of acquisition, exist only when 

there are difficulties as they want to change. College students 
expect it to be close to their authentic personal life rather than a 
high above theory so that they have no real sense of gain. 

When asking college students, "Do you think artificial 
intelligence has brought about a change in ideas?‖ (see Fig. 4), 
676 students chose to diversify teaching methods, accounting 
for 65.63% of the surveyed; 584 573 students chose 
personalized teaching content, accounting for 55.63% of the 
respondents; 541 students chose intelligent resource search, 
accounting for 55.63% of the respondents 52.52% of the total 
number of students; 484 students chose the scientific 
evaluation method, accounting for 46.99% of the surveyed 
number; 454 students chose the dynamic teaching process, 
accounting for 44.08% of the surveyed number; 421 students 
chose teaching The environment is intelligent, accounting for 
40.87% of the studied population; 243 students chose to reduce 
the burden of the classroom, accounting for 23.59% of the 
surveyed population. 

Diversification, precision, and personalization—the goals 
and outcomes that political education seeks to accomplish—are 
the most often mentioned keywords when most students talk 
about the concept change, according to the survey results 
above. Their workload from school will not decrease with the 
arrival of artificial intelligence, and issues with assessments, 
like forgetting knowledge points, will persist. 

To what extent the respondents know about artificial 
intelligence technology and its application, the statistical 
results in Fig. 5, but know nothing about its application" is the 
highest, indicating that most students currently cognition of 
artificial intelligence remains in the booking stage, but there is 
a lack of understanding of how artificial intelligence is applied; 
among the teachers, the proportion of "understanding some 
artificial intelligence technologies and partially understanding 
their applications" for the courses has a certain degree of 
mastery from theory to practice, but the degree is not too deep; 
the proportion of practitioners who "have a deep understanding 
of artificial intelligence technology, but have a partial 
understanding of its application" The highest, indicating that 
the practitioners group has made certain breakthroughs in the 
cognition and practice. 

 
Fig. 3. Difficulties of college students in learning ideological and political theory courses. 
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Fig. 4. The concept change brought by artificial intelligence to the ideological and political education of college students. 

 
Fig. 5. How much is known about AI technology and its applications. 

Regarding which technologies of artificial intelligence are 
most easily applied to art and design education, the statistical 
ones in Fig. 6 show that the top three are natural language 
understanding (AI translation, question answering system, 
etc.), computer vision (image understanding, 3D vision, 
dynamic vision, etc.), machine vision, etc.), biometric ones and 
the proportions are relatively close, all around 30%, indicating 
that from the perspectives of students, teachers, and 
practitioners, the current three This AI art and design 
education. According to the survey, most ones, like problems 
in understanding knowledge points and insufficient sense of 
acquisition, exist only when there are difficulties as they want 
to change. College students expect it to be close to their 
authentic personal life rather than a theory that is high above so 
that college students have no real sense of gain. 

Regarding the artificial intelligence-related technologies 
currently used in learning/teaching/work, the statistical results 
show that computer vision (image understanding, three-

dimensional vision, dynamic vision, etc.) The contribution 
proportion is the highest, indicating that AI technology is used 
most frequently among practitioners; the second is natural 
language understanding (AI translation, question-answering 
system, etc.), of which the proportion of students is the highest, 
indicating that the student group has the highest contribution to 
AI. The application of technology is mainly concentrated on 
natural language understanding; the proportion of teachers' 
application of the five technologies is relatively balanced. The 
proportion of practitioners who "have a deep understanding of 
artificial intelligence technology, but have a partial 
understanding of its application4.2 Experiment results of 
complex system modeling. 

The results in Fig. 7 show that TLFCM has different 
functions in the data, and one behaves worse than other 
models. The one is the best in the data. In the experiment, 
seven cases in the 17 are better than others. 
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Fig. 6. Technology acceptance radar chart. 

 
Fig. 7. The relationship between Data_Error and RCGA algebra on different FCM models. 

From the experimental results in Fig. 8, as Data_Error 
increases, the ability of CS-FCM to learn FCM decreases. The 
change due to lack of information or interference by it and C S-
FCM can achieve high accuracy over sparse FCM, which 
shows that our method is robust to noise in time series. With 
Data_ With the increase of Error, the dataset used by CS-FCM 
gradually deviates from the actual situation. This can lead to 
deviations between the patterns learned by the model and the 
real-world patterns. During the training process, if Data_ There 

are many errors, and CS-FCM may fall into a state of 
overfitting or underfitting. Overfitting means that the model is 
too complex and has a good fitting effect on the training data, 
but performs poorly on new data; Underfitting indicates that 
the model is too simple to capture complex patterns in the data. 
Generalization ability refers to the model's ability to predict 
new data. Data_ An increase in Error can lead to a decrease in 
the generalization ability of CS-FCM, as the knowledge 
learned during training may not be universally applicable. 
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Fig. 8. The impact of time series relative data length Nt on Model_Error. 

Better than the other four methods, Fig. 9 demonstrates that 
the Data_Error of CS-FCM stays zero in various cases. For 11 
of the 30 examples, LASSOFCM outperforms CS-FCM. CS-
FCM works better than LASSOCM in the remaining cases as 
well. According to Model_Error, CS-FCM performs better 
than dMAGA and ACORD in 29 of the 30 cases and DandC 
RCGA and RCGA in every instance. In 26 out of 30 examples, 
CS-FCM beats LASSOFCM and falls short four times. The 

fact that the standard deviation of CS-FCM is consistently 
lower than that of alternative techniques suggests that CS-FCM 
is stable. CS-FCM beats dMAGA in all but one of the 100-
node cases. When it comes to CS-FCM performance, the 
scenario with S=5 and T=4 is not as good as the scenario with 
S=1 and T=20. The CS-FCM Model_Error is maintained at a 
low level concurrently. 

 

Fig. 9. Comparison of CS-FCM and other algorithms in running time. 
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It can further speed up CS-FCM. Although our algorithm 
works well in large-scale fuzzy cognitive graph learning 
problems, several shortcomings still need to be improved. For 
example, the algorithm in this chapter does not work well on 
noisy data. The algorithm in this chapter is worth thinking 
about. After a series of experimental verifications, the CS-
FCM algorithm has shown good performance in processing 
artificial data generated by Gaussian functions. Compared with 
traditional FCM algorithms, CS-FCM has significantly 
improved accuracy, boundary clarity, and noise suppression. In 
addition, CS-FCM is insensitive to the selection of initial 
parameters and has strong robustness. However, there are also 
some potential areas for improvement in the CS-FCM 
algorithm. For example, how to further improve the real-time 
performance of algorithms to better apply them to real-time 
image processing systems; How to better handle more complex 
image data, such as color images or images with more complex 
textures. 

V. CONCLUSION 

The revolution was initiated by artificial intelligence in one 
area. The proposal of intelligent education points out the 
direction for development and AI empowerment, and one 
should also keep pace with the times and use artificial 
intelligence to empower college students' ideological and 
political education. It first takes artificial intelligence as the 
starting point, new forms, models, and paths. Through the 
questionnaire survey, the value demands empowered by 
artificial intelligence can be understood. It is possible by 
artificial intelligence to clarify such persistence and change 
empowered by artificial intelligence and finally propose an 
innovative path. However, there are also many potential risks 
and practical problems at the value premise, technical limits, 
and specific operation level, such as privacy protection and 
ideological security risks, the loss of educational subjectivity, 
the digitization of educational relations, and the lack of 
specialized talents. Therefore, it is necessary to look at the 
technical momentum and potential risks of artificial 
intelligence dialectically, promote the rationality of educational 
value, strengthen technical supervision, forge an intelligent 
education team, reasonably define the integration boundary and 
application scope of artificial intelligence, and combine the 
main initiative of human beings with the intelligence of 
machines. It combines strengths, actively explores the path of 
coexistence and co-prosperity between education and 
technology, and consciously constructs an intelligent form of 
them. To model large-scale complex systems, the graph 
learning method is proposed. The graph from complex system 
representation data is an urgent problem. Due to the large 
search space and slow convergence speed, it will have large-
scale fuzzy cognitive graphs. Combined with the sparsity of 
fuzzy cognitive graph, the algorithm decomposes the learning 
task of fuzzy cognitive graph. The precise recovery ability of 
compressive sensing for sparse signals allows the algorithm to 
learn fuzzy cognitive maps accurately. The algorithm breaks 
through the shortcomings of existing methods and increases the 
learning scale of FCM from 40 to 1000 nodes, achieving 
breakthroughs of multiple orders of magnitude. 

However, this article also has some limitations. The study 
of the value demands of ideological and political education for 

large-scale fuzzy cognition college students requires 
processing a large amount of data. This includes student 
personal information, learning behavior, social networks, and 
other information. Due to the large amount of data, effective 
data processing and analysis is a huge challenge. The 
implementation and maintenance of these algorithms and 
models require a high level of technical proficiency, as well as 
a significant amount of computing resources and time. 

In the future, ideological and political education will be 
integrated with disciplines such as psychology, sociology, and 
computer science to study and understand students' thoughts, 
behaviors, and values from multiple perspectives. This 
interdisciplinary research method helps to deeply explore the 
potential of learning the value demands of ideological and 
political education for large-scale fuzzy cognitive college 
students. 

FUND PROJECTS 

1.2015 Henan Private Education Association project 
―Private University Ideological and Political Theory Course 
Teaching Reform Research‖ (project number: 
HMX20140072); 2.2016 study on ―Two studies and one 
action‖ by the Communist Youth League of Henan Provincial 
Committee and the Social Sciences Union of Henan Province 
(project number: QSNYJ2016223) 

COMPETING OF INTERESTS 

The authors declare no competing of interests. 

AUTHORSHIP CONTRIBUTION STATEMENT 

Chao Xu: Writing-Original draft preparation, 
Conceptualization, Supervision, Project administration. 

Lin Wu: Methodology, Software, Validation. 

DATA AVAILABILITY 

On Request 

DECLARATIONS 

Not applicable 

REFERENCES 

[1] K. A. Walker et al., ―Association of peripheral inflammatory markers 
with connectivity in large-scale functional brain networks of non-
demented older adults,‖ Brain Behav Immun, vol. 87, pp. 388–396, 
2020. 

[2] N. Kampa, R. Scherer, S. Saß, and S. Schipolowski, ―The relation 
between science achievement and general cognitive abilities in large-
scale assessments,‖ Intelligence, vol. 86, p. 101529, 2021. 

[3] S. Asadianfam, M. Shamsi, and A. R. Kenari, ―TVD-MRDL: traffic 
violation detection system using MapReduce-based deep learning for 
large-scale data,‖ Multimed Tools Appl, vol. 80, pp. 2489–2516, 2021. 

[4] O. Marena, M. S. N. Fitri, O. A. Hisam, A. Kamil, and Z. M. Latif, 
―Accuracy Assessment of Large-Scale Topographic Feature Extraction 
Using High Resolution Raster Image and Artificial Intelligence 
Method,‖ in IOP Conference Series: Earth and Environmental Science, 
IOP Publishing, 2021, p. 012045. 

[5] L. D. Anderson et al., ―Large-scale Map of Millimeter-wavelength 
Hydrogen Radio Recombination Lines around a Young Massive Star 
Cluster,‖ Astrophys J Lett, vol. 844, no. 2, p. L25, 2017. 

[6] M. Lam et al., ―Identifying Nootropic Drug Targets via Large-Scale 
Cognitive GWAS and Transcriptomics,‖ bioRxiv, pp. 2020–2022, 2020. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 1, 2024 

993 | P a g e  

www.ijacsa.thesai.org 

[7] O. A. Gansser and C. S. Reich, ―A new acceptance model for artificial 
intelligence with extensions to UTAUT2: An empirical study in three 
segments of application,‖ Technol Soc, vol. 65, p. 101535, 2021. 

[8] S. A. Simpson and T. S. Cook, ―Artificial intelligence and the trainee 
experience in radiology,‖ Journal of the American College of Radiology, 
vol. 17, no. 11, pp. 1388–1393, 2020. 

[9] N. Martiniello et al., ―Artificial intelligence for students in 
postsecondary education: a world of opportunity,‖ AI Matters, vol. 6, no. 
3, pp. 17–29, 2021. 

[10] P. J. Slanetz, D. Daye, P.-H. Chen, and L. R. Salkowski, ―Artificial 
intelligence and machine learning in radiology education is ready for 
prime time,‖ Journal of the American College of Radiology, vol. 17, no. 
12, pp. 1705–1707, 2020. 

[11] J. Wen, ―Innovative application of artificial intelligence technology in 
college physical education,‖ in Journal of Physics: Conference Series, 
IOP Publishing, 2021, p. 042028. 

[12] N. Prakash, B. Vaikundaselvan, and S. S. Sivaraju, ―Short-Term Load 
Forcasting for Smart Power Systems Using Swarm Intelligence 
Algorithm,‖ Journal of Circuits, Systems and Computers, vol. 31, no. 11, 
p. 2250189, 2022. 

[13] V. Sivalenka, S. Aluvala, N. Fatima, D. R. Kumari, and C. H. Sandeep, 
―Exploiting Artificial Intelligence to Enhance Healthcare Sector,‖ in IOP 
Conference Series: Materials Science and Engineering, IOP Publishing, 
2020, p. 022061. 

[14] H. Ahmed and L. Devoto, ―Undergraduate medical education and the 
future of surgery,‖ Postgrad Med J, vol. 98, no. e3, pp. e148–e148, 2022. 

[15] M. Tomko, W. Newstetter, M. W. Alemán, R. L. Nagel, and J. Linsey, 
―Academic makerspaces as a ‗design journey‘: developing a learning 
model for how women students tap into their ‗toolbox of design,‘‖ AI 
EDAM, vol. 34, no. 3, pp. 363–373, 2020. 

[16] T. Chen, ―Research on the dilemma and breakthrough path of 
ideological and political education in colleges and universities in the era 
of big data,‖ Journal of Higher Education Research, vol. 3, no. 2, pp. 
203–206, 2022. 

[17] L. Song, S. Feng, and T. Zhang, ―The Application of Artificial 
Intelligence in College Ideological and Political Education,‖ Journal of 
Frontiers in Educational Research, vol. 1, no. 2, pp. 23–26, 2021. 

[18] X. Sun and Y. Zhang, ―Research on the framework of university 
ideological and political education management system based on 
artificial intelligence,‖ Journal of Intelligent & Fuzzy Systems, no. 
Preprint, pp. 1–10, 2021. 

[19] A. Kukulska-Hulme, ―How should the higher education workforce adapt 
to advancements in technology for teaching and learning?,‖ Internet 
High Educ, vol. 15, no. 4, pp. 247–254, 2012. 

[20] U. F. Mustapha, A. Alhassan, D. Jiang, and G. Li, ―Sustainable 
aquaculture development: a review on the roles of cloud computing, 
internet of things and artificial intelligence (CIA),‖ Rev Aquac, vol. 13, 
no. 4, pp. 2076–2091, 2021. 

[21] J. He, S. L. Baxter, J. Xu, J. Xu, X. Zhou, and K. Zhang, ―The practical 
implementation of artificial intelligence technologies in medicine,‖ Nat 
Med, vol. 25, no. 1, pp. 30–36, 2019. 

[22] R. Dilmurod and A. Fazliddin, ―Prospects for the introduction of 
artificial intelligence technologies in higher education,‖ ACADEMICIA: 
an international multidisciplinary research journal, vol. 11, no. 2, pp. 
929–934, 2021. 

[23] R. Abduljabbar, H. Dia, S. Liyanage, and S. A. Bagloee, ―Applications 
of artificial intelligence in transport: An overview,‖ Sustainability, vol. 
11, no. 1, p. 189, 2019. 

[24] D. S. Smys, D. H. Wang, and D. A. Basar, ―5G network simulation in 
smart cities using neural network algorithm,‖ Journal of Artificial 
Intelligence and capsule networks, vol. 3, no. 1, pp. 43–52, 2021. 

[25] H. H. Tesfamikael, A. Fray, I. Mengsteab, A. Semere, and Z. Amanuel, 
―Simulation of eye tracking control based electric wheelchair 
construction by image segmentation algorithm,‖ Journal of Innovative 
Image Processing (JIIP), vol. 3, no. 01, pp. 21–35, 2021. 

[26] Z. B. Jimenez et al., ―Matrix representation and simulation algorithm of 
spiking neural P systems with structural plasticity,‖ Journal of 
Membrane Computing, vol. 1, pp. 145–160, 2019. 

[27] S. Harchaoui and P. Chatzimpiros, ―Energy, Nitrogen, and Farm Surplus 
Transitions in Agriculture from Historical Data Modeling. France, 
1882–2013.,‖ J Ind Ecol, vol. 23, no. 2, pp. 412–425, 2019. 

[28] O. Melnychenko, ―Application of artificial intelligence in control 
systems of economic activity,‖ Virtual Economics, vol. 2, no. 3, pp. 30–
40, 2019. 

[29] J. Chen, K. Li, Z. Zhang, K. Li, and P. S. Yu, ―A survey on applications 
of artificial intelligence in fighting against COVID-19,‖ ACM 
Computing Surveys (CSUR), vol. 54, no. 8, pp. 1–32, 2021. 

[30] K. Zarina I, B. Ildar R, and S. Elina L, ―Artificial Intelligence and 
Problems of Ensuring Cyber Security.,‖ International Journal of Cyber 
Criminology, vol. 13, no. 2, 2019. 

 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 1, 2024 

994 | P a g e  

www.ijacsa.thesai.org 

Predicting Students' Academic Performance Through 

Machine Learning Classifiers: A Study Employing 

the Naive Bayes Classifier (NBC) 

Xin ZHENG
1
, Conghui LI

2
 

College of Artificial Intelligence, North China University of Science and Technology, Tangshan 063210, China
1
 

College of Management and Economics, North China University of Science and Technology, Tangshan 063210, China
2
 

 

 
Abstract—Modern universities must strategically analyze and 

manage student performance, utilizing knowledge discovery and 

data mining to extract valuable insights and enhance efficiency. 

Educational Data Mining (EDM) is a theory-oriented approach 

in academic settings that integrates computational methods to 

improve academic performance and faculty management. 

Machine learning algorithms are essential for knowledge 

discovery, enabling accurate performance prediction and early 

student identification, with classification being a widely applied 

method in predicting student performance based on various 

traits. Utilizing the Naive Bayes classifier (NBC) model, this 

research predicts student performance by harnessing the robust 

capabilities inherent in this classification tool. To bolster both 

efficiency and accuracy, the model integrates two optimization 

algorithms, namely Jellyfish Search Optimizer (JSO) and 

Artificial Rabbits Optimization (ARO). This underscores the 

research's commitment to employing cutting-edge machine 

learning and algorithms inspired by nature to achieve heightened 

precision in predicting student performance through the 

refinement of decision-making and prediction quality. To classify 

and predict G1 and G3 grades and evaluate students' 

performance in this study, a comprehensive analysis of the 

information pertaining to 395 students has been conducted. The 

results indicate that in predicting G1, the NBAR model, with an 

F1_Score of 0.882, performed almost 1.03% better than the 

NBJS model, which had an F1_Score of 0.873. In G3 prediction, 

the NBAR model outperformed the NBJS model with F1_Score 

values of 0.893 and 0.884, respectively. 

Keywords—Machine learning; Naive Bayes Classifier; 

Artificial Rabbits Optimization; Jellyfish Search Optimizer; student 

performance 

I. INTRODUCTION 

Education is the foundational pillar for any nation or 
society, embodying a crucial element that provides guidance, 
societal status, extensive knowledge, and avenues for 
exploration [1–3]. Modern universities must analyze 
performance, identify uniqueness, and develop a strategic plan. 
Management should prioritize understanding admitted students' 
diverse characteristics. In the competitive academic landscape, 
excellence in student performance is crucial for higher learning 
institutions [4–6]. Knowledge discovery (KD) involves 
extracting meaningful, unknown, and potentially valuable 
information from extensive databases. Data mining      is 
crucial for educational data analysis, offering various methods 
for this purpose [7, 8]. The substantial amount of student data 

in databases exceeds the human capacity for manual analysis, 
necessitating automated techniques [9]. This includes creating 
early warning systems to reduce costs, save time, and optimize 
resources [10, 11]. Educational Data Mining       is a 
theory-oriented    approach employed in academic and 
educational settings. Its primary goal is to create computational 
methods that integrate theory and data. The objective of EDM 
is to improve and support academic performance among 
students and graduates and to enhance the management of 
faculty information within educational institutions [12–14]. 

Machine learning (ML) algorithms serve as indispensable 
tools for knowledge discovery, playing a pivotal role in various 
applications. One of their crucial functions lies in accurate 
performance prediction, a capability that proves instrumental in 
identifying struggling students early. By leveraging these 
algorithms, educational institutions can proactively address 
academic challenges, fostering a more supportive and 
responsive learning environment [15]. Various machine 
learning methods, including classification [16], prediction [17, 
18], and clustering [19], are continuously evolving and 
expanding the scope of data mining. 

Classification, the most common and effective data mining 
approach for categorizing and predicting values, also applies to 
EDM [20]. In the context of student performance prediction, 
classification refers to grouping or classifying pupils based on 
specific traits or features. These traits include past academic 
achievement, demographic information, socioeconomic 
background, study habits, and other pertinent data. Patterns and 
links within the data are detected using classification 
algorithms, allowing predictions about future student 
performance to be generated [21–24]. For instance, using the 
ICRM classifier, Marquez-Vera et al. [25] tackled the intricate 
task of predicting student failure in academic contexts by 
utilizing a genetic programming algorithm and diverse    
approaches. Employing real data from     high school 
students in Zacatecas, Mexico, the research addressed 
challenges such as high dimensionality and imbalanced 
datasets. It strategically selected influential attributes, 
rebalances data, and incorporated cost-sensitive classification 
methods. Additionally, the study introduced a genetic 
programming model, comparing its interpretability and 
accuracy with other white box techniques. The ultimate goal 
was to identify the most effective approach for enhancing 
classification accuracy, particularly in predicting students at 
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risk of failure. The findings contributed valuable insights to 
predictive modeling in education, offering nuanced 
perspectives on factors influencing student outcomes and 
guiding targeted interventions for improved educational 
support. Hu and Song [26] focused on the analysis and 
evaluation of student achievement as a crucial aspect of 
teaching and school management. The objective was to 
scientifically assess academic performance, providing accurate 
insights for teachers and enabling students to understand their 
learning situation. The research utilized the XGBoost 
algorithm for classifying and evaluating student performance 
through statistical analysis of basic data. A performance 
evaluation model was established, taking into account 
curriculum relevance by statistically compiling student 
performance data. The subjective and objective structural 
entropy weight method was employed to classify characteristic 
importance results, offering insights into relevant courses. 
Moreover, the XGBoost method was used to predict grades for 
unfinished courses based on completed course results. The 
study aimed to comprehensively, objectively, and reasonably 
evaluate students' learning situations, contributing valuable 
information for teaching management and improvement 
strategies. Kabakchieva et al. [27] aimed the outcomes of a 
data mining research conducted at a prestigious Bulgarian 
university. The primary objective was to showcase the 
substantial potential of data mining applications in university 
management, particularly in optimizing enrollment campaigns 
and attracting high-caliber students. The research focused on 
developing data mining models to predict student performance, 
utilizing personal, pre-university, and university-performance 
characteristics. The dataset encompassed information about 
students admitted to the university over three consecutive 
years. Various well-known data mining classification 
algorithms, including a rule learner, a decision tree classifier, a 
neural network, and a Nearest Neighbour classifier, were 
applied and their performances were analyzed and compared. 
The study aimed to contribute insights for more effective 
university management by employing data mining techniques 
to predict and understand student performance. By presenting a 
model for predicting poor academic performance among first-
year students, Tamasiri et al. [28] aimed to address the 
challenging task of predicting student attrition, particularly 
dealing with class-imbalanced data common in the realm of 
student retention. The study contrasted four widely used 
classification techniques logistic regression, decision trees, 
neural networks, and support vector machines with three 
alternative data balancing strategies: over-sampling, under-
sampling, and synthetic minority over-sampling          
The research aimed to retain overall excellent classification 
performance while improving predicting accuracy for the 
minority class using large-scale institutional student data from 
2005 to 2011. Based on the 10-fold holdout sample, the 
support vector machine and SMOTE data-balancing approach 
produced the best classification result, with an overall accuracy 
of        for the minority class, the three data-balancing 
strategies increased prediction accuracy. Additionally, 
sensitivity analyses identified crucial variables for accurately 
predicting student attrition, suggesting the potential application 
of these models to reduce student dropout rates by accurately 
identifying at-risk students. Marbouti et al. [29] utilized 

predictive modeling methods to early identify at-risk students 
in courses employing standards-based grading. The goal of the 
study was to modify at-risk prediction models to take use of 
standards-based grading, which offers advantages over 
traditional score-based grading in education. Prediction 
approaches were limited to using the course instructors' access 
to performance data from the previous semester. The study 
prioritized minimizing false negatives (type II errors) in 
identifying at-risk students without significantly increasing 
false positives (type I errors). To enhance generalizability and 
accuracy, a feature selection method was applied to reduce the 
number of variables in each model. Among the seven tested 
modeling methods, the Naive Bayes      Classifier model 
and an Ensemble model showed the most promising results, 
contributing insights for more effective educational 
interventions in identifying at-risk students. 

While various classification algorithms have received 
considerable attention in recent studies, Naive Bayes Classifier 
(NBC) has been comparatively less explored. This research 
introduces and evaluates NBC alongside two hybrid models 
optimized using Jellyfish Search Optimizer (JSO) and 
Artificial Rabbits Optimization (ARO). The study 
comprehensively assesses their estimation capabilities by 
training 70% of the models on literature-derived input 
parameters and testing the remaining 30%, enabling 
comparisons with other models and evaluations of enhanced 
versions of a single model. The examination involves statistical 
metrics in two distinct phases and categorizing students into 
four grade classes, providing a thorough comparative analysis. 
Ultimately, the study identifies the optimal model for 
understanding and anticipating students' academic 
performance, emphasizing NBC's adaptability, uncertainty 
estimation, and interpretability when integrated with 
optimization algorithms to enhance predictive accuracy and 
improve educational outcomes. In the following Section II 
outlines the methods, procedures, and details of your research, 
encompassing data collection, experimental design, 
participants, materials, and any statistical or computational 
methods employed. Moreover, the Experimental Design or 
Data Collection subsection provides a detailed account, 
including variables, controls, and procedures implemented. 
Dataset overview is given in Section III. Section IV presents 
study findings using tables, graphs, or figures, incorporating 
both descriptive and inferential statistical analyses. In Section 
V, results are interpreted in the context of addressing 
implications, limitations, and potential future research 
directions. Finally Section VI summarizes main findings, 
emphasizing their significance, broader implications, and 
suggesting potential applications or areas for further 
investigation. 

II. METHODOLOGY AND STRATEGY 

A. Naive Bayes Classifier (NBC) 

The NBC is a probabilistic classifier that utilizes Bayes' 
theorem under the assumption of high independence. This 
algorithm was formulated by Thomas Bayes, a British scientist. 
The theoretical foundation of NBC revolves around predicting 
future opportunities by drawing on past experiences [30]. 
Assume a category of documents   {          }  and   
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potential classes   {          } . Where   
{          }  represent the collection of distinct terms 
present in at least one of the documents in  . The subsequent 
formula can be used to calculate the probability that a 
document   belongs to class   [31]. 

    |   
    |       

    
 (1) 

The denominator of Eq. (1) is often omitted in Maximum   
Posteriori       calculation for parametric numerical 
problems because      is a constant for the known data set 
size. In the context of a     model, it accepts that each term or 
word,   , independently occurs in a document given the class 
 . Consequently, Eq. (1) is simplified to reflect this 
assumption: 

   |       ∏ [       ]
  

  

   
 (2) 

In the provided context,    denotes the count of single 
words in file  , and    represents the frequency of each word 
  . To address concerns regarding floating point underflow, 
an alternative equation is utilized: 

      |           ∑ [            ]
  

   
 (3) 

The classification of document   is determined as the class 
   that maximizes the logarithm of    |   in Eq. (3). 

            {       

 ∑ [            ]
  

   
}  

(4) 

In the application of the Naive Bayes classifier (NBC), 

     and         can derive estimations as follows: 

 ̂    
  

 
     ̂   |   

   

∑        

  (5) 

Where   signifies the total document count,    denotes the 
quantity of records in class  , and    

 represents the word's 

frequency    in class  . Utilizing these approximations, the 
computation of the expression on the right hand side of Eq. 
(4) essentially becomes a counting challenge. 

B. Jellyfish Search Optimizer       

One of the contemporary swarm-based metaheuristics is the 
JSO, introduced by Chou and Truong in 2021 [32]. The     
algorithm emulates the foraging behaviour of jellyfish in 
search of oceanic sustenance [33]. 

1) Mathematical model: The JSO algorithm adheres to 

three ideal principles: 

a) Marine flow: To locate and feed on smaller 

planktonic organisms, jellyfish utilize Eq. (6) to detect the 

direction of ocean currents. 

 ⃗                (6) 

The direction of the ocean current is denoted as  ⃗ , where   

        represents the length distribution coefficient of  ⃗ . 

The current best location of the jellyfish swarm is denoted as 
  , and   signifies the mean location of all jellyfish. 

The new location of each jellyfish can be defined as 
follows: 

                      ⃗  (7) 

Following the adjustment of each jellyfish's position, the 
current location of the jellyfish is chosen as a preferred 
destination, potentially representing a position with increased 
accessibility to food sources. 

b) Blooming of jellyfish: Jellyfish within a bloom 

display two types of motion: passive and active. The 

subsequent section introduces the mathematical models that 

characterize these waves: 

                          
                   

     

(8) 

        signifies a coefficient associated with the extent 
of passive waves.    and    denote the lower and upper 
bounds of the search space, correspondingly. 

                                        ⃗⃗  (9) 

which 

 ⃗⃗   {
                                     

                                     
 (10) 

The functions                 represent the objective 

purpose values corresponding to jellyfish        , 
correspondingly. 

c) Temporal regulation mechanism: Within this 

framework, a mechanism for time control is utilized to 

regulate both the motion of jellyfish within the bloom and 

their navigation toward ocean currents. The temporal control 

function is denoted as: 

     |(  
 

       
)             | (11) 

where,   shows the time index given as the iteration 
quantity and         represents the iteration     number.   
denotes the time index, representing the iteration number, and 
        signifies the maximum number of iterations. 

2) Population initialization: In this optimizer, the initial 

population is generated using the Logistic map. 

                                            (12) 

   and    represent the positional values for the     
jellyfish and a randomly selected place, respectively. It is set to 
4 in all testing. 

a) Boundary handling mechanism: If a jellyfish 

surpasses the confines of the specified search space, it will be 

realigned within those limits, according to Eq. (13). 

{
      (         )                              

      (         )                              

 (13) 
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     and       represent the current and updated location of 

the     dimension of the     jellyfish, respectively. 

              symbolizes the lower and upper bounds of the 

    dimension within the search space. 

The flowchart illustrating the JSO process is shown in Fig. 
1. 

 
Fig. 1. Flowchart of JSO. 

C. Artificial Rabbits Optimization (ARO) 

Rabbits' adoption of survival strategies within their natural 
environment has significantly influenced the formulation of 
ARO. These strategies are designed to effectively counteract 
predators and optimize the rabbit's ability to evade 
surveillance. ARO, in its design, integrates the rabbit's dual 
strategies of hunting and hiding, along with its adept energy 
management techniques, to seamlessly transition between these 
adaptive approaches [34]. 

1) Detour foraging: Rabbits commonly employ a 

circuitous method during their quest for food, emphasizing 

distant food sources while overlooking nearby ones. Consider 

an ARO scenario in which each rabbit in a group has its 

territory complete with caves and grass. Serendipitous 

encounters with each other's feeding areas are common. A 

mathematical framework is presented that captures rabbits' 

departure search actions: 

 ⃗                                   

                   

                  

(14) 

      (15) 

      (
   
 

)
 

             
(16) 

     {
                 
                          

                

     ⌈    ⌉ 
(17) 

       (18) 

          (19) 

The population size of rabbits is denoted as n, and the 
dimensions of the problem are denoted as d. 

 ⃗        signifies the standard normal distribution 
describes the distribution of the      rabbit's location at times 
      and   .   represents the     number of iterations. 
      signifies the place of the     rabbit at time  . A random 
permutation of numbers between   and   is produced by the 
function  . 

  functions as a tool inside the algorithm, promoting the 
diverse collection of components from the traveler to introduce 
variety into the process.   ,   , and    depict random numbers 
within the (0,1) range. The variable   denotes the run length, 
indicating the pace of development during reroute scavenging. 

2) Random hiding: Rabbits tend to randomly select a 

burrow to seek shelter, a behaviour crucial for their survival. 

The mathematical model elucidating this performance is 

articulated through the equations presented below. The 

formulation for the    burrow of the     rabbit is expressed as: 

 ⃗                               
               

(20) 

  
     

 
    (21) 

          (22) 

     {
                 
                          

           (23) 

 ⃗                           (24) 

N embodies the concealment parameter, undergoing a 

linear reduction from 1 to 
 

 
 throughout an iterative process that 

incorporates random perturbations. 

In the eventual scenario where either detour foraging 
strategies or random hiding methods are employed, the update 
of the     rabbit's location observes to the Eq. (25): 
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 {
                           (      )   ( ⃗       )

 ⃗                    (      )   ( ⃗       )
 

(25) 

3) Energy shrinks: While the rabbit persists in its cyclic 

behaviour of detouring to find food and intermittently hiding 

at random, its energy level regularly diminishes. Hence, the 

integration of energy factors becomes critical within the ARO 

framework: 

      (  
 

 
)   

 

 
 (26) 

Fig. 2 illustrates the flowchart of ARO, and Algorithm 1 
provides its pseudo-code. 

 
Fig. 2. Flowchart of ARO. 
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Algorithm 1: Pseudo-Code of     Algorithm 

                                                                                                                                
                                             
                          
                                           
       
                                                 
                               
                                       
                          
                                                              
     
                                                                  
                                     
                          
                                                     
       
                                             
         
          
             

III. DATASET OVERVIEW 

A. Data Preparation 

Data mining is a strategic business process, systematically 
delving into vast datasets to unearth significant patterns and 
rules that contribute valuable insights [35]. Classification and 
regression are pivotal objectives in data mining, playing crucial 
roles in extracting valuable insights from complex datasets by 
identifying meaningful patterns and relationships [36]. The 
primary distinction lies in the output representation, with 
classification producing discrete results and regression 
generating continuous outcomes. Evaluation metrics also 
differ, as classification models are often assessed using the 
percentage of correct classifications; while regression 
commonly employs the root mean squared metric [37]. 

This study aims to develop a robust method for accurately 
assessing students' academic performance and contextual 
factors. The dataset undergoes essential preprocessing, 
including transforming text into numerical values. Attributes 
are selected to describe performance based on individual 
information and academic conditions, utilizing two 
questionnaire methods and academic histories. The dataset 
encompasses a varied array of variables that have the potential 
to influence students' academic outcomes. The dataset 
incorporates information, including students' school, gender, 
age, home address, family size, parental cohabitation status, as 
well as details about the education and occupations of both 
parents. The dataset also includes information on factors 
influencing school choice, such as proximity, reputation, 
course preference, and others. It covers details about the 
student's guardian, weekly study time, travel time to school, 
past class failures, participation in educational support, family 
educational support, involvement in paid classes and 
extracurricular activities, internet access at home, aspirations 
for higher education, nursery school attendance, engagement in 
romantic relationships, family relationship quality, current 
health status, socializing with friends, weekday and weekend 

alcohol consumption, free time after school, and the number of 
school absences. These diverse input variables, encompassing 
nominal, numeric, and binary data types, provide a 
comprehensive and varied source of information for the study. 
In addition to these inherent traits, three supplementary 
variables, namely,   ,   , and   , depict students' grades 
across three assessment periods throughout their academic 
journey, spanning from zero (indicating the lowest grade) to    
(representing the highest grade attainable). To classify their 
scores, a segmentation was applied, dividing them into four 
categories: 0–12 denoting Poor performance, 12–14 indicating 
Acceptable, 14–16 representing Good, and 16–20 reserved for 
Excellent academic achievements. 

In this research, a correlation matrix encompassing the 
examined input and output variables is depicted in Fig. 3. 
Parents' educational background, particularly the mother, 
exerted the most positive influence on students' scores in G1 
and G3, with the father's education also demonstrating 
effectiveness.  As anticipated, family support and aspirations 
for higher education had positive effects on outcomes, while 
the influence of prior student failures was negative. 
Additionally, there was a noticeable gender effect on scores in 
G1 and G3. 

B. Evaluation of Models' Applicability 

In classification problems, Accuracy is a widely used 
metric that gauges overall model performance based on True 
Positives       True Negatives       False Positives       
and False Negatives       While Accuracy is common, it has 
limitations in imbalanced data situations, favoring the majority 
class and providing limited insights. Three additional metrics, 
Recall, Precision, and F1-Score, address this. Recall evaluates 
a model's ability to correctly identify all relevant instances 
within a specific class, which is crucial for reducing False 
Negatives. Precision assesses the accuracy of positive 
predictions, reducing False Positives. The F1-Score combines 
Precision and Recall, offering a balanced assessment, 
especially valuable in imbalanced data scenarios. 

These metrics, outlined through mathematical formulas Eq. 
(27) to Eq. (30), collaboratively contribute to a more 
comprehensive grasp of a classification model's effectiveness 
[38]. Particularly valuable in tackling class imbalances, they 
empower researchers and data analysts to make well-informed 
decisions and adjustments, enhancing model performance in 
challenging scenarios involving imbalanced data. 

         
     

           
 (27) 
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Fig. 3. Correlation matrix for the input and output variables. 

IV. RESULTS 

To improve the accuracy of the NBC model in predicting 
G1 and G3, this study employed two optimization algorithms, 
ARO and JSO. The dataset was divided, with 70% allocated 
for the training phase and the remaining 30% for thorough 
testing, enabling a comprehensive assessment of predictive 
capabilities. The data underwent processing after a detailed 
evaluation of the models' classification during training and 
testing, involving 395 students and grounded in their test 
results (specifically G1 and G3 values). 

The primary objective involved fine-tuning and optimizing 
model parameters through these algorithms. To assess the 
convergence of these optimization methods, a convergence 
curve, depicted in Fig. 4, tracked accuracy over 200 iterations. 
The convergence rate of the NBAR model in G1 and G3 is 
similar, with a noticeable shift to a linear pattern around the 
150th iteration in the convergence process. In contrast, the 
NBJS model, which predicts both G1 and G3 metrics, is the 
optimal model, achieving superior accuracy levels before the 
150th iteration. 

  

Fig. 4. Convergence of hybrid models based on ribbon plot. 
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This section assesses how each model contributes to 
predicting students' academic performance based on the G1 
and G3 grades. Table I presents Accuracy, Recall, Precision, 
and F1-score measures for the training and testing phases 
across all models. Notably, the NBAR model demonstrated 
superior performance, exhibiting higher metric values. 
Specifically, in both G1 and G3, the NBAR model achieved 
maximum metric values with Accuracy=0.889, Precision  
     , Recall      , and F1-score       for G1, and 
Accuracy      , Precision      , Recall      , and F1-
score       for G3, respectively. Additionally, the waterfall 
plot in Fig. 5 provides a visual assessment of the performance 
of the presented models. 

The students were classified into four distinct groups based 
on their scores: Poor (0 to 12), Acceptable (12 to 14), Good (14 
to 16), and Excellent (16 to 20). In terms of Precision within 
G1 estimation, shown in Table II, the NBJS model showcases 
superior performance, achieving values of 0.923 and 0.769 in 
the Excellent and Good categories, respectively. Conversely, 
for the Acceptable and Poor groups, the NBAR model 
demonstrates Precision values of 0.880 and 0.912, respectively. 
As indicated in Table III for G3 precision values, the NBAR 
model demonstrates superior performance in the Excellent and 
Acceptable groups with values of 0.917 and 0.768, 
respectively. Conversely, the NBJS model, with values of 
0.836 and 0.957, is more suitable for the Good and Poor 
groups. 

TABLE I.  RESULT OF PRESENTED MODELS 

 Model phase 
Index values 

Accuracy Precision Recall F1 _Score 

G1 

NBC 

Train 0.884 0.882 0.885 0.881 

Test 0.822 0.810 0.822 0.811 

All 0.866 0.861 0.866 0.861 

NBAR 

Train 0.917 0.921 0.917 0.915 

Test 0.814 0.801 0.814 0.801 

All 0.889 0.885 0.886 0.882 

NBJS 

Train 0.899 0.900 0.899 0.894 

Test 0.831 0.825 0.831 0.821 

All 0.878 0.877 0.879 0.873 

G3 

NBC 

Train 0.866 0.866 0.866 0.865 

Test 0.898 0.905 0.898 0.900 

All 0.876 0.878 0.876 0.876 

NBAR 

Train 0.883 0.882 0.883 0.882 

Test 0.915 0.918 0.915 0.916 

All 0.894 0.893 0.894 0.893 

NBJS 

Train 0.870 0.869 0.870 0.869 

Test 0.915 0.922 0.915 0.917 

All 0.884 0.885 0.884 0.884 
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Fig. 5. Waterfall plot utilized to assess the performance of the presented models. 

TABLE II.  ASSESSMENT METRICS FOR THE PERFORMANCE OF THE GENERATED MODELS DERIVED FROM G1 PREDICTION 

Model Grade 
Index values 

Precision Recall F1-score 

NBC 

Excellent 0.875 0.854 0.864 

Good 0.745 0.704 0.724 

Acceptable 0.800 0.647 0.715 

Poor 0.904 0.970 0.936 

NBAR 

Excellent 0.897 0.854 0.875 

Good 0.768 0.796 0.782 

Acceptable 0.880 0.647 0.746 

Poor 0.912 0.983 0.946 

NBJS 

Excellent 0.923 0.878 0.900 

Good 0.769 0.741 0.755 

Acceptable 0.875 0.617 0.724 

Poor 0.895 0.987 0.939 
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TABLE III.  ASSESSMENT METRICS FOR THE PERFORMANCE OF THE GENERATED MODELS DERIVED FROM G3 PREDICTION 

Model Grade 
Index values 

Precision Recall F1-score 

NBC 

Excellent 0.909 0.750 0.822 

Good 0.772 0.733 0.752 

Acceptable 0.691 0.758 0.723 

Poor 0.949 0.966 0.957 

NBAR 

Excellent 0.917 0.825 0.868 

Good 0.788 0.867 0.825 

Acceptable 0.768 0.694 0.729 

Poor 0.949 0.966 0.957 

NBJS 

Excellent 0.833 0.750 0.790 

Good 0.836 0.767 0.800 

Acceptable 0.761 0.871 0.812 

Poor 0.957 0.957 0.957 
 

In Fig. 6, 3D walls illustrate a detailed comparison between 
predicted and measured values, presenting the distribution of 
students across categories for G1 and G3. Individual graphs for 
each category (Poor, Acceptable, Good, and Excellent) are 
included. It is noteworthy that the institute's report mentions a 
total of 395 students. The subsequent sections undertake a 
comprehensive assessment of the models' classification 
effectiveness.  

As per the chart, the data for G1 reveals that 232 
individuals fall into the Poor category, 68 individuals in the 
Acceptable category, 54 individuals in the Good category, and 
41 individuals in the Excellent category. Notably, the NBJS 
model is the most effective classifier for the Poor and Excellent 
segments, demonstrating accurate predictions. Conversely, in 
the Acceptable and Good groups, the NBAR model 
outperforms, exhibiting superior performance. 

As depicted in the G3 graph, recorded figures for the Poor, 
Acceptable, Good, and Excellent categories were 233, 62, 60, 
and 40 students, respectively. An exception arises as the single 

NBC model, and NBAR exhibit superior performance in the 
Poor class. Moreover, the NBAR model consistently 
demonstrates superior performance in the Excellent and Good 
classes. However, the NBJS model outperforms others in the 
Acceptable class, while the NBAR model exhibits a noticeable 
performance drop. 

Valuable information regarding the precise classification of 
students and instances of misclassifications can be extracted 
from the confusion matrix illustrated in Fig. 7. In G1 
estimation, the NBAR model accurately classified a total of 
350 students, encompassing 35 Excellent, 43 Good, 44 
Acceptable, and 228 Poor students, in their respective grades, 
while 45 students were misclassified. In contrast, the NBJS 
model had 48 misclassifications, indicating a 6.25% difference 
in G1 between the two hybrid models, with the NBAR model 
exhibiting superior performance.  In G3, the NBAR model 
achieved precise categorization for 353 students, accurately 
placing them in their respective grades, with only 42 students 
being misclassified. Similarly, the NBJS model also achieved 
353 correct predictions. 
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Fig. 6. 3D walls for the comparison between predicted and measured values. 
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Fig. 7. Confusion matrix illustrating the accuracy of the model. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 1, 2024 

1006 | P a g e  

www.ijacsa.thesai.org 

 

 

Fig. 8. Result of ROC curve. 

The Receiver Operating Characteristics       curve is 
crucial for assessing classification algorithms. This curve 
evaluates the model's performance by graphing    rates 
against    rates. A test exhibiting perfect discrimination would 
manifest as an ROC plot traverse the upper left corner, 
indicating both 100% sensitivity and 100% specificity. The 
ROC curve analysis in Fig. 8 shows that, the     emerges as 

the best overall classifier in G1 prediction, particularly for the 
poor and excellent classes, as evidenced by its proximity to 1 
on the ROC curve. In the framework of G3, there is no 
discernible trend for comparing the performance of the models; 
however, there is a relative improvement in predicting the Poor 
group. 
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V. DISCUSSION 

The study has limitations that should be considered. Firstly, 
its focus on a specific cohort of 395 students may restrict the 
generalizability of the findings to a broader student population. 
Additionally, the evaluation predominantly revolves around 
quantitative metrics, such as Accuracy, Recall, Precision, and 
F1-score, potentially overlooking qualitative nuances in student 
academic performance. The exclusive emphasis on specific 
grading criteria (G1 and G3) raises questions about the 
adaptability of the proposed methodology to different grading 
systems or academic contexts. Despite these limitations, the 
study represents a notable advancement in predictive modeling 
for education. 

In addition, Future studies in the realm of predictive 
modeling in education could explore diverse paths to advance 
the field. Key areas for investigation include assessing the 
generalizability of hybrid models across different educational 
settings and student populations, incorporating qualitative 
factors to provide a more comprehensive understanding of 
academic performance, and evaluating the adaptability of the 
proposed methodology to various grading systems. 
Longitudinal analyses and the integration of real-time data 
offer opportunities for dynamic predictions and a deeper 
exploration of academic trajectories. Comparative studies with 
other predictive models, ethical considerations, and impact 
assessments on implementation in educational institutions are 
also important avenues for further research. Addressing these 
aspects will contribute to refining predictive models and 
enhancing their practical application in education. 

In addition, Table IV is shown to compare the accuracy of 
the developed best model with other published papers. 

TABLE IV.  COMPARISON BETWEEN THE PRESENTED AND PUBLISHED 

PAPERS 

No. Paper Model Accuracy 

1 Al-Radaideh et al. [39] DTC 87.9% 

2 Bichkar and R. R. Kabra [40] DTC 69.94% 

3 Carlos et al. [41] ADTree 97.3% 

4 Kabakchieva [42] DTC 72.74% 

5 Nguyen and Peter [43] DTC 82% 

6 Edin Osmanbegovic et al. [44] NBC 76.65% 

7 Present study NBAR 89.4% 

VI. CONCLUSION 

This study underscores the vital role of data-driven 
predictive models in education, emphasizing the need to 
consider qualitative and quantitative factors in forecasting and 
assessing student academic performance. The research 
introduces innovative hybrid models that integrate the Naive 
Bayes classifier (NBC) with optimization algorithms, namely 
Jellyfish Search Optimizer (JSO) and Artificial Rabbits 
Optimization (ARO). The study showcases a cutting-edge 
methodology demonstrating how the precision and 
effectiveness of predictive models can be enhanced through 
advanced machine learning and optimization algorithms. The 
thorough assessment using essential metrics such as Accuracy, 

Precision, Recall, and F1-score underscores these meta-
heuristic algorithms' capability to optimize classification 
results. This study focuses on classifying grades G1 and G3 for 
a cohort of 395 students. In predicting G1, the NBAR model 
demonstrated superior performance compared to the NBJS 
model based on the F1-score criterion, surpassing it by 
approximately 1.03% and outperforming the NBC model by 
2.39%. Regarding Recall, this advantage amounted to 0.18% 
and 2.83%, respectively. Furthermore, in the G3 forecast, the 
NBAR model exhibited better performance in the F1-score 
criterion, approximately 1.01% better than the NBJS model 
and 1.1% better than the NBC model. This superiority in 
Recall is represented by percentages of 1.01% and 2.02%, 
respectively. This research represents a significant 
advancement in predictive modelling within the field of 
education, presenting promising avenues for improving the 
precision and efficiency of evaluating academic performance. 
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Abstract—In the contemporary landscape of smart 

transportation systems, the imperative role of intelligent traffic 

monitoring in bolstering efficiency, safety, and sustainability 

cannot be overstated. Leveraging recent strides in computer 

vision, machine learning, and data analytics, this study addresses 

the pressing need for advancements in car license plate 

recognition within these systems. Employing an innovative 

approach based on the YOLOv5 architecture in deep learning, 

the study focuses on refining the accuracy of license plate 

recognition. A bespoke dataset is meticulously curated to 

facilitate a comprehensive evaluation of the proposed 

methodology, with extensive experiments conducted and metrics 

such as precision, recall, and F1-score employed for assessment. 

The outcomes underscore the efficacy of the approach in 

significantly enhancing the precision and accuracy of license 

plate recognition using performance evaluation of the proposed 

method. This tailored dataset ensures a rigorous evaluation, 

affirming the practical viability of the proposed approach in real-

world scenarios. The study not only showcases the successful 

application of deep learning and YOLOv5 in achieving accurate 

license plate detection and recognition but also contributes to the 

broader discourse on advancing intelligent traffic monitoring for 

more robust and efficient smart transportation systems.  

Keywords—Intelligent traffic monitoring; smart transportation; 

deep learning; Yolov5; performance evaluation 

I. INTRODUCTION 

Intelligent Traffic Monitoring plays a vital role in the 
development of smart transportation systems, aiming to 
enhance the efficiency, safety, and sustainability of modern 
urban mobility [1], [2]. By utilizing advanced technologies and 
data-driven approaches, intelligent traffic monitoring enables 
real-time analysis, prediction, and management of traffic 
conditions [3], [4]. It encompasses various components such as 
sensor networks, data integration, traffic analysis algorithms, 
and intelligent decision-making systems [5]. Efficient traffic 
monitoring is essential for optimizing traffic flow, reducing 
congestion, and improving overall transportation experiences. 

Recent years have witnessed significant advancements in 
intelligent traffic monitoring technologies, driven by the rapid 
progress in computer vision, machine learning, and data 
analytics[6], [7]. Fig. 1 demonstrates the schematic of an 
intelligent transportation system [8]. These advancements have 
enabled the development of sophisticated systems that can 
automatically capture, process, and analyze vast amounts of 
traffic data in real-time. Technologies like video surveillance 

cameras, radar systems, as well as connected vehicles 
contribute to the data collection process [9]. Meanwhile, 
advanced algorithms and analytics techniques, including deep 
learning [10], have emerged as powerful tools for traffic 
analysis, pattern recognition, and prediction. 

The research significance of intelligent traffic monitoring in 
smart transportation is paramount. Accurate and efficient 
monitoring systems are crucial for traffic management 
authorities, urban planners, and policymakers to make 
informed decisions regarding infrastructure planning, traffic 
control strategies, and resource allocation. Furthermore, 
intelligent traffic monitoring has the potential to improve safety 
by enabling early detection of traffic incidents and facilitating 
timely emergency responses. It also contributes to reducing 
energy consumption, mitigating environmental impacts, and 
enhancing overall transportation system resilience. 

Among the various technologies used in intelligent traffic 
monitoring [11], vision-based systems have attracted 
considerable attention from researchers [12]. Vision-based 
systems use computer vision techniques to extract relevant 
information from visual data, like images or videos captured by 
surveillance cameras. The appeal of vision-based approaches 
lies in their ability to provide rich and detailed information 
about traffic conditions, including vehicle movements, license 
plate recognition [13], and traffic flow analysis. These systems 
have been continuously evolving, with the introduction of more 
sophisticated computer vision algorithms and deep learning-
based methods. 

Several studies have focused on computer vision-based 
intelligent traffic monitoring systems. These studies have 
explored different aspects, such as object detection, tracking, 
license plate recognition, and traffic flow estimation [14], [15]. 
Fig. 2 shows the schematic of a license plate recognition 
system. Recently, deep learning-based approaches [16], 
particularly those employing You Only Look Once (YOLO) 
architecture [17], have gained attention due to their superior 
performance in object detection tasks [18], [19,30]. These 
methods leverage large-scale datasets and powerful deep neural 
network architectures to achieve high accuracy as well as real-
time processing capabilities [20]. However, despite these 
advancements, there still exist certain limitations and research 
gaps that need to be addressed to enhance further the 
effectiveness and robustness of intelligent traffic monitoring 
systems. 
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Fig. 1. Schematic of an intelligent transportation system. 

 

Fig. 2. Schematic of a license plate recognition system [21]. 

This study is motivated by the essential role of Intelligent 
Traffic Monitoring in advancing smart transportation systems 
for enhanced efficiency, safety, and sustainability in urban 
mobility. Recent technological advancements, particularly in 
computer vision and machine learning, have enabled 
sophisticated monitoring systems, but existing approaches still 
have limitations. The focus is on vision-based systems, 
utilizing computer vision techniques for detailed traffic 
information, including license plate recognition. To address 
research gaps, the study proposes a novel approach using deep 
learning with the YOLOv5 architecture to improve car license 

plate recognition. The aim is to contribute to the field by 
conducting extensive experiments with a custom dataset, 
encompassing training, validation, and testing processes, to 
enhance the effectiveness and robustness of intelligent traffic 
monitoring systems. 

This study presents a method that uses a deep learning 
framework with the YOLOv5 architecture to improve car 
license plate recognition. To evaluate the effectiveness of the 
proposed approach, generating a custom dataset and conduct 
extensive experiments involving training, validation, and 
testing processes. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 1, 2024 

1011 | P a g e  

www.ijacsa.thesai.org 

The following is a list of the major research contributions 
made in this article: 

1) Improving the accuracy of car license plate recognition 

by proposing a novel approach based on a deep learning 

technique with the YOLOv5 architecture, resulting in superior 

recognition performance compared to existing methods. 

2) Developing and utilizing a custom dataset 

encompassing diverse car license plate images to facilitate 

comprehensive evaluation and benchmarking of the proposed 

YOLOv5-based approach for license plate recognition. 

3) Conducting extensive experiments to assess the 

effectiveness as well as the performance of the suggested 

YOLOv5-based approach, including training, validation, and 

testing processes, and evaluating metrics regarding F1-score, 

recall and precision performance metrics. 

The remainder of this article includes the following parts: 
Section I presents the introduction. The literature review is 
discussed in Section II. Section III presents the material and 
method. Experimental results are discussed in Section IV. 
Finally, Section V concludes the paper. 

II. RELATED WORKS 

Wang et al. [22] proposed a light convolutional neural 
network (CNN) approach for end-to-end car license plate 
recognition and detection. The method involves training a 
lightweight CNN model that can directly detect and recognize 
license plates in images. The key features of the approach 
include its simplicity, efficiency, and ability to handle various 
license plate designs and environmental conditions. The 
findings show that the proposed light CNN achieves 
competitive performance regarding accuracy and processing 
speed, outperforming traditional methods. However, the 
limitation of the method lies in its dependence on well-labeled 
training data and potential challenges in handling extremely 
blurred or distorted license plate images. Further research is 
required to address these limitations and enhance the system's 
adaptability to complex real-world scenarios. 

Pustokhina et al. [23] developed an automatic vehicle 
license plate recognition system for intelligent transportation 
systems, utilizing optimal K-means clustering in combination 
with a convolutional neural network (CNN). The method 
demonstrates high accuracy and efficiency in recognizing 
license plate characters, leveraging K-means clustering for 
region extraction and a CNN for character segmentation and 
recognition. The system achieves competitive performance 
compared to existing approaches and proves effective in 
diverse scenarios. However, the paper acknowledges 
limitations related to region extraction accuracy and 
adaptability to varying license plate designs and environmental 
conditions, suggesting further research for enhancing system 
robustness. 

He et al. [24] presented a robust automatic recognition 
system for Chinese license plates in natural scenes. The 
proposed method employs a combination of image 
preprocessing, character segmentation, and recognition 
algorithms. The key features include adaptive thresholding, 
connected component analysis, as well as a CNN-based 

classifier for character recognition. The system achieves high 
accuracy in license plate recognition, even in challenging 
scenarios with variations in lighting conditions, plate 
orientations, and background clutter. The findings show that 
the suggested system outperforms existing methods on 
benchmark datasets, demonstrating its robustness and 
effectiveness. However, the limitations of the system lie in its 
sensitivity to complex backgrounds and the requirement for 
well-segmented license plate regions. 

Kaur et al. [25] presented an automatic license plate 
recognition system for vehicles using a convolutional neural 
network (CNN). The method involves training the CNN on a 
large dataset of license plate images to learn the patterns and 
features necessary for accurate recognition. Key features of the 
system include the ability to extract license plate regions, 
segment individual characters, and recognize them using the 
trained CNN. The findings illustrate that the suggested CNN-
based approach achieves high accuracy in license plate 
recognition, outperforming traditional methods. However, the 
system's limitation lies in its dependence on well-labeled 
training data and its susceptibility to variations in license plate 
designs, environmental conditions, and image quality. 

A low-cost Internet of Things (IoT) based Arabic license 
plate recognition model for smart parking systems presented by 
Abdellatif et al. [26]. The method uses a combination of 
machine learning algorithms and image processing techniques 
to detect as well as recognize Arabic license plates. Key 
features of the approach include its cost-effectiveness, reliance 
on IoT infrastructure, as well as the ability to recognize Arabic 
license plates accurately. The findings demonstrate the 
effectiveness of the suggested model in real-world scenarios, 
achieving high accuracy in license plate recognition for smart 
parking systems. However, the limitation of the system lies in 
its focus on Arabic license plates, limiting its applicability to 
other regions with different license plate formats. Further 
research is recommended to explore the model's 
generalizability to different languages and license plate 
designs. 

Shi et al. [27] proposed a License Plate Recognition System 
(LPRS) that combines an improved version of the YOLOv5 
object detection algorithm and a GRU model for accurate 
license plate recognition and detection. The method involves 
two stages: license plate detection using the improved 
YOLOv5, which incorporates feature fusion and attention 
mechanism to enhance the detection performance, and license 
plate recognition using a GRU model, which learns the 
sequential patterns of characters on the license plate. The key 
features of the proposed system include improved accuracy in 
license plate recognition and detection, robustness to varying 
lighting and environmental conditions, and efficient processing 
speed. The experimental outcomes demonstrate superior 
performance compared to existing methods, achieving high 
accuracy rates in license plate recognition and detection tasks. 
However, the limitation of the system lies in its reliance on a 
large dataset for training, which may pose challenges in 
scenarios with limited data availability. 

Despite the notable advancements in vehicle license plate 
recognition (VLPR) systems, a research gap persists in 
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achieving a more accurate and robust method for license plate 
detection. Although existing studies, have made significant 
contributions by introducing various approaches combining the 
CNNs, clustering techniques, and innovative algorithms for 
license plate detection and recognition. However, common 
limitations across these studies include dependencies on well-
labeled training data, challenges in handling blurred or 
distorted license plate images, adaptability issues to varying 
designs and environmental conditions, and sensitivity to 
complex backgrounds. While these studies demonstrate 
promising results, the need for a more accurate and adaptable 
VLPR system that addresses these limitations is evident. 
Therefore, the research gap lies in developing a method that 
not only surpasses current accuracy rates but also ensures 
robustness in challenging real-world scenarios, such as 
scenarios with limited training data availability or diverse 
license plate designs and environmental conditions. Closing 
this gap is crucial for advancing the field and facilitating the 
deployment of more reliable and effective vehicle license plate 
detection systems in smart transportation and intelligent traffic 
monitoring applications. 

III. METHODOLOGY 

In this study, the researchers propose an algorithm for 
license plate recognition that is based on the YOLOv5 model. 
The algorithm leverages the strengths of YOLOv5, which is 
known for its real-time object detection capabilities, to 
recognize license plates in images or videos effectively. By 
using YOLOv5 inspired by [17], [28], [29], the algorithm aims 
to achieve accurate as well as efficient license plate 
recognition, offering potential applications in various domains, 
such as traffic monitoring for smart transportation applications. 

In this study, a method for license plate recognition is 
proposed, capitalizing on the strengths of the YOLOv5 model 
renowned for its real-time object detection capabilities. The 
algorithm aims to achieve both accuracy and efficiency in 
license plate recognition, with potential applications in diverse 
domains, particularly in smart transportation for traffic 
monitoring. The proposed methodology involves a multi-step 
process for model generation within the YOLOv5 framework. 
The first step, Data Preparation, entails collecting a labeled 
dataset of license plate images, annotating license plate 
regions, and assigning corresponding labels. Model Training 
follows, where the YOLOv5 model is trained on the annotated 
dataset, optimizing parameters for accurate license plate 
detection. The subsequent step, Model Evaluation, utilizes 
metrics like mean average precision (mAP) and detection 
accuracy to assess the trained model's performance. Inference 
involves utilizing the trained YOLOv5 model for license plate 
detection on unseen images or videos. The final step, post-
processing, employs techniques such as non-maximum 
suppression (NMS) to refine predictions and ensure the most 
confident and accurate license plate detections are retained. 
Noteworthy efforts are invested in Data Preparation, which 
includes image annotation and data augmentation for creating a 
custom dataset that enhances the model's robustness and 
generalization capabilities. Model Training involves splitting 
the dataset, training the YOLO model, and fine-tuning based 
on the validation set. The proposed algorithm provides a 
comprehensive approach to license plate recognition, 

addressing real-world challenges and demonstrating potential 
advancements in the field. 

The following categories apply to the steps involved in 
model generation in YOLOv5: 

1) Data preparation: Gather a labeled dataset of license 

plate images. Annotate the license plate regions with bounding 

boxes and assign corresponding labels. 

2) Model training: Train the YOLOv5 model on the 

annotated license plate dataset. This involves optimizing the 

model's parameters to detect license plates accurately. 

3) Model evaluation: Utilize evaluation metrics like mean 

average precision (mAP) and detection accuracy to assess the 

performance of the trained model. This step helps determine 

the model's effectiveness in license plate recognition. 

4) Inference: Utilize the trained YOLOv5 model to 

perform license plate detection on unseen images or videos. 

The model identifies the license plate regions and provides the 

corresponding bounding boxes and class predictions. 

5) Post-processing: Apply post-processing methods like 

non-maximum suppression (NMS) to filter out redundant 

bounding boxes and retain the most accurate license plate 

detections. 

B. Data Preparation 

Preparing data for training a YOLOv5 model using 
collected images involves two key steps: image annotation and 
data augmentation. This study collected images from internet 
resources. In image annotation, the specific objects of interest, 
such as license plates, are manually labeled by drawing 
bounding boxes around them and assigning corresponding 
class labels. This step ensures that the model learns to detect 
the desired objects accurately. Data augmentation, on the other 
hand, involves applying various transformations to the images 
to expand the training dataset artificially. Techniques like 
cropping, rotation, scaling, flipping, color jittering, and noise 
injection are used to simulate real-world variations, improving 
the model's ability to generalize to various scenarios. 

By combining image annotation and data augmentation, a 
custom dataset is created for training a YOLOv5 model. The 
annotated images provide the necessary ground truth 
information, enabling the model to learn the spatial location 
and class labels of license plates. Data augmentation diversifies 
the dataset, introducing variations in object appearance, scale, 
and environmental conditions. This helps the model become 
more robust and generalize well to unseen license plate images. 
These steps prepare the data as well as ensure the effectiveness 
and accuracy of the YOLOv5 model for license plate detection 
tasks. 

C. Model Training 

To generate a YOLOv5 model using a custom dataset and 
split it into training, testing, and validation sets, you can follow 
these steps: 

1) Dataset split: First, split the custom dataset into three 

subsets: testing, validation, also training. Allocate 75% of the 

data for training, 15% for validation, also the remaining 10% 
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for testing. Ensure that the splits are representative and 

maintain a balanced distribution of license plate images across 

all subsets. 

2) Training module: The training module involves training 

the YOLO model on the training dataset. During training, the 

model learns to detect license plates by optimizing its 

parameters utilizing a training algorithm like Adam optimizer 

or stochastic gradient descent (SGD). The training process 

iteratively updates the model's weights based on the loss 

function, which consists of localization loss (IoU loss) as well 

as confidence loss (objectness loss). The model is exposed to 

the training dataset, and backpropagation is used to update the 

weights, gradually improving the model's accuracy in 

detecting license plates. 

3) Validation module: The validation module is used to 

assess the model's performance and tune its hyperparameters 

during training. The validation set, comprising 15% of the 

custom dataset, is utilized to evaluate the model's accuracy 

and generalization ability. The trained model is run on the 

validation set, and metrics like mean average precision (mAP) 

are calculated to measure the quality of license plate detection. 

To optimize the model's performance, adjustments to the 

training procedure, model architecture, or hyperparameters 

might be made in light of the validation results. 

4) Testing module: The testing module is the final stage, 

where the trained YOLO model is appraised on the testing 

dataset, which also consists of 10% of the custom dataset. The 

testing dataset contains unseen license plate images that were 

not used during training or validation. The model's 

performance is assessed by running it on the testing dataset, 

also measuring metrics like mAP, detection accuracy, and 

false positives/negatives. This module provides an 

understanding of the model's real-world performance as well 

as its ability to recognize license plates in unseen and new 

scenarios accurately. 

D. Model Evaluation 

Assessing the model is vital to validate the proficiency of a 
YOLOv5 model for recognizing license plates. It provides a 
means to objectively assess the model's performance, measure 
its accuracy and generalization ability, and identify areas for 
improvement. By evaluating the model on independent 
datasets, stakeholders can gain confidence in its effectiveness, 
ensure it meets desired requirements, and make informed 
decisions regarding its deployment and usage. To evaluate a 
generated YOLOv5 model for license plate recognition using 
performance metrics like F1-score, recall, and precision, the 
following steps are: 

1) Intersection over Union (IoU) calculation: For each 

predicted bounding box, calculate the Intersection over Union 

(IoU) with the corresponding ground truth bounding box. IoU 

examines the overlap between the predicted and ground truth 

bounding boxes to determine if detection is a true positive or a 

false positive. 

2) Precision: Precision measures the proportion of 

correctly detected license plates among all the predicted 

license plates. It is computed as the ratio of true positives 

(correct detections) to the sum of false positives as well as true 

positives (incorrect detections). 

3) Recall: Recall measures the proportion of correctly 

detected license plates among all the ground truth license 

plates. It is computed as the ratio of true positives to the total 

of false negatives also true positives (missed detections). 

4) F1-score: The F1-score, which provides a balanced 

assessment of the model's performance, is the harmonic mean 

of precision and recall. It is computed as 2 * ((precision * 

recall) / (precision + recall)). 

Examine the recall, precision, and F1-score values to assess 
the model's performance in license plate recognition. Greater 
precision signifies fewer false positive detections, whereas 
higher recall signifies fewer false negatives. The F1-score 
provides an overall evaluation by considering both precision 
and recall. The details of performance metrics results are 
presented in the following section. 

E. Inference 

Inference refers to the process of utilizing a trained 
YOLOv5 model to perform license plate detection on new, 
unseen images or videos. Once the YOLOv5 model has been 
trained on a dataset, it learns to recognize license plates by 
detecting and localizing them within an image. During 
inference, the trained model takes an input image or frame 
from a video and processes it through the model's architecture. 

The inference process involves passing the input image 
through the YOLOv5 model, which applies a series of 
convolutional layers, down-sampling, and feature extraction to 
identify potential license plate regions. The model predicts 
bounding box coordinates as well as class probabilities for each 
detected object, including license plates. These predictions are 
generated based on the learned patterns and features acquired 
during the training phase. After running inference, the 
YOLOv5 model provides the predicted bounding box 
coordinates and class labels for detected license plates. This 
information allows for precise localization of license plates 
within the image or video frame. The model's output can be 
further processed to extract the license plate region and 
perform subsequent tasks such as character recognition or 
vehicle identification. 

F. Post-processing 

In the post-processing stage of license plate recognition 
using a trained YOLOv5 model, techniques such as non-
maximum suppression (NMS) are applied to refine the model's 
predictions. NMS helps eliminate redundant bounding boxes 
by retaining only the most confident and accurate detections. 
By comparing the confidence scores and utilizing intersection 
over union (IoU) calculations, NMS suppresses overlapping 
detections and ensures that only the highest-scoring detection 
for each object is retained. This post-processing step improves 
the quality and accuracy of license plate recognition results by 
removing duplicate detections and producing cleaner outputs. 
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IV. RESULTS AND PERFORMANCE EVALUATION 

Performance evaluation and experimental outcomes for a 
YOLOv5 model in license plate recognition involve assessing 
the model's performance utilizing metrics like accuracy, recall, 
precision, F1-score and mAP. Fig. 3 shows a sample result of 
the license plate recognition. The model is tested on a separate 
dataset with ground truth annotations, and its predictions are 
compared against these annotations to calculate the metrics. 
The results provide quantitative measures of the model's ability 
to detect and localize license plates accurately. 

The analysis of experimental results allows for an 
evaluation of the YOLOv5 model's overall performance and 
helps identify areas for improvement. By examining metrics 
like precision, accuracy, recall, and F1-score, the model's 
effectiveness in license plate recognition can be assessed. The 
mAP metric provides insights into the trade-off between 
precision and recall, while IoU analysis helps gauge the 
localization accuracy. Comparisons with other models or 
benchmarks further contribute to understanding the model's 
relative strengths and weaknesses. These findings guide 
iterative improvement, enabling researchers to refine the 
YOLOv5 model's architecture, training process, or other 
parameters to enhance its license plate recognition capabilities. 

For the license plate recognition using the YOLOv5 model, 
performance metrics such as precision are commonly 
employed to assess the model's accuracy. For this evaluation, 
following performance metrics are used, 

True Positive (TP): It refers to the cases where the 
YOLOV5 model correctly predicts a license plate as positive 
(i.e., correctly identifying a license plate when one exists). 

True Negative (TN): It represents the cases where the 
YOLOV5 model correctly predicts the absence of a license 
plate as negative (i.e., correctly identifying the absence of a 
license plate when none exists). 

False Positive (FP): It occurs when the YOLOV5 model 
incorrectly predicts a license plate when there isn't one (i.e., 
incorrectly identifying a license plate when none exists). 

False Negative (FN): It refers to the cases where the 
YOLOV5 model fails to predict a license plate when one exists 
(i.e., incorrectly not identifying a license plate when one 
exists). 

Based on these definitions, the ability of a model to 
accurately identify positive predictions is measured by its 
precision. It is calculated using the following formula: 

                    

Furthermore, the recall measures the proportion of correctly 
predicted license plates out of all actual license plates. It is 
calculated using the following formula: 

                 

Precision quantifies the proportion of correctly predicted 
license plates out of all predicted license plates. A higher 
precision demonstrates fewer false positives, meaning that the 
model is more accurate in identifying true license plates. The 
recall quantifies the model's ability to recognize all positive 
instances correctly. A higher recall demonstrates fewer false 
negatives, indicating that the model can successfully detect 
most of the license plates present. Fig. 4 and Fig. 5 show the 
result of precision and recall performance metrics. 

As displayed in Fig. 4, precision is a performance metric 
utilized to appraise the accuracy of a YOLOv5 model in 
license plate recognition. It measures the proportion of 
correctly detected license plates among the predicted ones. In 
precision evaluation, the Y-axis demonstrates precision values, 
while the X-axis represents confidence values or thresholds. 
The precision curve visualizes the trade-off between precision 
as well as recall at various confidence thresholds, helping 
determine the optimal threshold that balances precision and 
recall. Higher precision indicates fewer false positives, making 
it important for tasks like license plate recognition in real-
world scenarios. 

As shown in Fig. 5, in the recall evaluation, the Y-axis 
denotes the recall values, while the X-axis denotes the 
confidence values or the threshold applied to the model's 
predictions. To calculate recall, the forecasted bounding boxes, 
as well as their associated confidence scores, are sorted in 
descending order. A threshold is set on the confidence scores to 
determine which detections are regarded as positive forecasts. 
By varying the threshold, different levels of confidence are 
required for a detection to be considered positive. The recall is 
then computed as the ratio of true positives (correctly detected 
license plates) to the total of true positives also false negatives 
(missed detections). 

   

Fig. 3. Samples result of the license plate recognition. 
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Fig. 4. The result of precision metric. 

 
Fig. 5. Result of recall metric. 

Moreover, as shown in Fig. 5, the recall curve is a graphical 
representation of recall as a function of the confidence 
threshold. The curve is generated by plotting the recall values 
at different confidence thresholds on the Y-axis against the 
corresponding confidence values on the X-axis. As the 
threshold decreases (lower confidence threshold), more 
detections are considered positive, resulting in increased recall 
but potentially lower precision. The recall curve gives insights 

into the model's ability to detect license plates across different 
confidence thresholds. 

The F1-score is the harmonic mean of a recall and precision 
and is computed utilizing the following formula: 

                                                



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 1, 2024 

1016 | P a g e  

www.ijacsa.thesai.org 

The F1-score curve and how it relates to the YOLOv5 
model evaluation for license plate recognition. As displayed in 
Fig. 6, the Y-axis of the F1-score curve represents the F1-score 
itself. It is a continuous range of values between 0 and 1, where 
1 represents a perfect F1-score (indicating high precision and 
recall), and 0 represents the worst score (indicating poor 
performance in both precision and recall). The X-axis of the 
F1-score curve typically demonstrates the confidence values or 
the decision thresholds used by the YOLOv5 model. During 
inference, the YOLOv5 model predicts bounding boxes for 
license plates along with their confidence scores, indicating 
how confident the model is in its predictions. The confidence 
threshold is a value used to determine whether a predicted 

bounding box and its associated label (license plate) are 
considered valid or not. The F1-score curve is obtained by 
plotting the F1-scores at different confidence thresholds. By 
varying the threshold, the model's precision and recall trade-off 
can be analyzed. Generally, as the confidence threshold 
increases, the model becomes more conservative in its 
predictions, resulting in higher precision but potentially lower 
recall. Conversely, lowering the threshold may lead to higher 
recall but lower precision. The F1-score curve provides 
insights into the model's performance at various confidence 
thresholds, allowing you to choose a suitable threshold based 
on ythe specific requirements. 

 

Fig. 6. Result of F1-score metric 

 
Fig. 7. Result of precision-recall (PR) curve 
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As shown in Fig. 7, the precision-recall curve is a graphical 
representation utilized to measure the performance of the 
YOLOv5 model in license plate recognition tasks. The Y-axis 
represents precision values ranging from 0 to 1, where higher 
values display better accuracy in positive predictions. The X-
axis represents recall values, also ranging from 0 to 1, where 
higher values indicate a higher ability to detect positive 
instances. The precision-recall curve for the YOLOv5 model 
evaluation in license plate recognition showcases how 
precision and recall vary with changing confidence thresholds. 
Adjusting the threshold allows for different trade-offs between 
recall and precision. Rising the threshold tends to increase 
precision but may result in lower recall, while decreasing the 
threshold may raise recall at the expense of precision. By 
analyzing the curve, users can evaluate the model's 
performance at different thresholds as well as select the 
appropriate threshold based on their priorities. Whether 
prioritizing precision to minimize false positives or recall to 
minimize false negatives, the precision-recall curve offers a 
visual representation to assess and fine-tune the YOLOv5 
model's performance for license plate recognition tasks. 

The discussion of the presented results involves a 
comprehensive evaluation of the YOLOv5 model's 
performance in license plate recognition, utilizing various 
metrics such as accuracy, recall, precision, F1-score, and mAP. 
The model undergoes testing on a separate dataset with ground 
truth annotations, and the quantitative measures obtained offer 
insights into its ability to accurately detect and localize license 
plates. The precision metric is utilized to assess the model's 
accuracy, considering true positives (correctly predicted license 
plates), true negatives (correctly predicted absence of license 
plates), false positives (incorrect predictions of license plates), 
and false negatives (missed predictions). The precision curve, 
as illustrated in Fig. 4, demonstrates the trade-off between 
precision and recall at different confidence thresholds, aiding 
in determining an optimal threshold for balancing accuracy. 
Similarly, the recall metric, depicted in Figure 5, measures the 
model's ability to correctly predict license plates and is 
analyzed across various confidence thresholds. The recall 
curve offers insights into the model's performance at different 
thresholds, showcasing the trade-off between recall and 
precision. The F1-score, presented in Fig. 6, represents the 
harmonic mean of precision and recall, providing a balanced 
assessment of the model's performance across different 
confidence thresholds. Finally, the precision-recall (PR) curve, 
as shown in Fig. 7, visually represents the model's performance 
in license plate recognition, enabling the analysis of trade-offs 
between precision and recall at different confidence thresholds. 
These results not only contribute to a comprehensive 
understanding of the YOLOv5 model's strengths and 
weaknesses but also guide potential refinements in its 
architecture, training processes, and parameters to enhance 
license plate recognition capabilities. 

V. CONCLUSION 

This study introduces a novel and improved strategy for car 
license plate recognition, leveraging the YOLOv5 architecture 
within a deep learning framework. The proposed approach 
demonstrates a commitment to achieving superior performance 
compared to existing methods, with a particular focus on 

enhancing accuracy and efficiency. The development of a 
custom dataset and the thorough evaluation through extensive 
experiments, utilizing metrics like recall, precision, and F1-
score, substantiate the efficacy of the proposed methodology. 
Despite the promising outcomes, it is essential to acknowledge 
certain limitations. The dependence on well-labeled training 
data and potential challenges in handling extremely blurred or 
distorted license plate images pose constraints on the 
adaptability of the approach to complex real-world scenarios. 
Future research endeavors could address these limitations by 
exploring innovative techniques for handling diverse and 
challenging environmental conditions. Additionally, an 
exciting avenue for further exploration lies in integrating 
multiple sensors for comprehensive data collection, potentially 
leading to the development of real-time decision-making 
systems for traffic control and optimization. This study, while 
providing a valuable contribution to the field, sets the stage for 
future investigations aimed at advancing intelligent traffic 
monitoring systems and ultimately contributing to the ongoing 
evolution of smart transportation. Furthermore, this study 
acknowledges the limitations of the proposed approach, 
particularly its reliance on well-labeled training data and 
potential challenges in handling distorted license plate images, 
future research could delve into the development of more 
robust algorithms capable of addressing these complexities. 
Exploring advanced image processing techniques or 
incorporating additional pre-processing steps may enhance the 
adaptability of the system to varying real-world scenarios. 
Moreover, there is a promising avenue for research in the 
integration of multiple sensors, such as cameras, LIDAR, and 
radar, to create a more comprehensive and diverse dataset for 
training. This holistic approach could significantly contribute 
to the system's ability to handle different environmental 
conditions and improve generalization across various 
scenarios. Additionally, the realization of real-time decision-
making systems for traffic control and optimization holds great 
potential, necessitating research efforts to design and 
implement algorithms [30] capable of providing instantaneous 
responses to dynamic traffic conditions. By addressing these 
research directions, future studies can contribute to the ongoing 
evolution of intelligent traffic monitoring systems, ensuring 
their robustness, adaptability, and efficiency in the ever-
changing landscape of smart transportation. 
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Abstract—Accurate energy consumption forecasting and 

assessing retrofit options are vital for energy conservation and 

emissions reduction. Predicting building energy usage is complex 

due to factors like building attributes, energy systems, weather 

conditions, and occupant behavior. Extensive research has led to 

diverse methods and tools for estimating building energy 

performance, including physics-based simulations. However, 

accurate simulations often require detailed data and vary based 

on modeling sophistication. The growing availability of public 

building energy data offers opportunities for applying machine 

learning to predict building energy performance. This study 

evaluates Support Vector Regression       models for 

estimating building heating load consumption. These models 

encompass a single model, one optimized with the Transit Search 

Optimization Algorithm (TSO) and another optimized with the 

Coot optimization algorithm (COA). The training dataset 

consists of 70% of the data, which incorporates eight input 

variables related to the geometric and glazing characteristics of 

the buildings. Following the validation of 15% of the dataset, the 

performance of the remaining 15% is evaluated using five 

different assessment metrics. Among the three candidate models, 

Support Vector Regression optimized with the Coot optimization 

algorithm (SVCO) demonstrates remarkable accuracy and 

stability, reducing prediction errors by an average of 20% to 

over 50% compared to the other two models and achieving a 

maximum R2 value of 0.992 for heating load prediction. 

Keywords—Heating load demand; prediction models; building 

energy consumption; support vector machine; metaheuristic 

optimization algorithms 

I. INTRODUCTION 

Residential energy consumption accounts for 
approximately     of the total energy used [1,2]. 
Consequently, the precise forecasting of energy consumption 
during the design phase and the assessment of retrofit options 
emerge as critical endeavors in the adventure for energy 
conservation and emissions reduction. The prediction of energy 
usage in buildings presents a formidable challenge, given its 
reliance on numerous factors, including building attributes, 
control, characteristics and maintenance, meteorological 
parameters, and occupants' behavior, among other sociological 
variables [3,4]. In response to this challenge, significant efforts 
from the scientific community, governmental entities, and 
industry stakeholders have spurred numerous research 
initiatives, resulting in various approaches, methodologies, and 
tools for estimating building energy performance. Building 

energy simulation tools, notably those based on physics, such 
as Energy Plus [5], have gained widespread adoption for 
investigating and evaluating building energy efficiency. 
However, achieving precise simulations necessitates detailed 
building information, including specific space characteristics, 
which can be challenging to obtain [6]. Moreover, research has 
demonstrated substantial variations in outcomes based on the 
level of sophistication, both in terms of physical modeling and 
mathematical complexity, applied in the energy of building 
models [7]. 

In order to forecast total energy consumption or particular 
end uses, researchers have complemented physics-based 
models with a variety of statistical techniques [8]. By taking 
into account the characteristics of the building and its 
occupants and comparing the outcomes with simulations, 
regression-based approaches have become popular for 
forecasting energy consumption. Catalina et al. [9] used 
polynomial regression with a model displaying a maximum 
variance of 5% from simulated data across scenarios for 
estimating heating demand. Due to their ability to handle 
complicated interactions, more current advanced machine 
learning algorithms like Artificial Neural Networks       
and Support Vector Machines       have been deployed. By 
taking into account the features of the building and its 
occupants and comparing the outcomes with simulations, 
regression-based approaches have become popular for 
estimating energy use. Xifara and Tsanas [10] demonstrated 
the superiority of Random Forest      over regression in 
estimating heating load      and cooling load     . The study 
employed a statistical machine learning framework to analyze 
how eight input variables affect    and     in residential 
buildings. It systematically investigated the association 
strength between each input variable and the output variable 
star using classical and non-parametric statistical tools. 
Comparisons were made between classical linear regression 
and    for estimating    and   . Simulations on 768 
residential buildings demonstrated the capability to predict    
and    with low mean absolute error deviations. Overall, the 
study supported the use of machine learning for accurate 
building parameter estimation in the context of energy-efficient 
design and operation. Li et al. [11] employed     and     to 
predict cooling demand, with    -based predictions having 
roughly half the errors compared to     predictions when 
matched against simulation data. They established an hourly 
building    prediction model using     and applied it to an 
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office building located in Guangzhou, China. The simulation 
results indicated that the     method outperformed the 
traditional back-propagation      neural network model in 
terms of accuracy and generalization. Neto and Fiorelli [12] 
found similar performance between Energy Plus and an     
model for energy consumption estimation. These studies 
collectively indicate the effectiveness of empirical methods in 
capturing complex achieving and relationship accuracy similar 
to or better than regression-based models compared to 
simulation results. 

Instead of relying exclusively on simulated results, it is 
crucial to evaluate how well these sophisticated statistical 
models anticipate the precise energy performance of buildings 
in the future [13]. Significant differences between original 
design simulations and actual energy calculations have been 
found in prior studies. These differences have mostly been 
related to modeling assumptions, building quality, weather 
variations, operating practices, and occupant behavior [14]. A 
variety of opportunities exist to use cutting-edge approaches 
for examining the complicated relationship between building 
and occupant features and real energy performance through the 
analysis of large datasets as a result of the increasing 
availability of data regarding actual energy usage [15]. 

Numerous case studies have used sophisticated algorithms 
and previous data to predict the energy performance of 
buildings. For instance, Gonzalez and Zamarreno [16] 
presented a novel approach for short-term load prediction in 
buildings. The method relied on a specialized artificial neural 
network (ANN) that incorporated feedback from a portion of 
its outputs. The training of this ANN utilized a hybrid 
algorithm. The new system incorporated current and forecasted 
values of temperature, the current load, and the hour and day as 
inputs. The performance of this predictor underwent evaluation 
using real data and results from international contests. The 
obtained results demonstrated the high precision achieved with 
this system. Dong et al. [17] investigated the use of SVM for 
predicting building energy consumption in the tropical region, 
which is crucial for baseline model development and 
measurement and verification protocols. Four commercial 
buildings in Singapore were studied, employing weather data 
and monthly utility bills. SVM's performance, influenced by 
parameters C and ɛ, was analyzed using a radial basis function 
(RBF) kernel. Results indicated SVM's effectiveness, 
producing predictions with coefficients of variance under 3% 
and percentage errors within 4%. The study demonstrated 
SVM's feasibility and applicability in building load forecasting, 
offering valuable insights for accurate energy consumption 
predictions in tropical climates. Tso and Yau [18] conducted an 
empirical study comparing regression, decision tree, and     
and decision tree models to beat regression techniques in 
forecasting power use in residential buildings. Collectively, 
these case studies demonstrate that machine learning 
algorithms offer dependable outcomes. They possess the ability 
to model non-linear relationships, and many are non-
parametric, obviating the need for specific probability 
distribution assumptions [19]. It is important to remember that 
earlier examinations sometimes concentrated on a single 
structure or a small group of buildings in a particular place. 
Because of this, there is still a gap in the development of 

generalized prediction models based on Machine Learning 
     algorithms, making it difficult to use these techniques to 
fully examine the relevance of different architectural and 
occupant features for building energy efficiency [20]. 

Bashir and Alotaibi [21] underscored the crucial role of 
implementing effective building cooling and heating load 
prediction models for enhanced energy efficiency. In recent 
years, several research studies addressed challenges in 
determining efficient input parameters and developing accurate 
prediction models. Various data-driven approaches were 
proposed to optimize energy consumption systems and ensure 
indoor comfort. Despite existing reviews on prediction models, 
gaps remained in assessing cooling and heating load 
predictions. This study critically reviewed recent models, 
focusing on performance and accuracy. Comparative analysis 
revealed specific advantages for each model, yet shortcomings 
persisted in input parameters and implementation techniques. 
The review aimed to highlight and compare existing models' 
disadvantages in cooling and heating load predictions. Gong et 
al. [22] investigated the prediction of heating energy 
consumption in residential structures in Tianjin. They used a 
variety of methods, such as Support Vector Regression (SVR), 
Multilayer Perceptron (MLP), RF, and Light Gradient Boosted 
Machine (LGBM). The results showed that the LGBM model 
beat its competitors in a variety of assessment measures, 
demonstrating its potential for exact energy consumption 
predictions. Nebot and Mugica the [23] investigated prediction 
of heating and cooling loads in residential constructions 
utilizing fuzzy logic approaches such as fuzzy inductive 
reasoning (FIR) and adaptive neural fuzzy inference system 
(ANFIS). In their study, thirteen machine learning algorithms 
were compared to various fuzzy approaches, and SVR, ANFIS, 
and FIR performed better. Moradzadeh et al. [24] concentrated 
on estimating cooling and heating loads using SVR and MLP 
models. The MLP model had an incredible R

2
-value of 0.9993 

for heating load prediction, while the SVR model excelled with 
an R-value of 0.9878 for cooling load prediction, yielding 
outstanding results for their study. These findings illustrate the 
level of precision that may be achieved using machine learning 
algorithms. Karijadi and Chou [25] addressed the challenge of 
accurately predicting building energy consumption, which is 
crucial for effective building energy management systems. Due 
to the non-linear and nonstationary nature of energy 
consumption data, conventional prediction methods faced 
difficulties. The research introduced a novel hybrid approach, 
combining RF and Long Short-Term Memory (LSTM) based 
on Complete Ensemble Empirical Mode Decomposition with 
Adaptive Noise (CEEMDAN). The method transformed the 
original energy consumption data into components using 
CEEMDAN, where RF predicted the highest frequency 
component and LSTM predicted the rest. Combining the 
predictions yielded superior results compared to benchmark 
methods, as demonstrated in experiments using real-world 
building energy consumption data. 

In the current study, inspired by prior successful results 
demonstrating the superior performance of     over other 
models, support vector regression-based models were 
developed to predict heating loads      in buildings. Another 
advantage of this study is the utilization of numerous datasets, 
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including various input variables related to building geometry 
and glazing status, which were collected from previous 
literature for training predictive models. The predictive 
performance of a single SVR model was assessed, and in 
optimizing the training process, two distinct optimizers, 
namely the Transit Search Optimization Algorithm        
and the Coot optimization algorithm        were employed. 
The predicted results of the three models were compared using 
performance metrics, including R

2
,     ,    ,    , and 

    . Subsequently, the most optimal hybrid model for 
predicting    in buildings was determined. 

The novelty of this study lies in its application of SVR 
models for predicting HL in buildings, driven by prior 
evidence showcasing the superior performance of SVR over 
other modeling techniques. Additionally, the study introduces a 
unique aspect by incorporating a diverse range of datasets that 
encompass various input variables associated with building 
geometry and glazing status. These datasets, sourced from 
existing literature, contribute to the comprehensive training of 
predictive models. 

Moreover, the study distinguishes itself by evaluating the 
predictive performance of a singular SVR model and 
introducing innovation in the optimization of the training 
process. Specifically, the study employs two distinct 
optimizers, the TSOA and the COA, to enhance and fine-tune 
the efficiency of the SVR model training. This dual-pronged 
approach toward model optimization adds a novel dimension to 
the study, contributing to its overall uniqueness in addressing 
the prediction of heating loads in buildings. 

In Section II, data, models, and optimizers will be 
introduced. In Section III, the evaluation models are developed, 
and the metrics used for evaluation are discussed. Finally, in 
Section IV, the conclusion of the study is mentioned along with 
the limitations and future study. 

II. MATERIALS AND METHODS 

A. Data Collection 

To guarantee the validity and efficacy of the approaches 
described in this study, the availability of reliable and 
substantial data is crucial. The dataset created to train the 
intelligent models from earlier research was utilized in this 
investigation. This dataset provides the crucial data needed to 
put the suggested strategies into practice and evaluate how well 
they anticipate building heating needs. Eight significant 
factors, including relative compactness (which represents the 
building's surface area-to-volume ratio), roof area, surface area, 
wall area, overall height, orientation, glazing area (which 
includes glazing, frame, and sash components), and glazing 
area distribution, have an impact on the analysis of the input 
parameters in this study. The key criteria used for the statistical 
analysis of the dataset are shown in Table I, together with 
metrics such as data averages      , standard deviation 
         , minimum      , and maximum       values. 

B. Overview of Machine Learning (ML) Methods and 

Optimizers 

1) Support Vector Regression (SVR): In the early steps of 

pattern recognition research, support vector machines (SVM) 

were used to identify patterns. This approach was initially 

proposed by Vapnik [26] and later advocated utilizing the 

SVM to address issues about function approximation. The 

SVR methodology involves a dataset comprising  ̅ elements 

                  ̅ , where   represents the amount of 

training examples. The variable    denotes the      section 

of an   dimensional vector, where                   , 

and      presents the actual value related to   . 

The underlying principle of the SVR involves utilizing a 
ML technique to chart train data opinions, denoted as precisly 
  , onto a nose space that typically has   dimensions. 

TABLE I.  THE STATISTICAL PROPERTIES OF THE INPUT MUTABLE OF HEATING 

Variables 
 Indicators 

Category Min Max Avg St. Dev. 

                     Input 0.62 0.98 0.76 0.11 

             (m2) Input 514.50 808.50 671.71 88.09 

Wall Area (m2) Input 245.00 416.50 318.50 43.63 

          (m2) Input 110.25 220.50 176.60 45.17 

                   Input 3.50 7.00 5.25 1.75 

            Input 2.00 5.00 3.50 1.12 

                 Input 0.00 0.40 0.23 0.13 

                          Input 0.00 5.00 2.81 1.55 

             Output 6.01 43.10 22.31 10.09 

  



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 1, 2024 

1022 | P a g e  

www.ijacsa.thesai.org 

An optimized hyperplane that precisely depicts the non-
linear relationship between the output and the current input 
independent variables is created by carefully designing the 
feature space. One formal way to represent the expression for 
    is as shown in Eq. (1): 

              (1) 

Here,   is the variable factor,       is the predicted ideals, 
and   is the               weight factor.      represents 
the arrangement of every component      into a feature space 
with in height dimensions. Eq. (2) represents the way the 
  insensitive loss function is expressed. 

|      |         |      |     (2) 

The residual is denoted by Eq. (3) as the disparity among 
the definite value,  , and the estimated cost,     . 

               (3) 

The ideal model is determined by incorporating the entire 
remaining element within a predefined variety of  , as follows: 

            (4) 

Eq. (4) provides the hypothesis for the complete training 
data. Hence, the data displays the highest disparity from the 
hyperplane when the remaining adheres to the condition 
         . The physical distance among a specific data 
point       and the hyperplane          is calculated as 
|      | ‖  ‖ obtained in the following manner: 

            (5) 

The hypothesis of this study suggests that the most 
significant movement among the dataset       and the 
hyperplane          can be expressed as the adjustable  . 
Hence, it can be inferred that the complete train dataset meets 
the criteria specified in Eq. (6). The attainment of the 
maximum value of   implies that the     model can 
demonstrate the best performance of generalization. 

|      |   ‖  ‖ (6) 

The highest distance is reached where the value of the 
       generations a predefined   value. Following this, Eq. 
(6) can be formulated again and expressed as Eq. (7). In order 
to reach the maximum value of  , it is crucial to minimize 
‖  ‖, and as ‖  ‖   ‖ ‖   , the problem of optimization 
is transformed into minimizing ‖ ‖. 

   ‖  ‖ (7) 

Despite efforts made over the train phase to minimize 
errors in the variety of       , there is still a possibility that 
specific errors may exceed this limit. Errors occurring during 
training that are less than    are denoted as   , whereas 

training errors greater than ε are represented as   
 
. The 

notations    and   
 
 are clarified based on following equations: 

   {
                                       

                                        
 (8) 

  
 
 {

                                       

                                           
 (9) 

The primary aim of     algorithm is to identify the 
hyperplane that yields the optimal result though reducing the 
disparity among the error of training and the hyperplane. This 
is accomplished by utilizing the   insensitive loss purpose. Eq. 
(10) presents the objective function for optimizing SVR. 

               
 
 
  

 

 
‖ ‖   ∑        

 
  

    (10) 

With the restrictions: 

                                ̅ 

                 
 
             ̅ 

       
 
                ̅  

Parameter C plays an essential role in achieving a equility 
between minimizing training errors and an optimal separation 
among the hyperplane space and the data points in     
involves preserving an ideal margin. 

In Eq. (10), the initial part penalizes excessive weight 
values to maintain a flat regression function. The second part 
balances error margins and experience risk using the  -
insensitive loss function. 

Upon effectively resolving the quadratic optimization, 
which involves disparity constraints, the factor   is derived 
using the guidelines explained in Eq. (1) and Eq.  (11). 

  ∑(   
 
   )

 

   

      (11) 

To calculate   
 
      , it is necessary to solve a quadratic 

programming problem that identifies the Lagrangian 
multipliers. 

Eq. (12) represents the SVR function: 

     ∑(   
 
   )

 

   

          (12) 

The kernel function, denoted as        , possesses the 
ability to nonlinearly project the train data onto a various 
characterized by a high dimensional space with   dimensions. 

The Kernel function         possesses the proficiency to 
non-linearly project the train data onto a various with many 
dimensions (l-dimensions), rendering it well-suited for tackling 
issues associated with non-linear relationships. This is 
particularly valuable within the context of electrical 
forecasting. Fig. 1 demonstrates the schematic representation 
of the SVR’s workflow. 
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Fig. 1. Flowchart of SVR model. 

2) Coot Optimization Algorithm (COA): The COA uses a 

metaheuristic optimization approach inspired by Coots' 

collective behaviors. Coots display various movements in 

water, like chain, random, leader-driven, and leader-adjusted, 

to reach food sources or specific locations. The COOT 

algorithm incorporates these behaviors and initiates by 

choosing a population using Eq. (13) [27]: 

                                 (13) 

           is the spatial organizes of an individual coot, 
while   represents the problem's dimensionality or the quatity 
of involved variables.    and    are the       and       
limits of the exploration space, individually. 

   [             ]    
 [             ] 

(14) 

Following the initial population setup, the positions of the 
coots are subsequently modified according to four patterns of 
movement. 

a) Random-Movement: The position   for this particular 

movement is firstly randomized: 

                       (15) 

Then, the position is updated to prevent getting stuck in 
local optima: 

                             
             

(16) 

The value    is number within the range [   ], and   is 
defined as follows: 

       
 

    
  

(17) 

Here,      is the maximum acceptable number of iterations, 
while   represents the present iteration number. 

b) Chain-Movement: To perform the chain program, 

one can determine the mean position of   coot birds utilizing 

the formula outlined in Eq. (18). 

           
                       

 
 

(18) 

Here,              presents the position of the next 
coot in the sequence. 

c) Adjusting position following the leader: In each 

group, a coot bird adjusts its location according to that of the 

leader, bringing the follower closer to the leader. The equation 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 1, 2024 

1024 | P a g e  

www.ijacsa.thesai.org 

given in Eq. (19) is used to determine the leader selection 

procedure. 

               (19) 

  represents the leader's index,   denotes the follower 
coot’s number, and    is the amount of group’s leaders. 

A coot's current location is getting updated applying Eq. 
(20): 

                                     
                           

(20) 

           denotes the position of the coot bird, while 
             is the position of the chosen leader.    
represents a random number within [   ], and   is a random 
number within the range [    ].  

d) Leader-Movement 

Leader locations are updated with Eq. (21) aimed at 
shifting from local optimal locations to global optimal 
positions. 

             

 {
              (                  )                 

              (                  )                 
 

 (21) 

The symbol       represents the optimal attainable 
position, while    and    are randomly chosen numbers 
selected from the interval [0, 1]. B is determined using the Eq. 
(22). 

       
 

    
  

(22) 

3) Transit Search Optimization Algorithm (TSOA): In the 

TSOA algorithm, there are two key parameters: the number of 

host stars      and the signal-to-noise ratio     , determined 

based on the transit model. Noise is estimated using standard 

deviation from observations outside the transit phase. The 

product of    and SN sets the initial population size for TS 

[28]. 
This section discusses the five crucial phases of the TSOA 

as follows: 

a) Galaxy phase: The algorithm begins by opting a 

galaxy and a random center within the search space. It then 

identifies habitable zones (life belts) within the galaxy by Eq. 

evaluating   *SN random regions.    using Eq. (23) to Eq. 

(25). The top    regions with the best fitness, indicating a high 

probability of hosting life, are selected for further algorithmic 

steps. 

                                            (23) 

  {
                                                  

                                                 
 (24) 

          
     (25) 

In the equations mentioned above,         denotes the 

central position of the galaxy, while    represents a randomly 
selected location within the exploration space. Additionally, 

there are     coefficients, both ranging from   to  , which 
denote a random number (  ) and a random vector (  ) with a 
dimension equal to the number of variables in the optimization. 
Parameter   quantifies the difference between the study's 
context and the galaxy's center, whether in the front (positive) 
or back (negative) region. The zone parameter ( ) is a random 
number (1 or 2) for precise positioning. To enhance accuracy, 
the noise parameter is applied to filter signal-related noise. A 
power of 3 is applied to the coefficient    to minimize its 
computational impact, as noise levels are expected to be 
relatively close to the intended scenarios. 

In the subsequent step, the algorithm selects one star from 
each previously identified region, corresponding to a stellar 
system, using Eq. (26) to Eq. (28). Consequently, at this stage, 
the algorithm has    stars to explore. The positions of these 
stars are represented as    in Eq. (26). Notably, coefficients    
and    in these Eqs. are random numbers ranging from   to  , 
while the coefficient    is a random vector with values in [   ] 
interval. 

                                     (26) 

  {
                                                 

                                               
  (27) 

          
      (28) 

b) Transit phase: In the TSOA, categorizing stars by 

class is essential. Therefore, the algorithm approximates the 

star's luminosity using Eq. (29): 

   
     

    
 
                                       

(29) 

   √       
                       (30) 

Here,    represents star     luminosity while    denotes its 
rank.    signifies the distance among the telescope and star  . 
The telescope's location,   , is randomly selected at the outset 
of the algorithm and remains constant throughout optimization. 
To update the received light from a star, the algorithm adjusts 
   by applying Eq. (31) to Eq. (33). In these equations, 
coefficients    and    are assigned random values:    ranges 
from -1 to 1, and    is a random vector with values between   
and  . 

                                      (31) 

         (32) 

          
    (33) 

Ultimately, the star's brightness is computed based on the 
newly obtained    using the updated       . Subsequently, the 

new luminosity,       , is determined according to Eq. (34). 

       
         

         
                             

          

(34) 

The potential for a transit event can be ascertained by 
comparing    with       . The transit probability, denoted as 

  , is determined using Eq. (35), where it takes on values of 1 
(indicating a probability of transit) or 0 (indicating no transit). 
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If     , the algorithm proceeds with the planet phase; 
otherwise, it executes the neighbor phase in the current 
iteration.  

                                                

                                                   
 (35) 

c) Exploitation phase: In the Exploitation phase of the 

TSOA, the focus shifts to the planet's characteristics and 

potential for hosting life. Here,    (  ) pertains to the planet's 

attributes, including density, composition, and atmosphere. 

New knowledge ( ) is incorporated to modify the planet's 

characteristics SN times (where             ) using Eq. (36) 

and Eq. (37). These equations involve random coefficients, 

such as    ,    , and    , and parameter P, which specifies a 

random exponent between 1 and (       ). Additionally,    

signifies the knowledge index with 1, 2, 3, or 4 values. 

The algorithm's global solution is determined by selecting 
the best planet among all    detected planets. 

     {

                                
                                

                                
                               

       (36) 

       
      (37) 

III. RESULTS AND DISCUSSION 

A. Prediction Performance Analysis 

In this study, the SVR machine learning model was 
developed to predict HL. Furthermore, the study utilized two 
efficient optimization algorithms, TSOA and COA, to create 
hybrid SVR models, enhancing the capacity for fine-tuning 
model parameters. The dataset was divided into       subsets: 
train, validation, and test, with     of the data used for train, 
    for validation, and     for test [29]. The performance of 
these models was comprehensively assessed in Table II by 
comparing various metrics, including R

2
  coefficient of 

determination  ,       Root Mean Square Error  ,     
 Mean Absolute Error  ,      Root Standard Ratio  , and 
      Mean Relative Absolute Error , as defined in Eq. (38) 
to Eq. (42) [30]: 

   (
∑       ̅      ̅  

   

√[∑      ̅   
   ][∑      ̅   

   ]
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      (39) 
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      (40) 
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         (41) 

     
 

 
∑

|     |

|    ̅|

 
        (42) 

where,   is the number of samples,    and    are the 

predicted and test results, respectively.  ̅ and  ̅ are the average 
of the test and prediction result values. 

B. Evaluation of Developed Models 

The subsequent discussion provides a thorough 
examination of the model's effectiveness in predicting HL: 

 The SVCO hybrid model demonstrated remarkable 

performance with maximum R
2
 values of       

  
     ,            

        and      
       . These 

high R
2
 values signify a strong fit between the model 

and the data, underscoring the reliability of the chosen 
input variables as robust predictors of the expected 
output. Also, for both hybrid models, R

2
 for the testing 

stage is       than that for the train stage, which 
indicates inadequate training performance of developed 
models. 

 Regarding error metrics, which encompass RMSE, 
MAE, and MRAE, it is evident that the SVCO model 
exhibits significantly better accuracy when compared to 
the other models developed, demonstrating error values 
that are roughly half as large as those observed for the 
SVR single model. 

TABLE II.  THE RESULT OF DEVELOPED MODELS FOR SVR 

Model Phase 
Index values 

RMSE R
2
 MAE RSR MRAE 

SVR 

Train 1.575 0.977 1.363 0.155 0.225 

Validation 1.924 0.967 1.691 0.195 4.753 

Test 1.858 0.966 1.634 0.186 0.337 

All 1.676 0.973 1.453 0.166 0.255 

SVCO 

Train 0.861 0.994 0.607 0.085 0.098 

Validation 1.045 0.989 0.758 0.106 0.979 

Test 1.285 0.984 0.955 0.129 0.230 

All 0.964 0.992 0.682 0.096 0.117 

SVTS 

Train 1.201 0.988 0.896 0.118 0.134 

Validation 1.513 0.978 1.134 0.154 5.791 

Test 1.626 0.975 1.268 0.163 0.234 

All 1.322 0.984 0.987 0.131 0.160 
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A lower RSR value as a standard deviation ratio results in 
more accuracy of the model, so the least RSR value of 0.085 
for           confirms its accurate prediction performance. 

C. Comparison with Published Papers 

Table III shows the comparison between the presented and 
published papers. The comparison between the presented 
model and published articles focuses on key performance 
metrics, namely RMSE and R

2
. The present study exhibits 

competitive performance with an RMSE of 0.964 and an R
2
 of 

0.992. While RMSE is higher than in some references, the R
2
 

aligns closely with high values in the literature. Variability in 
results across studies underscores the need for future research 
to explore factors influencing predictive accuracy. The 
discussion emphasizes the balance between predictive accuracy 
and generalization, acknowledging differences in dataset 
characteristics, model complexity, and optimization 
techniques. The comparative analysis contributes valuable 
insights for refining and advancing predictive models for 
building heat demand. 

TABLE III.  COMPARISON BETWEEN THE PRESENTED AND PUBLISHED 

ARTICLES 

Articles 
Index values 

RMSE R
2
 

Moradzadeh et al. [31] 0.4832 0.9993 

Roy et al. [32] 0.059 0.99 

Gong et al. [33] 0.1929 0.9882 

Afzal et al. [2] 1.4122 0.9806 

Present Study 0.964 0.992 

D. Visualizing the Performance of Models 

The association between observed and expected values for 
the three prediction models is shown in a scatter plot in Fig. 2. 
Additionally, the test, validation, and training datasets' R

2 
and 

RMSE values for each model are supplied individually. The 
data points in the plot are positioned at a    degree angle to 
the horizontal axis, about     above and below the bold 
continuous line. This alignment denotes that the models 
perform well in terms of prediction, which leads to greater R

2
 

values. 

 

 

 
Fig. 2. Dispersion of evolved models. 

The R
2
 value would be one in a perfect world if all data 

points on the observation-prediction plot were perfectly aligned 
with the best-fit line. This would suggest that the model has 
correctly and error-free estimated all of the data. The SVCO 

model is shown in the illustration R
2
 values of       

  
                 

         and      
        for the heating 

loads. These numbers outperform those of the other models, 
showing that the SVCO model performs better in this situation 
than the other hybrid models. 

As shown in Fig. 3, a stacked bar plot is employed in this 
academic study to compare various metrics comprehensively. 
This visualization technique offers a clear and concise 
representation of the relationships among different metrics by 
stacking them atop one another within individual bars. Each 
metric is assigned a distinct color, enabling a straightforward 
visual assessment of their contributions to the overall outcome. 
Fig. 2 displays the different models' calculated RMSE, R

2
, and 

MAE values. On the basis of the measurements of RMSE and 
MAE, a deeper look indicates that the SVCO model exhibits 
reduced error rates. The SVTS and SVR models have 
comparably decreased error rates after SVCO. Additionally, 
the R

2
 measures prediction accuracy, and the SVCO model 

surpasses the other generated models in the research in this 
regard.
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Fig. 3. Stacked bar plot for comparing the metrics. 
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Fig. 4. Error percentage of the models based on the scatter plot. 

 
Fig. 5. The violin diagram for error percentage of proposed models. 
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In Fig. 4 and Fig. 5, the error percentages for the models 
are displayed through scatter plots and violin diagrams, with 
categorization into the training, validation, and test datasets. 
The density of data points close to zero in Fig. 3 shows how 
effective the strategy is. A greater concentration near zero 
indicates increased effectiveness. Notably, the training 
instances exhibit a significant preponderance of values close to 
zero, predominantly attributed to the SVCO method. Notably, 
the maximum error values for all three models are observed 
during the testing phase, with peak values of 32.24%, 16.11%, 
and 63.25% for SVR, SVCO, and SVTS, respectively. This 
observation underscores the beneficial fitting ability of the 
SVCO method. 

Furthermore, Fig. 4 confirms the high accuracy of SVCO, 
with 25-75% of errors confined to approximately (-5 to +5). It 
is also evident that errors associated with SVR and SVTS are 
approximately three and six times higher, respectively, 
compared to those associated with SVCO. This further 
emphasizes the superior performance of the SVCO method 
relative to its counterparts. 

IV. CONCLUSION 

In summary, this study addresses the critical imperative for 
precise energy consumption forecasting and the evaluation of 
retrofit strategies within the framework of building energy 
management. The complexities in predicting building energy 
usage, driven by multifaceted variables, including building 
attributes, energy systems, weather conditions, and occupant 
behavior, have historically posed formidable challenges. While 
physics-based simulations have provided valuable insights, 
their accuracy hinges on data comprehensiveness and modeling 
intricacy. In response, this research harnesses the expanding 
wealth of public building energy data to explore the potential 
of machine learning techniques, explicitly emphasizing 
Support Vector Regression       models. The research 
findings underscore the exceptional performance of the     
optimized with the Coot optimization algorithm (SVCO) 
model, consistently outperforming its counterparts by reducing 
prediction errors by an average of 20% to over 50% and 
achieving a maximum R

2
 value of       for heating load 

prediction. This highlights the substantial potential of machine 
learning, as SVCO exemplifies, to significantly enhance the 
precision of energy consumption forecasts. Consequently, it 
empowers decision-makers in energy conservation and retrofit 
strategies, contributing to the overarching goals of sustainable 
building operations and reduced environmental impact. The 
study has several limitations. These include potential 
challenges in generalizing findings across diverse datasets and 
real-world scenarios due to a singular focus on SVR models. 
The reliance on datasets from previous literature introduces 
concerns about data quality, consistency, and relevance. The 
sensitivity of the SVR model to hyperparameters and the 
impact of optimization algorithms may also affect 
generalizability. The study's limited scope on heating loads 
may restrict its applicability to broader aspects of building 
energy performance. Future studies in this field could enhance 
predictive models by exploring multi-modal predictions, 
dynamic and adaptive models, and incorporating diverse 
datasets, including real-time sensor data. The inclusion of 
human behavior aspects, uncertainty analyses, and the 

application of models for guiding energy-efficient 
interventions in buildings are additional avenues for 
investigation. Furthermore, validating predictive models in 
real-world settings through field studies would improve 
practical applicability. 
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Abstract—Due to the increasing threat of malware to 

computer systems and networks, traditional malware detection 

and recognition technologies face difficulties and limitations. 

Therefore, exploring new methods to improve the accuracy and 

efficiency of malware identification has become an urgent need. 

This study introduces ant colony algorithm to optimize 

traditional clustering algorithms and algorithm parameters. The 

experimental results showed that the improvement rates of the 

improved algorithm in accuracy, echo value, and false alarm rate 

were 0.253, 0.115, and 0.056, respectively. The accuracy on the 

training and validation sets continued to increase and the loss 

curve continued to decrease. In addition, the improved algorithm 

had stronger modeling ability for data feature relationships and 

temporal information. This is of great help in improving the 

recognition ability of virus and worm software. The improved 

algorithm had a lower occupancy rate of computing resources 

compared to other algorithms, but it could also effectively 

monitor device operation. Compared with traditional methods, 

this method can more accurately identify malicious software and 

effectively identify malicious software samples from large-scale 

datasets. This is of great significance for protecting computer 

systems and network security. 

Keywords—Ant colony algorithm; clustering algorithm; 

malicious software identification; computer security; optimization 

algorithm 

I. INTRODUCTION 

In today’s digital age, malicious software poses a huge 
threat to computer systems and networks. Malware refers to 
software programs that implant, propagate, or execute 
malicious behavior. Its purpose may involve stealing personal 
information, disrupting system functionality, malicious 
dissemination, etc.

 
[1-2]. The continuous evolution and 

increase of malicious software make it very difficult to protect 
computer systems and networks from attacks. Malware 
detection and identification technology face significant 
challenges [3-4]. Traditional signature and rule-based methods 
are no longer adequate to cope with the increasing number of 
malicious software. Due to the rapid mutation and diversity of 
malicious software, feature extraction and classification 
become extremely difficult. In addition, due to the 
concealment and diversity of malicious software, its detection 
and identification require a large amount of computing 
resources and time [5-6]. This study utilizes Ant Colony 
Optimization (ACO) to improve traditional clustering 
algorithms and optimize their parameters. ACO is a swarm 
intelligence algorithm that simulates ant behavior. It simulates 

the behavior of ants when searching for food and establishing 
pathways. ACO has been widely applied in optimization 
problems and has achieved significant success in solving 
fields such as travel salesman problems and network routing 
optimization [7-8]. The main contribution of the research is 
the proposal of an improved clustering algorithm based on ant 
colony optimization algorithm (ACO-CA), which is 
specifically designed to address the complexity of malware 
identification. This is the first time the ACO algorithm has 
been applied to the clustering problem of malicious software. 
Necessary adjustments and optimizations are made to the 
algorithm to adapt to this specific field. The ACO-CA 
improves the dynamics and adaptability of the clustering 
process by introducing ant tracking and pheromone 
mechanisms. This enables it to effectively handle the 
high-dimensional nature of malware features and the uneven 
distribution of samples. The algorithm proposed in this paper 
enhances the accuracy of malware detection and improves 
processing speed, demonstrating its potential for identifying 
malware. The deployment of the ACO-CA algorithm in 
practical environments is also discussed in detail, providing 
useful guidance for future research and application. 

This study is divided into six sections. Section II provides 
an overview of the characteristics and threats of malware, as 
well as the current research status of malware identification 
technology. Section III proposes the hierarchical ACO-CA, 
which provides a detailed description of how to apply the 
ACO algorithm to the hierarchical aggregation clustering 
process. Section IV conducts empirical analysis on the 
performance of improved clustering algorithms and malware 
identification, and Section V includes discussion and analysis 
of experimental results. Section VI summarizes the main 
findings and contributions of the entire study, and explores 
future research directions. 

II. RELATED WORKS 

The research on malware identification is an important 
direction in the field of computer security. With the continuous 
increase in the number of malicious software and the 
continuous development of technology, the identification of 
malicious software has become increasingly difficult. 
Therefore, researchers have been striving to improve existing 
malware identification techniques. Hu et al. proposed a deep 
sub domain adaptive network with attention mechanism. The 
experiment showed that the average accuracy of this method 
reached 97.15%, and it could quickly converge without using 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 1, 2024 

1032 | P a g e  

www.ijacsa.thesai.org 

a large number of target domain training datasets [9]. Mario et 
al. classified malicious software applications from system call 
traces. The method demonstrated high robustness in 
identifying infected applications and in code conversion and 
major avoidance techniques [10]. Yuan et al. proposed an 
anomaly detection method based on a dual head neural 
network. After filtering, the identified samples, the accuracy 
of malware detection increased by 8.62% and 13.12% 
respectively [11]. Sanjeev et al. proposed a novel malware 
detection architecture that utilizes image analysis and machine 
learning. Numerous experiments have shown that the methods 
of stacking global features and stacking local features have 
achieved testing accuracy of 98.34% and 98.23%, respectively. 
On the latest malware dataset in the real world, its testing 
accuracy was 92.75%, with a low false alarm rate [12]. 
Somayyeh et al. proposed a malware detection method based 
on short-term and short-term memory. Case studies have 
shown that the model can even detect new malware with an 
accuracy of over 90%. In addition, the model could detect 
malicious software by capturing 50 connection flows, with an 
AUC exceeding 99.9% [13]. Mahesh et al. proposed an 
adaptive red fox optimization method based on convolutional 
neural networks to detect whether malicious software 
applications are benign or malicious. Comprehensive 
experiments have shown that the detection accuracy of this 
method is 97.29% [14]. Gao et al. developed a practical 
system called HincTI for modeling network threat intelligence 
and identifying threat types. Compared with the most 
advanced baseline methods currently available, the proposed 
method could significantly improve the performance of threat 
type identification [15]. 

The basic version of ACO has matured and has been 
widely applied. With the deepening of research, many scholars 
have improved the efficiency and robustness of ACO by 
improving algorithm parameter settings, introducing heuristic 
information, and improving pheromone update strategies. 
Chen proposed a method for balancing enterprise resource 
information scheduling based on improved ACO. This method 
had good resource information balance scheduling ability and 
could effectively improve resource utilization [16]. Tan et al. 
established a mathematical model for spot welding path 
planning. The simulation analysis revealed that the ACO path 
was improved under six different parameters, resulting in an 
average path length of 10357.7509 millimeters. This is in 
contrast to the 10830.8394 millimeters obtained by traditional 
algorithms. The convergence analysis of improved ACO 
showed that its average number of iterations is 17. Therefore, 
the improved ACO had higher solution quality and faster 
convergence speed [17]. Wang et al. proposed a progressive 

randomization approach that combines exploration and 
utilization with improved ACO for automatic detection of 
snow melting on the surface of the Antarctic ice sheet. Further 
validation of six automatic weather stations indicated that the 
proposed method had higher accuracy [18]. Wang et al. 
proposed an improved ant colony resource scheduling 
algorithm. When the number of tasks reached 200, the 
proposed algorithm used 17.52% less execution time and 9.58% 
less resources than traditional algorithms, achieving a resource 
allocation rate of 91.65% [19]. Saemi et al. designed a Meta 
heuristic algorithm based on ACO. Compared with the 
sequential method, this algorithm provided a solution for 
comprehensive problems that reduced costs by 21.64% in a 
reasonable amount of time. In addition, for small problems, 
the average difference between the solution provided by the 
ACO algorithm and the optimal solution (exact method) was 
2.96% [20]. 

In summary, research on malware identification and ACO 
is constantly developing and advancing, providing powerful 
solutions for computer security and optimization issues. The 
use of ACO-CA has potential in malware identification, but 
there is a lack of relevant content in existing research, so 
further research is still needed. This study aims to improve 
ACO and achieve better results in the field of malware 
detection and defense. 

III. A HIERARCHICAL CLUSTERING MODEL FOR MALWARE 

BASED ON IMPROVED ANT COLONY 

The initial section extracts the characteristics of malicious 
software and classifies its dynamic features through static 
analysis. Then, the extracted malware features are 
dimensionally reduced and centered through a vector feature 
matrix. In the second section, a clustering objective function is 
designed for ACO, and finally, pheromone update and 
probability transfer mechanisms are introduced to optimize 
ACO. 

A. Malware Feature Extraction and Processing Methods 

Malicious software feature extraction and processing refers 
to the analysis and processing of malicious software samples, 
extracting feature information from them, and performing 
corresponding processing and encoding. The purpose is to be 
used in security applications such as classification, detection, 
and protection. The common features of malware are shown in 
Fig. 1. 

In Fig. 1, static features include file attributes (file name, 
path, size), file hash value, and compilation timestamp, etc. 
The static analysis process is shown in Fig. 2. 

Malware Characteristics

Static characteristics

Dynamic characteristic

Network characteristic

Malicious Code Characteristics

Specific behavioural characteristics
 

Fig. 1. Classification of common malware features. 
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Fig. 2. Signature-based static analysis process. 

In Fig. 2, the static analysis process analyzes the obtained 
function signature information to predict code behavior and 
potential defects. Dynamic characteristics refer to processes 
such as process behavior, system calls, registry operations, etc. 
Network characteristics involve network communication 
behavior, network traffic patterns, etc. Malicious code features 
include malicious code structure, invocation methods, 
encryption, and obfuscation. Specific behavioral 
characteristics refer to the encryption behavior of ransomware 
and the monitoring behavior of spyware. Processing malware 
features includes encoding, normalizing, dimensionality 
reduction, and other operations on the extracted features to 
facilitate subsequent machine learning algorithms for training 
and classification. The characteristics of malicious software 
can be represented by Hash encoding, as shown in Formula 
(1). 

 hash_value = hash_algorithm data        (1) 

In Formula (1), _hash algorithm  is the selected Hash 

algorithm. data  is the malware feature data that needs to 

calculate hash encoding. Assuming there is a malware feature 
vector X  containing n  eigenvalues, then the Min-Max 

normalization formula can be used to normalize the malware 
features, as shown in Formula (2). 

  

    

_ / 



normalized value value Min X

Max X Min X
     (2) 

In Formula (2),  Min X  and  Max X  are the 

minimum and maximum values of each feature, respectively. 

value  is an eigenvalue in the feature vector X . By applying 

this formula, each eigenvalue can be mapped to the range of [0, 
1]. Principal Component Analysis (PCA) is used to convert 
high-dimensional feature vectors of malicious software into 
low-dimensional representations, as shown in Fig. 3. 

In Fig. 3, the horizontal axis represents the selected 
principal components, and the vertical axis represents the 
original data samples. Each point represents a malware sample. 
The original data is projected onto the selected eigenvectors 
after calculating the covariance matrix to obtain eigenvalues 
and eigenvectors, resulting in dimensionality reduced data. 

Assuming there are m  malware samples, each with d  

features, and the feature vector matrix is   X m d（ ）. The 

feature vector matrix is centralized as shown in Formula (3). 

 '  X X mean X     (3) 

In Formula (3), 'X  is the new centralization matrix. 
Then to calculate the covariance matrix of the centralization 
matrix 'X , as shown in Formula (4). 

 1/ * '̂ * 'C m X T X     (4) 

In Formula (4), 'TX  is the transpose matrix of 'X . * 

represents multiplication of matrices. 1/ m  is the 

normalization factor, ensuring that each element of the 
covariance matrix is within a reasonable range. Then to 
calculate the eigenvalues and eigenvectors of the covariance 
matrix, as shown in Formula (5). 

* *C v v     (5) 

In Formula (5),    is the eigenvector corresponding to 

the eigenvalues and  v . Then, the eigenvalues   are sorted 

in descending order. When sorting feature values, to use the 
argsort function in the NumPy library. The feature values are 

stored in a one-dimensional array _eig vals  and the sorting 

index of the feature values are calculated, as shown in 
Formula (6). 

 _ . _sorted indices np argsort eig vals     (6) 

In Formula (6), _sorted indices  is the sorted feature 

value index, and then the feature values are sorted according 
to the sorting index to obtain Formula (7). 

 _ _ _ _sorted eig vals eig vals sorted indices    (7) 

Z

Principal component

O
ri

g
in

a
l 

d
at

a

 

Fig. 3. Sketch of the principal component analysis of malware features. 
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In Formula (7), _ _sorted eig vals  is the result sorted by 

eigenvalues. To select the eigenvector corresponding to the 

largest k  eigenvalues, usually k d , as the principal 

component, as shown in Formula (8). 

_

_


topk eigvecs
V

topk eigvecs
    (8) 

In Formula (8), _topk eigvecs  is the first k  

eigenvectors. The feature vector matrix X  is multiplied by 
the projection matrix V  to obtain the dimensionality reduced 

feature matrix as shown in formula (9). 

*Y X V      (9) 

In Formula (9), the dimension of X  is  m d . The 

dimension of V  is  d k . The dimension of Y  is 

 n k . The reduced feature matrix can be used for 

subsequent malware feature analysis tasks, such as malware 
classification and anomaly detection. The study examined the 
effect of modifying a single parameter on the objective 
function while holding all other parameters constant. To 
systematically identify the optimal parameter combination and 
enhance the accuracy and efficiency of the algorithm, the grid 
search method was employed. 

B. Improved Ant Colony and Hierarchical Clustering 

Algorithm Optimization Design 

After extracting features from malicious software through 
feature extraction methods, ACO is used to optimize feature 
selection and classifier training. Finally, hierarchical clustering 
algorithm is used to cluster the extracted features and identify 
different malicious software families. The specific process is 
shown in Fig. 4. 

Fig. 4 first extracts and processes the features of malicious 
software, then identifies the features of all software, and then 
determines whether all software has been recognized. The 

above steps are repeated until the ant completes the search 
task. Finally, to cluster the extracted features and determine 
the division of malware families based on the clustering 
results and thresholds. ACO is a heuristic optimization 
algorithm that simulates the foraging behavior of ant 
populations. Each ant selects the next location to move based 
on the current pheromone and heuristic information, and the 
ant colony routing mechanism is shown in Fig. 5. 

There are two paths in Fig. 5, ABECD and ABFCD. In 
path BFC, as ants increase and the amount of information 
increases, the probability of path selection increases. In path 
BEC, as time increases, the amount of information decreases, 
and the probability of path selection decreases. To design a 
clustering objective function based on internal indicators, as 
shown in Formula (10). 

   
2

11
,,

/
 

  
  
       

  j

kk
jj p Cii

D p cD c c
f

k k
   (10) 
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Fig. 4. Malware identification process. 
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Fig. 5. Ant Colony pathfinding mechanism. 
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In Formula (10), 
ic  is the centroid of the i -th cluster. c  

is the centroid of all elements. 
jC  is the j -th cluster. D  is 

the proximity. k  is the number of clusters after clustering is 

completed. When clustering, not only distance information is 
considered, but also pheromone concentration and probability 
random mechanisms are introduced. The new transfer 
probability is Formula (11). 
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In Formula (11),   is the pheromone concentration 

factor.   is the heuristic information factor. 
iju  is the 

average pheromone concentration between cluster i  and 

cluster j , as shown in Formula (12). 
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In Formula (12), k  and n  are two points in the path. 

im  and 
jm  are the number of ants in two clusters.  kn

 is 

the concentration of pheromones between points k  and n . 

The algorithm process is Fig. 6. 

Fig. 6 considers each point as a cluster and randomly 
assigns a certain number of ants to these clusters based on the 
proximity matrix and pheromone concentration matrix. Next, 
using roulette wheel to select the clusters to merge and 
calculate the merged result based on the objective function. If 
the number of iterations is not less than the set number, to 
output the optimal clustering merge scheme and clustering tree 
graph. To accelerate the convergence speed of the algorithm, 
the pheromone matrix is modified , as shown in Formula (13). 

0   ij ij      (13) 

In Formula (13),  

ij  is the initial pheromone 

concentration from element i  to element j .  ij
 is the 

concentration coefficient. 
0  is the basic pheromone 

concentration. After optimizing the pheromone update 
mechanism, it is shown in Formula (14). 

     
1

1      
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ij ij ij ijk
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In Formula (14),   is the coefficient of weakness. 

   ij t  is an additional pheromone on an excellent path, and 

the calculation Formula is (15). 
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Fig. 6. Improvement of ant colony algorithm calculation flow. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 1, 2024 

1036 | P a g e  

www.ijacsa.thesai.org 

In Formula (15), 
ijl  is the distance between two points. 

Q  is the amount of pheromones. To simplify the parameter 

optimization process, the algorithm uses a probabilistic model 
to predict parameter performance. New parameters are then 
selected for testing in regions where predicted performance is 
improved. This approach helps balance the relationship 
between exploration and exploitation, leading to more 
efficient identification of optimal solutions. 

IV. EMPIRICAL ANALYSIS OF ACO-CA PERFORMANCE AND 

MALICIOUS SOFTWARE IDENTIFICATION 

When testing the performance of the improved ACO 
algorithm, the accuracy, echo value, and false alarm rate of 
different algorithms are first compared. Next, the accuracy and 
loss curves of the improved algorithm in the test and training 
sets are compared, and finally, the specificity of the improved 
algorithm and the traditional algorithm is compared. Empirical 
analysis compares the recognition of malicious software and 
CPU resource usage using different algorithms, and finally 
uses the proposed algorithm to monitor a certain device. 

A. Improved Algorithm Heating Performance Test 

Experiment 

The analysis of improving algorithm performance selected 
the CICAlDroid2020 dataset as the test set and 
CICAlDroid2019 as the training set. CICMalDroid2019 and 
CICMalDroid2020 are datasets used to analyze malicious 
Android applications, containing 5000 and 10000 Android 
application samples, respectively. These samples are divided 
into two categories: normal applications and malicious 
applications. Table I shows the experimental environment for 
this experiment. 

Experiments are conducted using traditional clustering 
algorithms and ACO-CA on CICCalDroid2020, and their 
performance in indicators such as malware recognition 
accuracy, recall rate, and false alarm rate were compared. The 
results are shown in Fig. 7. 

From the data in Fig. 7, ACO-CA outperforms traditional 
clustering algorithms in terms of accuracy, echo value, and 

false alarm rate. The accuracy of ACO-CA is 0.984, while the 
traditional clustering algorithm is 0.731. ACO-CA can more 
accurately classify samples and predict the categories of 
malware and normal software. The echo value of ACO-CA is 
0.789, while the traditional clustering algorithm is 0.674. This 
indicates that ACO-CA performs better in terms of echo value. 
The false positive rate of ACO-CA is 0.345, while the 
traditional clustering algorithm is 0.401. The accuracy and 
loss curves of the improved algorithm in the test and training 
sets are shown in Fig. 8. 

TABLE I. EXPERIMENTAL HARDWARE AND SOFTWARE ENVIRONMENT 

Typology Configurations 

Operating system Ubuntu 22.04.1 

CPU Model Intel Core i5 1240P 

Random access memory (RAM) 16G 

Hard disk 512G 

Python 3.9.13 

Python Toolkit 
Numpy+Pandas+Matplotlib+Scikit-learn 
etc 

Programming Environment Vscode+jupyter 
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Fig. 7. Metrics performance of different clustering algorithms. 
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Fig. 9. Different algorithms specific rate fitting curves. 

From Fig. 8 (a), the accuracy curves of the improved 
algorithm show an upward trend on both the training and 
validation sets. This indicates that as the training progresses, 
the algorithm gradually improves its accuracy during the 
learning process. Especially when the epoch is around 80, the 
accuracy tends to stabilize and remains at a high level. This 
indicates that the improved algorithm can achieve good 
classification results on both the training and validation sets, 
and has high accuracy. Secondly, from Fig. 8 (b), the loss 
curves of the improved algorithm on both the training and 
validation sets show a downward trend, and have already 
entered the range below 0.05 when the epoch is 20. Although 
there were some fluctuations afterwards, the overall level 
remained relatively low, not exceeding 0.1. This indicates that 
the improved algorithm can effectively reduce the loss rate 
during the training process, and a low loss rate indicates that 
the model can accurately predict the category of samples. The 
specificity between the improved algorithm and the traditional 
algorithm is shown in Fig. 9. 

In Fig. 9 (a), the specificity decrease rate of traditional 
clustering algorithms is 0.757, while the specificity decrease 
rate of ACO-CA is 0.108. ACO-CA performs better at the rate 

of decrease in specificity and decreases more slowly. This 
indicates that ACO-CA can maintain a higher level of 
specificity when processing more samples. In Fig. 9 (b), the 
longitudinal intercept of traditional clustering algorithms is 
98.654, while the longitudinal intercept of ACO-CA is 99.124. 
Therefore, ACO-CA has higher specificity values when the 
sample size is small. 

B. Empirical Experiment on Malicious Software 

Identification and Classification 

Malware can be classified into various types, including 
viruses, worms, trojans, spyware, and adware, etc. This 
malicious software may steal users’ personal information, 
damage system files, and indiscriminately send spam, posing 
serious risks and losses to computer systems and users. The 
goal of malware identification and classification is to 
accurately identify unknown software samples as malware or 
legitimate software by constructing an accurate classification 
model. The identification of malicious software in a dataset 
using different algorithms is Fig. 10. 
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Fig. 10. Different algorithms for malware recognition statistics. 
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In Fig. 10 (a), it can be concluded that among traditional 
clustering algorithms, Trojan software has the highest 
recognition rate, accounting for 38% of the total, followed by 
advertising software and worm software. The recognition rates 
of viruses and spyware are relatively low, accounting for 13% 
and 8% respectively. In Fig. 10 (b), by using ACO-CA, the 
recognition rates of viruses and worm software have been 
improved, accounting for 22% and 28% respectively. The 
recognition rate of Trojan software has decreased, accounting 
for only 21%. The recognition rate of advertising software and 
spyware remains unchanged. This indicates that ACO-CA can 
improve the recognition ability of viruses and worm software 
in certain aspects. In Fig. 10 (c), Compared with traditional 
clustering algorithms, the CNN algorithm has a recognition 
rate of 39% for viruses and 16% for advertising software, 
which is significantly higher than other algorithms. In Fig. 10 
(d), in the identification of malicious software based on RNN 
algorithm, the recognition rates of viruses and advertising 
software are relatively high, accounting for 27% and 26% 
respectively. The CPU resources occupied by different 
algorithms for recognition are shown in Fig. 11. 

According to Fig. 11, based on ACO-CA and traditional 
clustering algorithms, the CPU resource utilization remains at 
a relatively low level (0.20-0.22 and 0.22-0.20) during the first 
12 minutes of runtime. This may be the stage of algorithm 
initialization and data preprocessing, requiring less 
computational resources. After a running time of 12 minutes, 
the CPU resource utilization based on ACO-CA and traditional 
clustering algorithms rapidly increases, reaching levels of 0.78 
and 0.75, respectively. The CPU resource utilization rate based 
on CNN algorithm and RNN algorithm is relatively high in the 
first 12 minutes of runtime (0.24 and 0.18). This may be 
because these two algorithms typically require more 
computing resources for convolution and loop operations. In 
the following period, the CPU resource utilization rate based 
on CNN algorithm and RNN algorithm gradually increases 
and stabilizes at a higher level (0.80). The real-time 
monitoring of the software operation of a certain device by 
ACO-CA is shown in Fig. 12. 
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Fig. 11. Variation curve of CPU resources occupied by different algorithms. 
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Fig. 12. Detection diagram of a device compromised by malware. 

According to the data in Fig. 12, it is concluded that worm 
like malware has the highest number of attacks on this device. 
When the running time reaches 600 minutes, the number of 
attacks reaches 46. This may be because the security measures 
of the device are weak, allowing worm like malware to easily 
invade and attack. Trojan viruses are the second most common 
type of malware, with attacks fluctuating between 20 and 30 
times. This may mean that the device has some protection 
measures in terms of security, but it is still vulnerable to 
Trojan virus attacks. Viruses are also a type of malware that 
attacks more frequently when running for 600 minutes, 
reaching 27 times. Advertising software and spyware have 
relatively fewer attacks during this period, with an average of 
less than 10 attacks. This may be because the purpose of 
advertising software and spyware is different. The former 
mainly obtains revenue through pop-up ads and other methods, 
while the latter is mainly used to monitor user activities and 
steal confidential information. The device may have taken 
certain measures to suppress the intrusion of adware and 
spyware. 

V. RESULTS AND DISCUSSION 

Malicious software identification plays a crucial role in the 
field of network security, and traditional clustering algorithms 
have certain limitations in dealing with complex and 
ever-changing malicious software. Therefore, the study 
proposed to use the ACO algorithm to improve clustering 
methods, aiming to improve the accuracy and efficiency of 
malware detection. The algorithm has been improved to 
optimize the clustering process by simulating the behavioral 
characteristics of ant colonies. The results showed that the 
improved algorithm achieved a clustering accuracy of 0.984, 
far exceeding the traditional algorithm's 0.731. The false alarm 
rate has also been reduced from 0.401 in traditional algorithms 
to 0.345, indicating a significant improvement in reducing 
false positives. The accuracy improvement stabilized 
gradually during the training process, and the loss rate 
dropped below 0.05 by epoch 20. The specificity of the 
improved ACO algorithm decreased to only 0.108, compared 
to the traditional algorithm's 0.757. When processing small 
sample data, its specificity also showed a high level. In 
contrast, although CNN algorithm performed well in 
identifying specific categories of malware and RNN algorithm 
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also demonstrated good classification ability, improved ACO 
algorithm was more outstanding in overall performance. From 
a resource consumption perspective, the improved ACO 
algorithm maintained a low CPU usage rate during the initial 
12 minutes. Although it increased thereafter, the trend of 
higher CPU usage in the early stages and stable increase in the 
later stages is relatively mild as compared to the CNN and 
RNN algorithms. However, there are still shortcomings in the 
research. Although the improved ACO algorithm has shown 
advantages in multiple indicators, its ability to recognize 
different types of malware needs further improvement. Future 
work will focus on optimizing algorithms for universality and 
efficiency on large-scale datasets, providing stronger technical 
support for the dynamic identification of malicious software. 

VI. CONCLUSION AND FUTURE WORK 

The constant increase of malware poses a serious threat to 
computer systems and network security. To solve this problem, 
the improved ACO algorithm was used to enhance the 
traditional clustering algorithm, aiming at improving the 
performance in the task of malware recognition. The study 
was processed in two stages. Firstly, the malware feature was 
extracted by static analysis, and the dynamic feature set of the 
malware was collected. Then the obtained features were 
processed by dimensionality reduction and centralized by 
vector eigenmatrix. Secondly, the clustering objective function 
suitable for ACO algorithm was designed, introducing 
pheromone updating and probability transfer mechanism to 
optimize the clustering effect. The experimental results 
showed that compared with the traditional clustering 
algorithm, the improved ACO-CA has achieved better 
performance in three aspects of accuracy, echo value and false 
positive rate. The improvement rates were 0.253, 0.115 and 
0.056, respectively. The improved algorithm achieved 
recognition rates of 22% and 28% for virus and worm 
software, respectively. Compared with the traditional 
algorithm, the specificity decline rate was only 0.108, 
indicating a slow decline trend in maintaining specificity. 
From this, this paper had potential application value in 
improving clustering performance and reducing false alarms, 
providing a feasible technical approach for real-time 
monitoring of device software operation status. The proposed 
algorithm can be deployed in network security intrusion 
detection systems to monitor and identify malicious software 
behavior in real-time. The real-time monitoring capability of 
algorithms can be integrated into existing firewalls, intrusion 
detection systems, and intrusion defense systems. However, 
there are still shortcomings. Further research directions can 
combine ACO algorithm with other machine learning 
algorithms to further enhance the accuracy and generalization 
ability of malware identification, providing more specific 
deployments for practical applications. 
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Abstract—The traditional teaching model is teacher centered, 

with conservative textbooks and methods. To some extent, 

multimedia information retrieval technology can provide 

relevant information based on user query conditions, thereby 

alleviating the problem of information overload. This study 

applies image retrieval, audio and video retrieval techniques 

from multimedia information retrieval technology to vocational 

English education. It is recommended to include visual, auditory, 

and video materials in the course plan to meet the needs of all 

students. This will help ensure that the teaching objectives of 

each unit are achieved. Multimedia information retrieval 

technology may create a new learning mode in which vocational 

college students can use a series of mobile terminals for learning 

activities at anytime and anywhere, making learning more 

comfortable and personalized. A random double-blind survey 

questionnaire was designed to investigate student satisfaction and 

evaluate the effectiveness of multimedia information retrieval 

technology in vocational English teaching, in order to test the 

effectiveness of multimedia information retrieval technology in 

vocational college English teaching. According to the survey 

results, the majority of students acknowledge the performance of 

multimedia information retrieval technology in English teaching. 

Therefore, the application of multimedia information retrieval 

technology in vocational English teaching is conducive to 

cultivating students' self-learning ability and creative thinking 

ability. Meanwhile, multimedia information retrieval technology 

has improved the quality and level of information literacy 

education for college students. 

Keywords—English teaching in higher vocational colleges; 

multimedia information retrieval technology; applied research; 

modern teaching models 

I. INTRODUCTION  

With the continued development of higher vocational 
education, the country has set greater standards and 
expectations for English teaching reform. The basic 
requirements of English teaching emphasize that the talents 
cultivated by higher vocational education are applied 
professionals in technology and production [1], [2]. Higher 
vocational English courses aim to develop students' language 
skills, particularly students' capacity to utilize English to deal 
with every day and international business activities, in addition 
to helping students build a strong linguistic foundation. 
Therefore, the ultimate goal of English learning is to cultivate 
learners' comprehensive English application abilities, 
especially their listening and speaking abilities, and to cultivate 
language learning as a skill [3], [4].  

In recent years, higher vocational education colleges have 
been constantly reforming and exploring English teaching, 

developing new curriculum standards and new teaching 
methods [5]. By integrating multimedia information retrieval 
(MIR) technology into English teaching, higher vocational 
education colleges have enhanced the teaching process and 
improved the effectiveness of instruction. Teachers use MIR 
technology to instruct English in the teaching technique. In an 
English lesson, the learning approach centered on grammar and 
reading is replaced with that based on listening and speaking 
[6], [7]. The teaching mode has shifted from the traditional 
classroom with teachers as the main body to individualized and 
independent learning. The classroom evaluation method has 
changed from the original evaluation based on grammar 
learning and reading to the formative evaluation based on 
listening and speaking ability [8]. 

MIR technology refers to the methods, strategies, and 
means of using modern information retrieval systems to 
retrieve relevant information. The most widely used modern 
information retrieval systems include online and network 
databases [9]. MIR technology can provide relevant 
information based on the user's query conditions, thereby 
alleviating the problem of information overload to some extent. 
An interesting study is applying MIR technology to English 
education in higher vocational colleges (HVCs). In information 
technology, information retrieval technology plays an 
important part in the transformation of the English teaching 
style in higher vocational colleges [10]. 

Colleges use network information in higher vocational and 
technical education to drive educational modernization. The 
function of MIR technology in educational development 
mainly includes the following aspects [11]. For students, MIR 
technology can produce a new way of learning, allowing 
students to use a variety of mobile terminals for learning 
activities, making learning more convenient and personalized. 
For colleges, MIR technology can change the mode of 
educational resource allocation. The relationship between users 
and resources is one-to-one correspondence in traditional 
educational resources. Still, the relationship between users and 
resources is transformed into a non-contact one-to-many 
relationship in the modern information technology 
environment. Using the Internet, students can share any 
teaching resource library to realize the fair allocation of 
educational information resources and promote the dynamic 
development and utilization of educational resources [12].  

In the Internet environment, resource users are constantly 
adding new resources. Resources' content and expression form 
are constantly enriched, realizing the dynamic development of 
network resources. The resource user has changed from a 
single-user role to a dual role of user and builder. Therefore, 
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knowledge is updated more rapidly, and many new theories 
and knowledge that have not appeared in textbooks can be 
understood through the Internet. MIR technology can improve 
teachers' teaching and research abilities [13]. Through the 
Internet, teachers can watch and observe classes, master the 
latest teaching materials, interact with other teachers or 
education experts for discussion and exchange, and improve 
their teaching level. As for the college teaching mode, MIR 
technology promotes the innovation of the teaching mode. At 
present, the high-quality courses provided on the Internet can 
enable students to learn their favorite courses anytime and 
anywhere and master the learning progress. Still, there is a lack 
of interaction and communication. Based on MIR technology, 
the network teaching mode combines the benefits of these two 
modes to create a new teaching mode [14]. Because colleges 
use MIR technology to supplement traditional instruction, the 
role of instructors has shifted. Teachers can improve students' 
information retrieval level through MIR instruction to improve 
student's learning ability, which is conducive to improving the 
quality and degree of students' information literacy education 
[15], [16].  

Traditional English teaching only attaches importance to 
the mechanical input and accumulation of English knowledge. 
Still, it ignores the inspiration of students' English learning 
process, especially the English language practice and other 
processes. Students learn passively, the classroom environment 
lacks vibrancy, and there is no emotional communication 
between teachers and students. Teachers must not only transfer 
knowledge and skills effectively and flexibly in organizing 
classroom teaching, as aided by MIR technologies. 
Simultaneously, teachers should engage the classroom 
environment, alter students' motivation to learn, and encourage 
emotional dialogue between teachers and students. Emotional 
classroom management between teachers and pupils is critical 
[17]. To regulate students' emotions and stimulate students' 
interest in learning English, teachers should reflect the teaching 
consciousness of democracy and equality in every link of 
English classroom teaching. English teaching is not simply the 
accumulation of words and grammar knowledge but the 
wisdom of allowing students to acquire knowledge and ability. 
In organizing teaching, teachers should release their inner 
passion according to students' psychology so they can 
independently and creatively find and analyze problems. 

The evolution of MIR technology has been closely linked 
to the advancement of computers, databases, and networks. 
The potential for MIR technology in English instruction at 
HVCs is looking promising. Mastering MIR technology not 
only develops students' ability to obtain, filter, and thoroughly 
analyze information resources, but it also improves college 
students' creativity [18]. Teachers should focus on developing 
students' capacity to use knowledge, interact with information, 
and study problems independently, which can boost students' 
excitement for learning and improve their inventive thinking 
[19]. 

This research applies image retrieval, audio, and video 
retrieval technology in MIR technology to higher vocational 
English education to address the challenges indicated above in 
the traditional English teaching model. It is proposed to 
incorporate image, audio, and video retrieval content into the 

teaching objectives and develop unit teaching objectives that 
satisfy the needs of all students in the specific teaching process. 
MIR technology can create a new learning style for higher 
vocational students. MIR technology in colleges can 
potentially alter the paradigm of educational resource 
allocation. To evaluate the efficiency of MIR technology in 
higher education's English instruction. A questionnaire survey 
is created based on the randomized, double-blind approach to 
analyze the efficacy of MIR technology in higher vocational 
English instruction. The trial outcomes demonstrated the value 
of MIR technology for teaching English and motivating 
students in the classroom. 

The research is divided into five sections. Section I 
elaborate and analyze the background of the application of 
audio and video retrieval technology in vocational English 
education. Section II discusses the multi-level retrieval model 
of English digital teaching information and the intelligent 
system structure of English digital teaching. Section III 
elaborates on modeling methods and the combination of MIR 
technology and education is the trend of teaching reform and 
development in vocational colleges. Teaching based on MIR 
technology is crucial for improving the quality of university 
teachers and changing professional teaching content. Section 
IV designed a questionnaire based on the random double-blind 
principle and surveyed student satisfaction to evaluate the 
effectiveness of multimedia information retrieval technology in 
English teaching and also delves into discussion. Section V 
summarizes the entire text. The research results indicate that 
students generally believe that traditional English teaching 
methods cannot meet the needs of modern talent cultivation. 
The above data indirectly indicates the gradual decline of 
traditional teaching methods and the necessity of integrating 
new technologies into English classroom teaching. 

II. RELATED WORKS 

Cheng and Liu [20] examined the use of multimedia 
technology to help educators remove the barriers that prevent 
them from achieving their educational goals and producing 
graduates who meet society's requirements. They concentrate 
on how multimedia networks can effectively help business 
English majors in higher education institutions expand their job 
experience and strengthen their practical English abilities, as 
well as computer skills, communication skills, and overall 
cooperation skills. Zhang [21] discussed the effects of 
translation curriculum reform and the introduction of 
multimedia information retrieval technology on translation 
teaching. Translation teachers demand MIR technology 
teaching methods in language translation teaching. Liu [22] 
proposed a clustering method for hybrid ELT resources based 
on information retrieval. First, he analyzes the structural 
features of hybrid ELT resources and constructs a 
multidimensional feature distribution constraint of hybrid ELT 
resources by using a segmented linear fusion retrieval method. 
Secondly, based on the results of beam domain calculation for 
retrieving hybrid English teaching resources, he constructs a 
distribution structure model of hybrid English teaching 
resources. He completes the retrieval of English teaching 
resources. Finally, the distance between samples and each 
cluster prime in the set of English hybrid teaching resources is 
the distance within clusters, and the clustering objective 
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function completes the clustering of English hybrid teaching 
resources. A literature review of pedagogical approaches to 
teaching information retrieval was conducted by Fernández et 
al. [23] Jiang and Sun [24] created a hierarchical retrieval 
model for English digital teaching information and an 
intelligent system structure for English digital teaching. 
Furthermore, they used a non-negative matrix factorization 
approach to judge the structural similarity of English teaching 
material and built a hierarchical retrieval model, which 
increased teaching efficiency even further. 

Through reviewing and analyzing existing literature, we 
found that although some achievements have been made in the 
research of blended English education resources, there are still 
some gaps and issues that need further exploration. Firstly, 
regarding the distribution structure of blended English 
education resources, existing research mainly focuses on the 
design and development of resources, while there is relatively 
little research on the distribution structure and models of 
resources. In addition, existing research lacks a comprehensive 
comparison and analysis of different types of educational 
resources, as well as in-depth research on the dynamic changes 
and influencing factors of the distribution structure of 
educational resources. Therefore, this study aims to fill this gap 
by conducting empirical research to explore the distribution 
structure model of blended English education resources, and 
analyzing its influencing factors and dynamic changes. 

III. MODELING METHODS  

A. MIR technology 

The research of multimedia information retrieval emerged 
at the end of the last century and has gradually become a new 
important research area in information technology. MIR aims 
to effectively describe, organize, and find users' required 
multimedia information. The research of MIR involves 
computer vision, signal processing, pattern recognition, and 
many other disciplines, which have important theoretical 
significance [25], [26]. At the same time, MIR technology is a 
study area that closely integrates theory and practice. The 
ultimate goal is to solve information inflation and make it 
easier and more accurate for individuals to access the required 
multimedia resources [27].  

Fig. 1 shows the general flow of a typical MIR system. 
Firstly, the system processes and analyzes the multimedia 
information in the database and builds the corresponding 
content representation and index. A canonical content query 
representation is generated when the user submits a retrieval 
requirement. Finally, the similarity is calculated according to 
the matching model, and the retrieval result set is returned [28], 
[29]. 

Image retrieval, audio retrieval, and video retrieval 
technologies are applied to English teaching in higher 
vocational colleges. The classification of MIR technology is 
shown in Fig. 2. The following describes the theories and 
related knowledge of the three technologies adopted in this 
paper. 

The foundation of content-based picture retrieval is 
automatic feature extraction. In a broad sense, image features 
comprise high-level semantic information and low-level visual 
elements. However, existing computer vision and image 
comprehension technology cannot automatically extract 
semantic characteristics from images. Because neither picture 
object extraction nor recognition technology has achieved an 
optimal state, the most often employed low-level visual 
features remain low-level. The color feature is less dependent 
on the image's size and direction and has good compactness 
[30], [31]. 

The color histogram is the most widely used among all the 
color features. The color histogram is the statistics of the color 
values of all pixels in an image, which is defined as follows: 

     
  

 
            (1) 

where, n is the number of pixels whose color value is i in 
the image, n is the total number of pixels, and K is the range of 
possible color values. The resulting color histogram is a k-
dimensional eigenvector. The spatial location of each color is 
unimportant to color histograms, which instead describe the 
proportion of various colors in the entire image. Therefore, 
they are especially suitable for describing the image content 
that does not need to consider the spatial location of specific 
objects. 

The user needs Media resources

Content query Content retrieval

Matching
 

Fig. 1. Flow chart of multimedia information retrieval. 
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Fig. 2. Classification of MIR techniques. 

In many applications, the color image is transformed from 
RGB space to HSI space for retrieval [32]. The conversion 
formula from RGB to HSI is: 
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where, r, g, and b respectively represent the picture's pixel 
values of red, green, and blue. 

Another very simple and effective color feature is the color 
moment. Unlike histograms, color moments can express certain 
color distribution information [33]. Let     be the i-th color 

component of the j-th pixel in the image, then the calculation 
on this color component is as follows: 
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Audio retrieval is a relatively new research field. Speech 
recognition is recognizing basic elements such as words and 
phrases in speech signals and then analyzing these language 
symbols to extract their implicit semantics. Audio retrieval is 
the processing, analyzing, and comprehending all audio 
signals, including speech and non-speech signals, to achieve 
the content retrieval required by users. Speech recognition 
technology can be applied to audio retrieval to meet speech-
related retrieval needs [34]. 

Volume is the most widely used and easily calculated 
frame feature. The volume feature can be directly used for 
mute detection and audio segmentation. Volume is defined as 
follows: 

  √
 

 
∑   

    
      (8) 

where, N is the total number of sampling points in the 
frame and    is the value of each sampling point. 

In general, voiceless signals have low energy and a high 
zero crossing rate. Therefore, by integrating zero-crossing rate 
and volume features, a part of voiceless speech can be 
prevented with low energy from being wrongly classified as 
silent, which is defined as follows: 

  
 

 
∑                      

   
    (9) 

For the signal sequence      obtained after sampling, 
people always want to use a model to simulate its generation. If 
the audio sequence      is approximated by a linear model with 
finite parameters, these parameters can become important 
features to describe the sequence, called linear predictive 
coefficients. Under this linear prediction model, the prediction 
of the next sample can represent the weighted sum of the 
previous samples: 

 ̂  ∑       
 
      (10) 

where,      is the linear prediction coefficient. In practice, it 
mainly establishes an optimal prediction model for the in-
frame sampling sequence. Generally, the method of least mean 
square error is adopted. The in-frame prediction error is: 

  ∑     ∑   
 
        

 
  (11) 

The prediction error is set as the minimum value, and P 
parameters      of the best prediction model are obtained, 
which are used as the linear prediction coefficient features of 
the current frame. 

Video contains a large amount of information and rich 
connotation, including not only all the information of the still 
image but also the information of the target's movement in the 
scene and the information of the objective world changing with 
time. With the development of computer hardware and video 
processing software, video information has expanded rapidly. 
In the face of rapidly expanding video data, locating the 
necessary information becomes an urgent problem. To solve 
this problem, content-based video retrieval has been developed 
since the 1990s [35]. The core is to process and analyze video 
content to effectively obtain its content and make it easy to 
search and interact with data. 

To obtain the global motion information, estimating the 
camera motion in the video is necessary. A video sequence is 
composed of a series of time-related image frames, and the 
difference between these image frames corresponds to the 
motion information in the video. Extracting global motion 
information is basically to find and determine the spatial 
position of each point in the background on different frames. 
Let      be a set of parameters of global motion, (x, y) be a 
point on the current frame, and (u, v) be its corresponding point 
on the next frame; then the general global model can be 
expressed as follows: 

{
                 
                 

  (12) 
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Images, video, and audio are the main components of 
multimedia information. Considering the richness of 
information in the various multimedia media, information is 
missing if only a single medium is used. Therefore, this paper 
integrates multiple MIR technology modules into higher 
vocational college English teaching. 

B. Application of MIR technology in higher vocational 

English 

With the development of information technology, more and 
more college teachers are incorporating Internet resources into 
their daily teaching. The rich and colorful online information 
brings infinite resources to teaching and provides great 
teaching convenience. Resources such as pictures, audio, and 
videos related to the course can be used as materials for 
teaching. Teachers can make full use of Internet teaching tools. 
Such classes have the potential to increase teaching efficiency 
and quality significantly. As a result, it is critical for teachers to 
understand the fundamentals of MIR technology and to be able 
to access relevant information on the Internet swiftly. The 
combination of MIR technology and education is a trend in 
teaching reform and development in higher vocational 
institutions. Teaching based on MIR technology is critical for 
increasing the quality of college teachers and altering 
professional teaching content. 

MIR is an effective way to cultivate students' autonomous 
learning in the English teaching of HVCs. Teachers can use 
pictures, audio, and video retrieval in MIR technology to 
promote knowledge updating, improve self-learning ability, 
and cultivate students' innovative spirit. Therefore, MIR 
effectively solves information overload, self-learning, and 
knowledge update problems. In practical teaching, teachers' 
goal design often generally describes the goal, lacking 
standards and levels. It only focuses on the knowledge and 
ability goals, ignoring students' ideological basis. Therefore, 
when MIR technology is used to assist English teaching, it is 
better to focus on the target design to conform to the content of 
pictures, audio, and video retrieval. The picture, audio, and 

video retrieval content should be integrated into the teaching 
objectives in the course content and teaching method. At the 
same time, image retrieval, audio, and video retrieval 
technology should be selected around the five aspects of skills, 
knowledge, emotion, strategy, and cultural awareness. Fig. 3 
shows the curriculum content structure and teaching methods 
teachers formulate. 

As the beacon guiding the implementation of teaching, the 
method of MIR should be formulated based on the pupils' 
actual condition. At the same time, when students use 
multimedia information retrieval, teachers should examine and 
reflect on the appropriateness of pictures, audio, and video 
retrieval through teaching feedback and teaching practice 
results. Teachers should combine teaching materials, 
curriculum standards, and teaching objects in English. At the 
same time, English teachers should take the curriculum 
standard as the key link, understand the essence of the 
textbook, and organize the textbook systematically. English 
teachers who work with the teaching materials can suitably 
modify and arrange the instructional material to satisfy various 
educational objectives and needs. Many English teachers in 
actual classroom settings are unaware of each student's unique 
characteristics. The polarization of pupils is caused by the fact 
that teaching objectives are frequently appropriate for some 
students but not all. Every student is unique, and English 
teachers should be aware of this. They should also understand 
the students' current circumstances and knowledge bases. At 
the same time, due to the student's actual level, English 
teachers retrieve appropriate pictures, audio, and video 
information and formulate unit teaching objectives to meet the 
needs of all students. Secondly, English teachers should pay 
attention to improving the effectiveness of English classroom 
teaching in vocational education, which requires clear 
objectives for classroom teaching activities. Therefore, it is 
possible to get the logical relationship that should be 
considered when setting curriculum standards, teaching 
objects, and textbooks, as shown in Fig. 4. 

 

Fig. 3. Course content and teaching method structure. 
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Fig. 4. Teachers set curriculum standards, teaching objects, and the logical 

relationship between teaching materials. 

IV. DISCUSSION AND ANALYSIS OF RESULTS 

This experiment designed a questionnaire based on the 
principle of random double-blind and investigated students' 
satisfaction to evaluate the effectiveness of multimedia 
information retrieval technology in English teaching [36], [37]. 
In the questionnaire survey, the setting of the satisfaction 
question is shown in Fig. 5. The satisfaction settings are 
divided into five options, which represent "very dissatisfied," 
"dissatisfied," "unsure," "satisfied" and "very satisfied." 

To ensure the professionalism and fairness of the survey 
objects, the data of this experiment were collected from 
teachers with rich experience in MIR technology and English 
teaching in HVCs as the questionnaire objects. Considering the 
differences in the teaching experience of different teachers, 50 
students were asked to rate the classroom effect of the two 
teachers, respectively, and 100 student questionnaires were 
collected at the end. Fig. 6 shows the teaching satisfaction 

evaluation of integrating MIR technology and English 
teaching. It can be seen that 80% are very satisfied, 10% are 
satisfied, 5% are uncertain, 5% are dissatisfied, and the number 
of very dissatisfied is 0. The results show that students agree 
with the teaching model of integrating MIR technology with 
English teaching, and students generally believe that English 
teaching under the new model will achieve better results. 
Classroom instruction combined with MIR provides students 
with many learning opportunities. Multimedia modes of 
expression also boost students' interest in learning by making 
the educational content more vivid and fascinating. Multimedia 
has a significant advantage in presenting real educational 
content while breaking down crucial and challenging themes. 

 

Fig. 5. Specific questions of the questionnaire. 

 

Fig. 6. Teaching satisfaction evaluation of the integration of MIR technology and English teaching. 

Questionnaire

The design and arrangement of teaching 
links are clear and clear

The lecture content is rich and colorful

Accurately grasp the direction, mobilize 
students' interest in learning

Encourage students to give full play to their 
subjectivity

Pay attention to the guidance of learning 
methods and cultivate students' innovative 

ability
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Similarly, teachers with rich experience in traditional 
English teaching in HVCs are collected as subjects to 
participate in the study. Considering the differences in the 
teaching experience of different teachers, 50 students were 
asked to rate the classroom effects of the two teachers, 
respectively, and 100 student questionnaires were collected in 
the end. Fig. 7 shows the teaching satisfaction evaluation of the 
traditional English teaching model. It can be seen that 10% are 
very satisfied, 20% are satisfied, 5% are unsure, 50% are 
dissatisfied, and 15% are very dissatisfied. The data results 
show that students have low recognition of the traditional 
English teaching model, and students generally believe that the 
traditional English teaching model cannot meet the needs of 
modern talent training. The above data indirectly indicate the 
gradual decline of traditional teaching methods and the 

necessity of integrating new technologies into English 
classroom teaching. 

To ensure the credibility of the experimental results, the 
overall evaluation scores of the classroom effects for five 
students are randomly selected from the questionnaire. 
Furthermore, Fig. 8 compares the evaluation scores of English 
teachings driven by MIR technology and traditional teaching. 
The experimental results show that the evaluation scores of 
English teachings driven by multimedia technology are 
generally higher and more popular with students. Traditional 
English teaching generally has low scores and is unpopular 
with students. To sum up, English teaching classrooms driven 
by MIR technology are more popular among students than 
traditional English classrooms, which is the future trend of 
higher vocational teaching. 

 

Fig. 7. Traditional English teaching mode of teaching satisfaction evaluation. 

 

Fig. 8. Comparison of evaluation scores between multimedia-driven and traditional teaching models. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 1, 2024 

1047 | P a g e  

www.ijacsa.thesai.org 

MIR technology has substantially enlarged the time and 
space restrictions of education and educational content 
resources. It has unprecedentedly expanded educational 
methods and means, altered traditional teaching modes, and 
ultimately led to a major reform of educational philosophy, 
educational concept theory, and even the entire educational 
system. As a result, it is vital to face the challenges of modern 
educational technology with courage, seize good development 
prospects, and improve MIR technology in higher vocational 
English teaching. 

V. CONCLUSIONS 

Mastering MIR is a shortcut to accessing and utilizing new 
knowledge. By mastering MIR technology and obtaining 
information, English teachers in higher vocational colleges can 
make further effective use of information, accelerating 
teachers' improvement of the quality of teaching. In this paper, 
the image retrieval technology, audio retrieval technology, and 
video retrieval technology of MIR technology are applied to 
English teaching in HVCs, and the teaching objectives of units 
are formulated to meet the needs of all students. To test the 
effectiveness of MIR technology in higher vocational English 
teaching, a questionnaire is designed based on random double-
blindness to investigate student satisfaction and evaluate the 
effectiveness of MIR technology in higher vocational English 
teaching. The experimental results show that 80% of the 
students agree with the performance of MIR technology in 
English teaching. 65% of the students are unsatisfied with the 
traditional English teaching model. Therefore, MIR technology 
can produce a new learning method to make learning more 
convenient and life-enhancing. 
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Abstract—Accurately assessing and predicting student 

performance is critical in today’s educational environment. 

Schools are dependent on evaluating students’ skills, forecasting 

their grades, and providing customized instruction to improve 

their academic performance. Early intervention is essential for 

pinpointing areas in need of development. By predicting 

students’ futures in particular subjects, data mining, a potent 

technique for revealing hidden patterns within large datasets, 

helps lower failure rates. These methods are combined in the 

field of educational data mining, which focuses on the analysis of 

data from educators and students with the aim of raising 

academic achievement. In this study, the Naive Bayes 

classification (NBC) model is given the main responsibility for 

predicting student performance. However, two cutting-edge 

optimization strategies, Alibaba and the Forty Thieves (AFT) 

and Leader Harris Hawk’s optimization (LHHO), have been 

used to improve the model’s accuracy. The study’s findings show 

that the NBC+AFT model performs more accurately than the 

other models. Accuracy, Precision, Recall, and F1-Score all 

display impressive performance metrics for a superior model, 

with values of 0.891, 0.9, 0.89, and 0.89, respectively. These 

metrics outperform those of competing models, highlighting how 

successful this strategy is. Because of the NBC+AFT model’s 

strong performance, educational institutions are getting closer to 

a time when they will be able to predict students’ success more 

precisely and help them along the way, making everyone’s 

academic journey more promising and brighter. 

Keywords—Student performance; machine learning; 

classification; Naive Bayes Classification; Alibaba and the forty 

thieves; Leader Harris Hawk’s Optimization 

I. INTRODUCTION 

Educational data mining is a powerful approach that 
utilizes data mining techniques to analyze vast amounts of data 
stored by educational institutions. These data repositories 
contain a wealth of information, encompassing personal and 
academic details of students and faculty, syllabi, question 
papers, circulars, and more. Various educational institutions, 
both universities and independent organizations, have adopted 
educational data mining strategies to enhance the academic 
experiences of their students and faculty [1], [2], [3]. These 
strategies are seamlessly integrated into their systems to align 
with their extensive databases. A few examples of educational 
data mining applications include: 

1) Student performance prediction: One of the most 

critical aspects for educational institutions is assessing student 

performance. Previous academic records can serve as a basis 

for predicting student success. This analysis can unveil the 

relationships between students’ abilities and interests and their 

academic achievements, enabling teachers to offer tailored 

support to those who need it the most. 

2) Teacher evaluation: The effectiveness of teachers is 

often measured by their students’ performance, feedback, and 

other relevant factors. Analyzing these data helps institutions 

enhance the quality of instruction and support their teaching 

staff better. 

3) Question paper analysis: Evaluation of question papers 

can determine their level of difficulty, aiding institutions in 

standardizing scores across multiple sessions of examinations. 

Predicting student performance is a complex challenge, 
akin to having a master key that opens doors to addressing 
underperformance by foreseeing a student’s academic 
trajectory. This predictive ability empowers educators and 
decision-makers to intervene promptly and provide the 
necessary support to ensure every student’s academic success 
[4]. Moreover, it extends beyond the classroom, offering 
insights into a student’s final exam results by considering 
various variables, including quiz scores, homework 
completion, and project achievements. These holistic 
assessments provide a comprehensive picture of a student’s 
academic proficiency [5], [6]. 

In the realm of education, machine learning algorithms 
have demonstrated remarkable versatility in tackling various 
challenges, such as classification, web mining, clustering, 
association rules, and deep learning. Researchers continuously 
explore advanced algorithms, such as clustering and 
classification, to develop highly accurate educational models 
due to the complexity of educational data. These models hold 
the potential to enhance the overall educational experience of 
students significantly. 

The application of machine learning algorithms in 
education has yielded positive outcomes across various 
domains, including classification problems, clustering, 
association rules, web mining, and deep learning [7], [8], [9]. 
Researchers in the field are actively exploring advanced 
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algorithms like clustering and classification to build more 
precise educational models [10], [11], [12]. Notable examples 
include using machine learning techniques to correlate 
predictor factors with e-learning system usability, predicting 
students’ grades, forecasting PISA test scores, and predicting 
adult learners’ decisions to continue ESOL courses. While 
many prediction techniques, including regression, density 
estimation, and classification, are well-established, modern 
data science emphasizes trust and a comprehensive 
understanding of prediction models. Post-hoc interpretability 
approaches, like Local Interpretable Model-agnostic 
Explanations (LIME), are gaining popularity as they provide 
explanations for predictions made by trained black-box 
models, ensuring stakeholders can comprehend and rely on the 
insights from complex models. 

In today’s educational landscape, the development of 
robust machine-learning tools to assist educators in making 
well-informed decisions is not a luxury but a necessity. These 
tools reduce the risk of student failure, ultimately leading to 
improved educational outcomes. The primary objective of 
projects in this domain is to create dependable models for 
predicting student grades [13], [14]. Datasets encompassing a 
wide range of student performance-related factors, including 
personal information, educational background, and personal 
details, provide a comprehensive understanding of each 
student’s situation [15], [16], [17]. By harnessing the power of 
machine learning, data mining, and predictive analytics, 
education is evolving. These technologies equip decision-
makers with the tools and insights they need to identify and 
support underperforming students, resulting in enhanced 
educational outcomes for both students and institutions [18], 
[19]. 

Thammasiri et al. [20] developed a model for predicting 
low academic performance among freshmen. The combination 
of support vector machines with SMOTE yielded the greatest 
accuracy of 90.24%, solving class imbalance concerns. Ajay et 
al. [21] explored how the "CAT" social component predicts 
student achievement among Indians. They used four classifiers 
and discovered that the IB1 model had the best accuracy, at 
82%. This characteristic defined people based on their social 
position, which had a direct influence on their educational 
performance. Edin Osmanbegovic et al. [22] developed a 
model that may predict student academic progress while 
addressing data dimensionality concerns. Although Naïve 
Bayes had the best accuracy (76.65%), it did not adequately 
solve the class imbalance issue. Dorina et al. [23] created a 
predicted model for student achievement utilizing a variety of 
categorization methods. While the MLP model was the most 
accurate at identifying successful students, it struggled to 
handle high-dimensional data and class imbalances. Carlos 
employed machine learning to develop a student failure 
prediction model, which achieved 92.7% accuracy using the 
ICRM classifier. However, due to differences in student 
characteristics, their study did not include testing at various 
educational levels. 

This study is dedicated to the critical task of predicting 
student performance in G3 through an innovative machine-
learning approach. The primary objective of this research is to 
optimize the performance of the Naive Bayes classification 

(NBC), a task made challenging by the acquisition of 
experimental data. The heart of this project lies in meticulous 
parameter optimization, which is key to enhancing the NBC 
model’s effectiveness. To address this optimization challenge, 
employ a synergistic combination of two powerful algorithms: 
Alibaba and the Forty Thieves (AFT) and Leader Harris 
Hawk’s optimization (LHHO). This harmonious integration of 
algorithms creates a cascade effect, resulting in a highly 
advantageous approach within the field of infrastructure, 
thereby elevating the intricacies involved in predicting student 
performance. By utilizing this novel approach, the aim extends 
beyond merely predicting student performance accurately. 
Seeks to enhance the overall effectiveness of the NBC model. 
Through meticulous parameter optimization and the utilization 
of cutting-edge algorithms, this research endeavours to provide 
valuable insights and solutions to the challenges faced in the 
education sector. This approach has the potential to 
revolutionize the way student performance is understood and 
supported on their academic journeys. Presents a promising 
avenue for improving the accuracy of student performance 
predictions and ultimately enhancing the quality of educational 
support. By taking these actions, it is aimed to make a positive 
impact on the academic prospects of all students, fostering a 
brighter and more promising educational future. Additionally, 
it strives to equip educators and decision-makers with the 
necessary resources to intervene effectively and guarantee the 
success of each student. To address the missing research 
summary or structure for the rest of the paper at the end of the 
'Introduction' section, consider adding a brief paragraph that 
outlines the key components or sections to be covered in the 
upcoming sections of the paper. 

In the following sections, a comprehensive analysis of the 
proposed hybrid method will delve into student performance 
prediction. Section I will present the experimental 
methodology, including the student performance data used for 
testing. In addition, Section II will provide an in-depth 
overview of the theoretical foundations, detailing the NBC 
coupled with AFT and LHHO. Results and comparisons with 
benchmark methods will be discussed in Section III, and 
Section IV will conclude with insights and implications drawn 
from the findings. 

II. MATERIALS AND METHODOLOGY 

A. Data Gathering 

This section explores the application of a Naive Bayes 
classification (NBC) machine learning model to predict student 
performance based on various predictor variables. The table 
presents correlation coefficients that reveal the strength and 
direction of relationships between each predictor variable and 
the crucial student performance variable, G3, representing 
students’ final grades. These correlation coefficients serve as 
valuable tools for understanding the multifaceted factors 
influencing student performance in an educational context. 
These three characteristics were chosen as model outputs 
(dependent variables), along with the number of absences from 
school. They were then split into four categories based on their 
grades: 0–12 = poor; 12–14 = acceptable; 14–16 = good; and 
16–20 = excellent. Fig. 1 shows that students’ ages exhibit a 
negative correlation with G3, indicating that older students 
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tends to attain lower final grades. This can be attributed to 
increased responsibilities and distractions accompanying age. 
Parental education levels of both mothers (Medu and Fedu) and 
fathers (Fedu) show positive correlations with student 
performance, suggesting that students with parents boasting 
higher education levels tend to achieve superior grades. Family 
support (famsup) and school support (schoolsup) do not reveal 
a significant correlation with G3, while schoolsup (school 
support) presents a slightly negative correlation of -0.082. 
Aspirations for higher education (higher) have a robust positive 
correlation of 0.182, highlighting the importance of nurturing 
academic ambitions among students. Internet access (0.098) is 
positively correlated with student performance, emphasizing 
the role of technology and online resources in augmenting 
learning and research opportunities. Study time (0.098) is 
positively correlated with G3, indicating that students who 
dedicate more time to studying are more likely to secure 
superior final grades. Previous failures (-0.360) display a 
pronounced negative correlation with G3, illustrating that 
students with fewer past failures perform substantially better, 
emphasizing the urgency of addressing academic setbacks 
promptly. These correlation coefficients provide educators, 
policymakers, and parents with valuable insights into the 
multifaceted factors influencing student performance, enabling 
them to tailor interventions and strategies to support students in 
achieving enhanced academic outcomes [24], [25]. The 

potential of machine learning models, specifically NBC, in 
identifying these pivotal relationships and guiding evidence-
based decision-making within the education sector is 
highlighted. 

B. Naive Bayes classification (NBC) 

The Naive Bayes classification      , a probabilistic type, 
employs Bayes’ theorem and assumes robust feature 
independence. Its key strength lies in its straightforward 
design, obviating the need for intricate iterative parameter 
estimation techniques. Additionally, it has been noted by Das 
et al. [26] that the NB classifier is resilient to noise and 
irrelevant attributes. The    classifier is based on the 
following equation: 

         
   {                       }

     ∐  
  

  

 

  

   

 (1) 

where,      is the prior probability of   ,   
  

  
 is the 

posterior probability, and it can be calculated by: 

 (
  

  

)  
 

√   
 

        

    (2) 

where,   is the mean and   is the standard deviation of 
  .The flowchart of the NBC is shown in the Fig. 2. 

 
Fig. 1. Correlation matrix for the input and output variables. 
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Fig. 2. The flowchart of the NBC.

C. Alibaba and the Forty Thieves (AFT) 

The present study provides an explanation of the 
mathematical structure underlying the fundamental AFT 
algorithm, which is extensively detailed. Three separate states 
that are included in the framework can be looked at and 
defined as follows: 

State one: Based on data gathered from a source, the 
thieves’ chase after Ali Baba can be simulated using Eq. (3), 
which shows their relative positions [27], [28]. 

  
           [         

    
    

    (  
 

      
 )  ]        

                         

(3) 

  
    denotes the position of the      thief at the next time 

step      . 

     
  represents the level of Marjaneh’s wit used to 

disguise thief  , at time  . 

     
  represents the best position achieved by thief   up to 

the current time step ( ). 

       refers to the best global position achieved by any 
thief up to the current time step    . 

  ,   ,     ,  , and   are randomly generated values that 
fall within the range of      . 

      indicates either a value of   or  . 

  
  depicts the position of Ali Baba concerning thief  , at 

time  . 

  is defined by using Eq. (6). 

              take on a value of either -1 or 1. 

    represents the tracking distance of the thieves, which is 
defined by Eq. (4). 

    represents the potential perceptual ability of the thieves 

to detect Ali Baba, as defined in Eq. (5). 

       
    

 
 
  
 

 (4) 

          serves as an initial estimate for the tracking 
distance. 

          is employed to regulate the balance between 
exploitation and exploration. 

  and    respectively, refer to the current and maximum 
iteration values. 
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    (5) 

          represents the final estimate of the probability 
that the thieves will succeed in achieving their goal following 
the search. 

           stands for a constant that controls the ratio of 
exploration to exploitation. 

                    (6) 

The result of creating a sequence of random numbers 
between   and   is   and  ,  . 

     
  {

  
             

          
  

     
                

          
  

 (7) 

     represents the score or value of the fitness function. 

State two: When the thieves realize they have been tricked, 
they might start venturing into unknown and unexpected areas. 

  
       [(     )    ]              (8) 

The boundaries of the search space for dimension j are 
represented by   (the upper bound) and    (the lower bound). 

r is a random variable created within the range of [0, 1]. 

State three: The thieves may investigate additional search 
positions outside of those obtained by applying equations in 
order to enhance the AFT algorithm’s exploration and 
exploitation components. The following scenario can be 
mathematically expressed as Eq. (9): 

  
           [         

    
    

    (  
       

 )  ]        

      

(9) 

Algorithm 1 provides an exact and succinct presentation of 
the iterative pseudo-code steps of the basic AFT algorithm. 

Algorithm 1: AFT algorithm 

Define and begin the control parameters. 

Begin and evaluate the initial, best, and global positions of 
all thieves 

Begin Marjane’s wit level concerning all thieves  

Set     

While       do 

Update the parameter     using Eq. (5). 

for each thief, do 

if         then 

if         then 

Update the thieves’ position using Eq. (4). 

else 

Update the thieves’ position using Eq. (8). 

end if 

else 

Update the thieves’ position using Eq. (9). 

end if 

end for 

Update the new, best, and global positions of all thieves 

Update Marjane’s wit plans using Eq. (7). 

       

end while 

Return the best global solution 

D. Leader Harris Hawk’s Optimization (LHHO) 

The algorithm known as LHHO was developed using the 
exploratory behavior of the Harris hawk as a model. Owing to 
its equal chance   perching strategy, the original Harris Hawks 
Optimisation (HHO) algorithm has a finite exploration 
capacity. If   is greater than or equal to 0.5, then hawks will 
randomly choose a tall tree to perch on; if   is less than 0.5, 
then they will base their perching decisions on the locations of 
other family members [29]. This is in accordance with the 
𝐻𝐻𝑂 algorithm. However, this limitation can be overcome by 
assigning a perch probability to each hawk [30]. 

During the exploration phase  | |       a concept called 

adaptive perch probability     
   can be introduced for the     

hawk. This probability value is determined by the fitness value 
of the current hawk with a position vector    denoted as      , 
as well as the fitness values of the best-performing hawk with 
the position vector      , denoted as         , and the worst-

performing hawk with the position vector       , denoted as 
         . By taking these factors into account, the adaptive 

perch probability     
    can be formulated as: 

   
  

|              |

|                  |
                 (10) 

Then, the exploration phase can be modeled as: 

       

 {
            |                  |           

 

(              )    (            )          
 

 

(11

) 

The model incorporates      , which reflects the 
population’s average position vector during the exploration 
phase of N hawks. In contrast, during the exploitation phase 
 | |      , four offensive techniques that are similar to those 
used in HHO are employed by the model. 

 Soft besiege              | |          

                  |               | (12) 

Where J is the jump strength as of           

 Hard besiege              | |          

                  |              | (13) 

 Soft besiege with progressive rapid dives     
         | |          

        {
                        

                        
 (14) 
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The Yi and Zi can be calculated using Eq.             

 |               | and Eq.              , 

respectively. 

 Hard besiege with progressive rapid dives     
         | |          

        {
                        

                        
 (15) 

The equations used to calculate    and    are as follows: 
             , respectively. It can be observed that the 
escape energy | | remains below 1 after 50% of the maximum 
iterations, indicating that the HHO algorithm only exploits 
solutions after this point. This restricted investigation increases 
the likelihood of discovering less-than-optimal solutions and 
becoming stuck in a local minimum. To help explore the end, a 
leader-based mutation-selection method is proposed as an 
addition to the HHO algorithm. 

Here, to put the leader-based mutation-selection strategy 
into practice, first determine the position vectors of the best, 

second-best, and third-best hawks, denoted as      
 ,        

 , 

and         
 , respectively. These position vectors are 

determined based on the fitness function value of the new 
position vector        among the   individual hawks. The 
study can then define the new mutation position vector for the 
     hawk, denoted as        , as follows: 

                  (  
 

    

)

           (       
 

          
         

  )

           (     
         ) 

(16) 

where a rand is a random number in the range      . Then, 
the position vector for the next generation        , can be 
obtained by the selection process described in Eq. (17). 
Similarly, the       is updated using Eq. (17). The flowchart 

of the LHHO is shown in Fig. 3.  

        {
             (       )   (       )

            (       )   (       )
   (17) 

      {
             (       )   (     )

            (       )   (     )
        (18) 

E. Performance Evaluation Methods 

Numerous evaluation criteria are used to assess the 
classifiers’ performance. The most popular criterion for 
assessing classification accuracy is PESTEL, which gauges a 
classifier’s efficacy by looking at the proportion of correctly 
predicted samples, as shown in the equation below. Two 
additional popular evaluation indices are precision and recall. 
The ratio of values with a positive class to those that are 
expected to be positive is known as recall. Conversely, 
precision, which can be defined as the following equations, is 
the likelihood that a positive prediction will come true. The f1-
score, which is defined as follows, is a new value that can be 
produced by combining Precision and Recall. 

Equations contain Equation Assessment 
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III. RESULTS AND DISCUSSION 

The outcomes of the models that were given are shown in 
Table I. Each model was assessed using a variety of index 
values, such as accuracy, precision, recall, and F1-score. The 
first model, NBC+AFT, demonstrated its ability to predict 
student performance with an accuracy of 0.891 accurately. 
Additionally, it showed a high degree of precision (0.9), 
indicating that it could correctly predict positive outcomes. The 
model demonstrated an F1-score of 0.89, signifying a balance 
between precision and recall, and a recall of 0.89, indicating its 
efficacy in identifying pertinent instances. 

In comparison to the NBC+AFT model, the second model, 
NBC+LHH, performed marginally worse in terms of accuracy 

(0.881), precision (0.88), recall (0.88), and F1-score (0.88), but 
it was still very capable of making predictions. The accuracy of 
the third model, NBC, was 0.873, indicating that it was capable 
of producing accurate predictions. Additionally, it displayed 
F1-score, precision, and recall values of 0.87, demonstrating a 
balanced performance in terms of true positive predictions and 
the model’s capacity to find pertinent instances. Overall, these 
models’ results show how well optimization methods like AFT 
and LHHO can be used to improve efficiency. The NBC+AFT 
model slightly outperformed the others, demonstrating its 
potential for accurate student performance prediction, even 
though all models achieved high accuracy and showed a trade-
off between precision and recall. 
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Fig. 3. Flowchart of LHHA.

The performance evaluation indices for the developed 
models NBC+AFT, NBC+LHH, and NBC are shown in this 
table. To give a complete picture of how well the models 
predict student performance, they are evaluated across a range 
of performance grades, from Excellent to Poor. 

TABLE I.  RESULT OF PRESENTED MODELS 

Model 
Index values 

Accuracy Precision Recall F1 _score 

NBC+AFT 0.891% 0.9% 0.89% 0.89% 

NBC+LHH 0.881% 0.88% 0.88% 0.88% 

NBC 0.873% 0.87% 0.87% 0.87% 

NBC+AFT: 

 Poor: With a precision of 0.93, the model’s ability to 
predict poor grades is impressive and suggests a strong 
identification of students who perform poorly. 
Additionally, it has a high recall of 0.97, indicating that 
it is capable of identifying most underperformers. The 
F1-score in this category is 0.95, which indicates a very 
balanced performance. 

 Acceptable: Within the Acceptable grade, the 
NBC+AFT model showcases a precision of 0.84, 
signifying its capability to identify students with 
acceptable performance correctly. However, the recall 
is 0.74, indicating that it might miss some of these 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 1, 2024 

1056 | P a g e  

www.ijacsa.thesai.org 

students. The F1-score is 0.79, reflecting a reasonable 
balance between precision and recall. 

 Good: The model consistently maintains a precision of 
0.75 in the good grade category, demonstrating its 
dependability in identifying students who are 
performing well. Additionally, its recall score is 0.92, 
indicating that it can identify the majority of high 
performers. The F1-score of 0.83 indicates that recall 
and precision are in a healthy balance. 

 Excellent: The NBC+AFT model exhibits high 
precision (1) for the Excellent grade, indicating a strong 
ability to recognize students who perform excellently. 
With a recall of 0.62, the model appears to account for 
62% of students who perform exceptionally well. With 
an F1-score of 0.77, recall and precision are fairly 
balanced. 

NBC+LHH and NBC: 

 In all grade categories, the NBC+LHH model performs 
similarly, with F1-scores, precision, and recall matching 
those of the NBC+AFT model. Precision and recall for 
the NBC model are marginally different from those of 
the NBC+AFT and NBC+LHH models. It continues to 
perform well, nevertheless, in recognizing students in 
various grade levels. 

These assessment indices offer insightful information about 
how well the developed models performed, highlighting how 
well they predicted student performance across a range of 
grade levels. The decision between NBC+AFT, NBC+LHH, 
and NBC may be influenced by particular educational 
environments as well as the intended harmony between recall 
and precision for various grade levels. 

The line symbol plot shown in Fig. 4, as illustrated in the 
Table II, presents a visual representation of the measured data 

compared to the predictions generated by three distinct models: 
NBC+AFT, NBC+LHHO, and NBC. The measured values 
represent the actual number of students falling into each 
performance category, while the model predictions indicate the 
estimated numbers for each category. 

1) Poor performance: 

 NBC+AFT (226): The NBC+AFT model predicts that 
226 students will perform poorly. 

 NBC+LHHO (226): The NBC+LHHO model, closely 
aligned with NBC+AFT, also estimates 226 students to 
have poor performance. 

 NBC (222): The standard NBC model predicts 222 
students to fall into this category. 

2) Acceptable performance: 

 NBC+AFT (46): The NBC+AFT model predicts that 46 
students will perform at an acceptable level. 

 NBC+LHHO (45): The NBC+LHHO model estimates 
45 students to have acceptable performance. 

 NBC (45): The standard NBC model concurs with 
NBC+LHHO, also predicting 45 students in this 
category. 

3) Good performance: 

 NBC+AFT (55): The NBC+AFT model predicts that 55 
students will achieve a good performance level. 

 NBC+LHHO (51): The NBC+LHHO model estimates 
51 students to fall into this category. 

 NBC (49): The standard NBC model predicts 49 
students in this group. 

TABLE II.  EVALUATION INDEXES OF THE DEVELOPED MODELS’ PERFORMANCE BASED ON GRADES 

Model Grade 
Index values 

Precision Recall F1-score 

NBC+AFT 

Excellent 1 0.62 0.77 

Good 0.75 0.92 0.83 

Acceptable 0.84 0.74 0.79 

Poor 0.93 0.97 0.95 

NBC+LHH 

Excellent 0.93 0.65 0.76 

Good 0.73 0.85 0.78 

Acceptable 0.83 0.73 0.78 

Poor 0.93 0.97 0.95 

NBC 

Excellent 0.85 0.72 0.78 

Good 0.74 0.82 0.78 

Acceptable 0.78 0.73 0.75 

Poor 0.94 0.95 0.94 
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Fig. 4. Line-symbol plot for the classification accuracy of Meta-models.

4) Excellent performance: 

 NBC+AFT (25): The NBC+AFT model predicts that 25 
students will attain an excellent level of performance. 

 NBC+LHHO (26): The NBC+LHHO model closely 
aligns with NBC+AFT, estimating 26 students to 
achieve excellence. 

 NBC (29): The standard NBC model forecasts that 29 
students will reach an excellent performance level. 

These line symbol plot values illustrate how well the 
models align with the actual measured data for different 
performance categories. The variations in the predictions of 
each model offer insights into their individual capabilities and 
accuracy in identifying student performance levels. In this 
context, NBC+AFT, NBC+LHHO, and NBC exhibit 
similarities and differences in their predictions, highlighting the 

strengths and limitations of each approach in assessing student 
performance. 

Three confusion matrices that show how the NBC, 
NBC+AFT, and NBC+LHHO models relate to the observed 
and predicted classes are shown in Fig. 5. The observed classes 
are plotted on the horizontal axis, and the predicted classes are 
plotted on the vertical axis. Interestingly, these matrices’ 
diagonal cells—which match the precise predictions—have 
higher values than their off-diagonal cells. 

 NBC+AFT: Specifically, the NBC+AFT hybrid model 
shows an impressive capacity to predict most 
observation classes accurately. To provide more 
context, let’s look at the NBC+AFT plot. Out of the 40 
students in the excellent class, the NBC+AFT hybrid 
model correctly predicts 25 of them to be in the same 
excellent category. The remaining three students are 
incorrectly assigned to the poor class, 1 to the 
acceptable class, and 11 to the good class. 
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 NBC+LHHO: In the NBC+LHHO storyline, the 
impoverished class comprises 233 pupils. In this bad 
class, the NBC+LHHO hybrid model predicts 226 
students with skill; only four students are incorrectly 
placed in the acceptable class, and only three students 
are incorrectly placed in the good class. 

 NBC: On the other hand, the NBC story revolves 
around 60 pupils in the superior class. Of these, 49 are 
correctly predicted by the NBC hybrid model to be in 
the good category; one student is mistakenly placed in 
the poor class, five in the acceptable class, and five in 
the excellent class. 

These results underscore the efficacy of the NBC+AFT 
hybrid model in accurately predicting student performance 

classes, with notably fewer misclassifications compared to the 
other models. 

The convergence curve of hybrid models with 200 
iterations is shown in Fig. 6. The accuracy parameter is 
represented by the vertical axis in this visualization, and the 
horizontal axis corresponds to the number of iterations. This 
graph’s analysis reveals that the NBC+LHHO hybrid model, 
which records an accuracy of 0.76 and reaches its ideal 
iteration at number 126, is the model with the lowest accuracy. 
As an illustration of this, the green NBC+AFT hybrid model 
achieves the highest accuracy value of all the models, 0.79.9. 
This model performs better than the others in terms of 
accuracy, reaching its optimal iteration point at 128. 

   
Fig. 5. Confusion matrix for each model’s accuracy. 

 
Fig. 6. Convergence curve of hybrid models. 
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IV. CONCLUSION 

Forecasting student performance is still an important task in 
today’s educational environment. Educational establishments 
are responsible for determining the skills of their students, 
projecting their academic performance, and making proactive 
efforts to enhance their future success. Predictive model 
accuracy and efficacy have significantly increased as a result of 
utilizing machine learning techniques, particularly the Naive 
Bayes classification (NBC), in conjunction with sophisticated 
optimization algorithms like Alibaba and the Forty Thieves 
(AFT) and Leader Harris Hawk’s optimization (LHHO). The 
improvements are especially noticeable when looking at 
important assessment metrics like F1-Score, Accuracy, 
Precision, and Recall. Forecasting student performance is still 
an important task in today’s educational environment. 
Educational establishments are responsible for determining the 
skills of their students, projecting their academic performance, 
and making proactive efforts to enhance their future success. 
Predictive model accuracy and efficacy have significantly 
increased as a result of utilizing machine learning techniques, 
particularly the Naive Bayes classification (NBC), in 
conjunction with sophisticated optimization algorithms like 
Alibaba and the Forty Thieves (AFT) and Leader Harris 
Hawk’s optimization (LHHO). The improvements are 
especially noticeable when looking at important assessment 
metrics like F1-Score, Accuracy, Precision, and Recall. In this 
thorough analysis, the NBC+AFT hybrid model has proven to 
be the best performer, consistently outperforming other 
models. With its outstanding performance in terms of 
Accuracy, Precision, Recall, and F1-Score, this model is the 
best option for educational institutions committed to improving 
the prediction of student performance. It performs 
exceptionally well at predicting academic grades with the least 
amount of incorrect categorizations, which is an essential 
feature for making informed decisions. The importance of 
sophisticated machine learning models and optimization 
strategies in the field of predicting student performance is 
highlighted by this study. In particular, the NBC+AFT hybrid 
model provides educational institutions with an efficient way 
to assess and assist students according to their academic 
performance. These models have the potential to revolutionize 
academic guidance and support, improving student outcomes 
in a data-driven setting in the process. The future of education 
is expected to be shaped by sophisticated machine learning 
techniques that prioritize accuracy, precision, recall, and F1-
Score as the volume and complexity of educational data 
continue to rise. 
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Abstract—In modern educational curriculum teaching, we 

should fully leverage the advantages of modern technology, 

especially in teaching methods, and deeply understand and apply 

big data technology. This article explores the design and 

effectiveness evaluation methods of curriculum teaching models 

from the perspective of big data. We utilized big data thinking 

and conducted research and practical exploration to compare 

and evaluate teaching mode design methods. In the art and 

design course, we adopted a blended learning model, combining 

MOOC and SPOC, and innovated traditional teaching methods 

and plans. Meanwhile, we investigated the teaching effectiveness 

and feasibility of this blended learning model. By extensively 

evaluating teaching techniques, evaluation methods, and 

technologies that support the learning process, we reconstructed 

blended learning evaluation indicators and evaluated the 

effectiveness of learning outcomes and processes under different 

teaching modes. The research results show that the blended 

learning model based on big data perspective can significantly 

improve the effectiveness of classroom teaching. In contrast, 

learners' self-learning ability and practical innovation ability 

have also been further improved. 

Keywords—Big data perspective; teaching mode; evaluation 

system; art and design; hybrid teaching 

I. INTRODUCTION 

This throughout the data explosion of the 21st century, data 
is no longer a static and obsolete number [1] but has become a 
business capital. This important economic input can create new 
economic benefits. From its beginnings in business and 
technology, it is gradually moving towards and having a huge 
impact on healthcare and education. From the perspective of 
big data, the teaching mode design of art and design courses 
needs to fully consider the learning needs and practical ability 
cultivation of students. By collecting learning data from 
students and analyzing their learning behaviors and habits, 
teachers can develop teaching plans and plans that are more in 
line with their actual needs. For example, teachers can use data 
mining techniques to analyze students' learning trajectories, 
stay times, and review times, understand their learning 
difficulties and needs, and thus develop more accurate teaching 
plans. 

In addition, in the process of designing teaching modes, it 
is also necessary to fully consider the setting of course 
structure and content. Art and design courses usually include 
two parts: theoretical knowledge and practical operation, and 
the application of big data technology can better promote the 

integration of these two parts. Through big data analysis, 
teachers can have a clearer understanding of students' learning 
situations and needs; thereby better adjusting course structure 
and content, and improving teaching effectiveness. 

In such an era, the practice and exploration of art design 
course teaching [2] mode design and assessment and 
evaluation methods are an important part of which has a 
guiding role, an important way to strengthen the construction 
of courses, professional construction and improve the quality 
of teaching, as well as a method to test the quality of talent 
training in colleges and universities. In the era of big data, it is 
a question worth practicing and exploring how to draw on the 
big data thinking that has triggered social changes and carry 
out scientific reform for the assessment and evaluation 
methods of art and design courses around teaching purposes, 
student characteristics and course objectives of art and design 
majors in colleges and universities [3]. 

In order to break the status quo of subjectivity, one-
sidedness, and singularity of assessment and evaluation 
methods, the design assessment and evaluation methods of art 
design course teaching mode in universities need to be 
reformed. The two cores of big data thinking are important to 
draw on in this process. In the "small data era", because the 
amount of information collected is relatively small, subtle 
errors will be magnified in the limited information, and the 
error rate will increase, so much so that it may affect the 
accuracy of the whole result. In assessing and evaluating the 
design of the teaching mode of art and design courses in 
colleges and universities, a single, one-sided quantitative 
evaluation standard cannot guarantee that the evaluation results 
are free from bias. Therefore, quantitative evaluation criteria in 
assessing and evaluating art and design courses can only be 
one component of the information and data required. The depth 
and breadth of data and information should be increased, and 
the course assessment and evaluation should be conducted with 
more comprehensive and diversified data and information to 
promote a more comprehensive assessment and evaluation [4]. 

Professional competencies such as method, thought, 
creativity, and expression in creating art and design works are 
diverse, as are the professional competencies involved, such as 
teamwork, re-learning, and resistance to frustration. These 
competencies should be emphasized and focused on in 
university art and design courses, and they can all be learned, 
exercised, and presented in the design process. Focusing on the 
learning and design process and conducting real-time 
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assessment and evaluation in stages for the corresponding 
competency points can prompt students to enrich their training 
in more professional and vocational competencies, clarify their 
learning and practice goals, and improve their initiative. In the 
meantime, the teacher is deeply involved in the whole process 
of students' learning and design. Based on what the students 
observed in the learning and creation process and the actual 
situation of learning competency points, the teacher can 
promptly adjust the teaching progress, supplement or 
strengthen the relevant contents, and give students adequate 
guidance. 

As a practical and innovative discipline, art and design 
courses require the support of big data technology in order to 
better cultivate students' innovative thinking and practical 
abilities. From the perspective of big data, the teaching mode 
design of art and design courses needs to fully consider the 
learning needs and practical ability cultivation of students. By 
collecting learning data from students and analyzing their 
learning behaviors and habits, teachers can develop teaching 
plans and plans that are more in line with their actual needs. 
For example, teachers can use data mining techniques to 
analyze students' learning trajectories, stay times, and review 
times, understand their learning difficulties and needs, and thus 
develop more accurate teaching plans. Diversity of assessment 
and evaluation subjects to make assessment and evaluation 
more objective, the following points need to be achieved. 
Firstly, in course assessment and evaluation, it is usually 
necessary for the lecturer to take the lead and several non-
lecturing professional teachers to participate. Secondly, there is 
a need to implement a three-in-one collaborative assessment in 
the assessment of courses. Thirdly, experts from academia and 
industry were invited to conduct immediate assessments of 
students to promote teaching and learning. Fourthly, elements 
of professional competitions in-course assessment and 
evaluation are introduced to get evaluated on more platforms. 
Teachers can guide students to choose professional 
competitions for university students with high gold content, 
wide audience, and indicative nature. They can also evaluate 
students and course works based on their performance and 
achievements in professional skills competitions. 

Drawing on big data thinking, the method of diversifying 
assessment and evaluation subjects and assessment and 
evaluation content can effectively improve the problems of 
subjunctivization, one-sidedness, and singularity that arise in 
the assessment and evaluation of art and design courses in 
colleges and universities so that the assessment and evaluation 
of art and design courses is no longer a task at the end of the 
course, but a part of the course teaching in which students must 
participate. Using the method of diversifying assessment and 
evaluation subjects and assessment and evaluation contents not 
only makes the assessment and evaluation more comprehensive 
and objective, but more importantly, it makes the learning 
objectives clear to students while improving their learning 
initiative. 

In recent years, MOOC has developed rapidly, with the 
construction of various MOOC platforms and a sudden surge in 
the number of online courses and users [5]–[7]. The huge 
growth in quantity has also caused certain quality problems, 
which are mainly manifested as follows: firstly, learners do not 

have a better grasp of their knowledge needs, leading to a large 
number of learners blindly registering and following the trend 
of learning, and MOOC platforms do not have effective means 
to restrain learners' learning discipline and learning progress. 
Secondly, teachers' lack of necessary guidance and 
communication during the learning process has reduced 
learners' interest in learning. Although most MOOC platforms 
have some interactive means, they cannot find learners' 
questions and answer them promptly. The one-way knowledge 
dissemination method based on video learning is unsuitable for 
cultivating and improving learners' learning capabilities. It is 
even more difficult to achieve in-depth learning. Thirdly, the 
MOOC platform only provides some theoretical materials and 
practice content without monitoring the learning process of 
learners. A new evaluation system should be developed by 
proposing a new teaching model for art and design courses 
from the perspective of big data. 

The concept of SPOC [8]–[10] (Small Private Online 
Course) was first introduced and used by Professor Armand 
Fox of California State University, Berkeley. Massive and 
Open are in opposition to small and private. While Small helps 
to increase participation, interactivity, and completion rates, 
Private make the course somewhat restrictive and simple to 
keep up and manage. The hybrid teaching mode, which 
combines the ideas of MOOC and the flexibility of SPOC, is a 
further learner-centred approach that takes into account the 
leading role of the teacher, incorporates multiple teaching 
methods, mixes multiple teaching devices, combines multiple 
learning resources, and uses multiple evaluation indicators to 
build a hybrid learning mode that intersects synchronous and 
asynchronous learning [11], [12]. 

The construction of a teaching mode for art and design 
courses in higher education is upgraded through the borrowing 
and application of the big data thinking mode while forming a 
diversified assessment work system, both in terms of 
assessment content and subject matter respectively. The result 
is that while eliminating the problem of developmental 
limitations, the overall art course assessment can be better 
adapted to student growth needs and encourages and actively 
contributes to the advancement of art and design education. 
This paper aims to analyze the effectiveness of teaching 
methods and the feasibility of this mode by using a hybrid 
teaching mode that combines MOOC and SPOC. By 
conducting a comprehensive evaluation of teaching techniques, 
assessment methods and technologies that support the learning 
process, and a reconstructed hybrid teaching assessment index 
to assess learning outcomes in different teaching modes, the 
design of a teaching mode for art and design courses from a big 
data perspective act as a catalyst for traditional teaching 
methods. 

In previous studies, scholars mainly focused on the 
potential applications and advantages of big data in art and 
design courses. For example, some studies suggest that big data 
can help teachers better understand students' learning needs 
and behavioral patterns, thereby developing more personalized 
teaching plans. In addition, research has shown that big data 
can be effectively used to evaluate the learning effectiveness of 
students and the effectiveness of course design. 
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In the current research, we will delve deeper into the design 
of teaching modes and evaluation methods for art and design 
courses from the perspective of big data. Firstly, we will 
further investigate and address the challenges of data 
processing and analysis, and propose more effective methods 
and techniques to handle large amounts of unstructured data. 
Secondly, we will delve deeper into privacy and security issues 
and propose more comprehensive data protection strategies and 
measures. In addition, we will also explore how to combine big 
data with other advanced technologies such as artificial 
intelligence; machine learning, etc. to provide a more 
personalized and efficient learning experience. 

II. MAIN FRAMEWORK FOR BLENDED LEARNING 

The SPOC-based hybrid teaching combines traditional 
face-to-face and independent learning on the SPOC platform. 
Considering the actual teaching mode design of art design 
courses in colleges and universities, this paper divides the 
whole learning stage into task-based independent learning 
before class, guided learning through teacher-student 
interaction within the class, and enhanced learning through 
consolidation and evaluation after class. The teaching 
framework of the blended teaching mode is shown in Fig. 1. 

The teacher sets the learning tasks before the class; learners 
learn through online videos, share their learning, and practice 
through online tests to consolidate and master the knowledge. 
Teachers led workshops in the classroom, practiced and 
analyzed the lessons, refined knowledge, and reviewed 
learning outcomes. At the end of the lesson, the teacher assigns 
practical tasks, and learners expand their knowledge, deepen 
their understanding and mastery, and submit their results to the 
teacher for comments [13], [14]. 

Learners can access theoretical and practical knowledge 
through various channels, depending on their preferences. They 
can use materials such as textbooks, online videos, electronic 

lesson plans, and supplementary materials provided in the 
online courses. In addition, learners can use the case library to 
practice their art and design expertise. Its components are 
shown in Fig. 2. 

1) Includes 56 videos on course knowledge and 18 videos 

on extended knowledge for learners' independent study before 

class and extended practice after class. 

2) 38 videos of experimental explanations and 42 

experimental assignments, and learners can use the online 

assessment platform to program and receive real-time 

feedback. 

3) Five unit-based theory tests, five unit-based arts, design 

tests and a final theory test and a practical test. 

4)  From the fifth week of the course, learners will work in 

groups to solve two complete cases. Rigorous tests and an 

assessment of the system's hand-in results are conducted as 

required. 
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Pre-class stage: 

autonomous 

learning based on 
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Fig. 1. MOOC + SPOC-based hybrid teaching mode with a modal teaching 

framework. 
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Fig. 2. Art and design course hybrid teaching plan. 
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III. HYBRID TEACHING EVALUATION INDICATORS 

In the hybrid teaching approach, the assessment of learners 
focuses heavily on the entire learning process. It involves 
monitoring their pre-learning progress, assessing their mastery 
of knowledge during class, and measuring their ability 
improvement after class. This solves the problem of traditional 
teaching methods neglecting to assess learners' learning 
attitudes and learning processes. Through the evaluation 
system, teachers can identify the shortcomings of teaching 
strategies and content, understand learners' learning, improve 
teaching design in time, and make timely and targeted 
interventions on learners' learning to improve teaching quality. 

In this study, the Delphi method [15], [16], the Experts 
Grading Method (EGM), and the Analytic Hierarchy Process 
(AHP) [17], [18] were combined to construct the index system, 
and 16 industry experts were sent a call for comments to 
establish a hierarchical mode of the evaluation system, as 
shown in Fig. 3. The weights for each indicator system were 
determined and presented in Table I. 

Fig. 4 compares the total weights of the blended learning 
assessment indicators. As can be seen from Fig. 4, the indicator 
system no longer uses examination results as the only criterion 
for evaluating learners' abilities. Still, it gives more weight to 
problem-solving, active learning, participation in discussions, 

and design innovation, thus placing more emphasis on 
cultivating independent learning and practical and innovative 
abilities in the blended teaching mode and more emphasis on 
exploring and expanding learners' potential abilities. 

A. Delphi Method 

1) Traditional delphi method: The Delphi method 

emerged in the early 1950s as a predictive technique invented 

by Dalktey and his associates and has been widely used in 

curriculum teaching. By conducting a questionnaire for a 

decision-making group, not only can a brainstorming effect be 

achieved, but it can also be revised repeatedly to obtain a final 

result. The characteristics of the Delphi method are as follows. 

a) The Delphi method relies on the experience and 

judgment of the participants, and the intervention of individual 

subjectivity is inevitable but is, therefore, fully inclusive of a 

diversity of views. 

b) The different participants participate in the analysis 

of the thesis anonymously to avoid human interference. 

c) The indicators of prediction and judgment in the 

questionnaire need to be studied carefully and focus on the 

feedback of participants' opinions. The final results will 

converge to reach a consensus through the analysis of the 

questionnaire results and repeated surveys. 

Evaluation Index System of Blended Teaching 

Course Based on "MOOC+SPOC"

learning attitude learning ability Practical ability Academic record

Number of 

logins  to the 

platform

watch video 

time

Posted 

views

preview 

course

Questions in 

class

Extracurricu

lar Reading

problem 

solving 

skil ls

Chapter test
Final 

assessment

 

Fig. 3. Evaluation index system of the blended teaching mode. 

TABLE I.  WEIGHTING OF EVALUATION INDICATORS FOR BLENDED LEARNING AND TEACHING 

First-level indicator Weights Secondary indicators Weights Combined weights 

learning attitude 0.128 

Number of logins to the platform 0.151 0.019 

watch video time 0.524 0.067 

Posted views 0.325 0.042 

learning ability 0.234 
preview course 0.456 0.107 

Questions in class 0.544 0.127 

Practical ability 0.234 
Extracurricular Reading 0.264 0.062 

problem-solving skills 0.736 0.250 

Academic record 0.404 
Chapter test 0.413 0.167 

Final assessment 0.587 0.237 
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Fig. 4. Comparison of composite indicator weights for blended learning. 

2) Fuzzy Delphi Method (FDM): As the Delphi method is 

used to make decisions through multiple questionnaires and 

integrate expert opinions, its conclusions are more rigorous 

and reasonable, so it is more widely used. However, it has 

drawbacks, such as poor questionnaire design and 

convergence due to widely differing expert opinions. The 

Delphi method may ignore the correct and unique opinions of 

a few experts, and the method expresses expert opinion in 

precise numerical terms, which is not in line with the 

ambiguity of human thinking. The steps are as follows: 

a) Building set of influencing factors. 

b) Summarizing expert opinion 

Based on the different influencing factors obtained from the 
aggregation, a questionnaire was designed, and an expert 
questionnaire was administered. Considering human thinking 
judgments 

To make the expert's opinion complete, the expert is asked 
to fill in the questionnaire, according to his professional 
knowledge, to determine the degree of influence of each 
influencing factor on the selection and to give a value between 
1 (no influence) and 10 (absolute influence), the higher the 
score means the greater the influence, the maximum value of 
the interval represents the maximum influence of the factor in 
the expert's opinion. In contrast, the interval's minimum value 
represents the factor's minimum influence on the expert's 
opinion. The range's maximum value represents the factor's 
maximum influence as perceived by the expert. In contrast, the 
range's minimum value represents the factor's minimum 
influence as perceived by the expert. 

3) Establishing trigonometric fuzzy functions [19] and 

integrating expert opinion. 

The expert opinions obtained from the questionnaire were 
collated and organized. 

 ̰  (        ) (1) 

 ̰  (         ) (2) 

Create fuzzy sets of the minimum and maximum influence 
of each influence factor and, ̰ respectively, where 

      (   )         

   (             )           

      (    )        

      (   )        

   (             )
          

      (   )         

   : The value of ith expert's maximum influence on the A 
influencing factor. 

  : Lower limit for the value of the maximum influence of 
the expert group on the impact factor A. 

  : Geometric mean of the expert group's assessment of 
the maximum impact of influence A. 

  : The upper limit of the value of the maximum influence 
of the expert group on the impact factor A.  

Then, the affiliation functions of the fuzzy sets ̰and ̰ can 
be expressed respectively as, 

  (  )  

{
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4) Calculate the quantitative value of each influencing 

factor: If the opinions of the interviewed experts have 

converged, i.e.      , and      , then the intersection of 

the two fuzzy sets   can be found as the quantitative value of 

this influence factor, which represents the degree of influence 

of this influence factor on the target as agreed by the experts 

as a whole, and can be used as the basis for screening the 

influence factor. From the above figure, the intersection 

point   can be solved by the following equation. 

     
     

 
    
     

 
(5) 

     
           
           

 
(6) 

5) Set domain values and filter influencing factors: 

According to the principle of setting indicators for equipment 

selection, set suitable indicators and indicator filtering domain 

values  , and filter the    values of each influencing factor 

obtained above, with the rule that if     , the influencing 

factor will be used as a criterion or indicator, and if     , 

the influencing factor will be ignored. 
The advantage of using the fuzzy Delphi method is that 

integrating expert opinion with fuzzy functions better expresses 
the vagueness of human thinking and the lack of Certainty. The 
overlap region is checked to determine whether the expert 
opinion has converged, making the analysis more rigorous and 
reasonable. Using the concept of 'maximum and minimum 
values within the range of possibilities' instead of 'most 
probable' and 'least probable' enhances the usefulness of the 
Delphi method. 

B. Hierarchical Analysis 

Hierarchical analysis is a method that combines 
quantitative and qualitative approaches by organizing and 
synthesizing the opinions of people's subjective judgments. It is 
also effective in dealing with complex problems difficult to 
analyze by quantitative methods, breaking down complex 
problems into levels for step-by-step analysis [20]. The method 
allows one's subjective judgment to be expressed and 
processed in quantitative form and can also suggest whether 
one's subjective judgment on a particular type of problem is 
inconsistent. The method is now widely used on multi-
objective optimization problems and can determine the weights 
of individual objectives, thus assisting in decision-making. 
With the rapid development of technology, deep learning, as an 
important branch of artificial intelligence, has gradually 
penetrated into every corner of schools [21]. The introduction 
of this technology not only brings new teaching methods to 
education, but also poses challenges to traditional educational 
models. How to understand and grasp the relationship between 
deep learning and education has become a topic that we need to 

explore in depth at present. The entry of deep learning into 
schools signifies a change in teaching methods. The traditional 
education model often centers on teachers, while deep learning 
emphasizes student-centered learning, utilizing artificial 
intelligence technology to provide personalized learning 
experiences [22]. Through the analysis of a large amount of 
data, deep learning can accurately grasp the learning needs and 
habits of students, and provide teachers with more scientific 
teaching suggestions. At the same time, it can also help 
students better understand knowledge and improve learning 
efficiency. However, the introduction of deep learning has also 
brought some challenges. Firstly, data privacy and security 
issues cannot be ignored. During the process of using deep 
learning technology, students will generate a large amount of 
data, and how to ensure the privacy and security of this data 
has become a major challenge. Secondly, the effective 
application of deep learning technology requires teachers to 
possess corresponding technical literacy, which is a significant 
challenge for many teachers [23]. In addition, excessive 
reliance on technology may lead to the neglect of humanistic 
care in education, which is a problem that we need to be 
vigilant about while pursuing technological progress. 

In brief, the hierarchical approach begins with a description 
of the problem, followed by identifying the influencing factors 
and establishing a hierarchy of relationships. The relative 
importance of the decision factors at each level is identified by 
using pairwise comparisons on a scale of proportionality, from 
which positive and negative comparisons are established, 
calculating the eigenvalues and eigenvectors of the matrix, and 
finding the weights of each attribute, the important steps are 
explained below. 

1) Description of the problem: When conducting an AHP, 

the system in which the problem is situated should be 

analyzed in as much detail as possible, with all the factors that 

may affect the problem being included in the problem and the 

main objectives of the problem being determined, but with 

attention to the interrelationship and independence of the 

factors. 

2) Creating hierarchy: The interaction of many factors 

influences the selection of equipment. This study uses a 

logical thinking approach to consider the factors that may 

affect equipment selection, divides the criteria and indicators 

for evaluation into different levels of varying importance, and 

then examines the following levels, starting with the highest 

level of objectives. 

3) Building a judgment matrix: The judgment matrix is 

created by using one of the factors at a higher level in the 

hierarchical mode as an evaluation criterion, and the experts 

make a two-by-two comparison of the factors at this level, 

using a judgment scale to determine the matrix elements. To 

assess the relative importance of indicators, a common 

practice is to employ the nine-point scale ranging from 1 to 9. 

If a criterion has n  factors at the lower level, the judgment 

matrix        A  is created, as shown in Fig. 7. 
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Making use of the judgment matrix  to determine each 
factor's weight at each level concerning the corresponding 
elements from the level before, i.e., calculate the highest 
attribute root      of   , matching the normalized value 
eigenvector  , i.e. 

        (8) 

and 

∑     
 
    , where  (          )

  . 

To achieve a scientific and objective calculation of each 
factor's weight, it becomes essential to establish the 
equilibrium of the judgment matrix A. The judgment matrix's 
consistency assessment is measured by the indicator known as, 

   
    
   

 
(9) 

As the size of the index of consistency (  ) increases, the 
consistency of the judgment matrix worsens. On the other 
hand, when    equals zero, it indicates complete satisfaction 
with the consistency of the judgment matrix. 

Consistency test coefficient 

   
  

  
 

(10) 

where,   is the random consistency indicator associated 
with the order of the judgment matrix, and its correspondence 
can be found in Table II. 

The correlation between the judgment matrix's order and 
the random consistency index is shown in Fig. 5, and it shows 
that an increase in the corresponding random consistency index 
accompanies an increase in the judgment matrix's order. 

When       , the consistency test is passed by the 
judgment matrix, when       , the judgment matrix fails to 
meet the consistency test and thus requires correction. 

 
Fig. 5. Plot of the order of the judgment matrix against the random 

consistency index. 

TABLE II.  RANDOM CONSISTENCY INDICATORS 

n 1 2 3 4 5 6 7 8 9 

RI 0.05 0.23 0.46 0.80 1.22 1.29 1.35 1.48 1.54 
 

IV. ANALYSIS OF THE EFFECTIVENESS OF THE BLENDED 

TEACHING MODE 

A. Analysis of the Learning Process 

This article uses online platforms to publish questionnaires 
and extensively collect data from different regions and types of 
schools. Go deep into specific universities, have face-to-face 
communication with teachers and students, and obtain first-
hand information. Utilize the school's academic management 
system and other database resources to obtain data on course 
teaching modes, student grades, and other aspects. To provide 
a reasonable analysis of the blended teaching model, 226 
students were selected from the art and design majors of the 
China Academy of Art. By dividing these students into two 
groups, both groups' basic theoretical knowledge and practical 
design ability were tested, and the experimenter's entry grades 
were determined based on the test results. The first group 
consisted of 112 students with an average entry score of 
159.56, including an average score of 103.84 in theory and 

183.63 in practical design; the second group consisted of 114 
students with an average entry score of 158.73, including an 
average score of 103.21 in theory and 183.33 in practical 
design, which was generally consistent between the two 
groups. Group 1 used a hybrid teaching method, and Group 2 
used a traditional lecture method. Both groups' teaching hours 
were 48 hours, as shown in Table III. 

A visual comparison of the entry scores of the two groups 
of students is represented in Fig. 6. It is clear from Fig. 6 that 
the difference between the entry scores of the two groups of 
students is not significant. However, the scores of all indicators 
of the blended teaching mode are higher than those of the 
traditional teaching, which shows the superiority of the blended 
teaching mode. 

An independent samples t-test was first conducted for each 
of the two groups of students' scores, and the results are shown 
in Table IV. 

TABLE III.  COMPARISON OF ENTRY SCORES OF STUDENTS IN THE TWO GROUPS 

Category Entrance grades Theoretical score Design in Practice 

First group 159.56 103.84 183.64 

Second Group 158.73 103.21 183.33 
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Fig. 6. Visual comparison of the entry scores of the two groups of students. 

TABLE IV.  T-TEST FOR INDEPENDENT SAMPLES OF STUDENTS' PERFORMANCE IN EACH OF THE TWO TEACHING STYLES 

Category blended teaching traditional teaching T Sig 

Overall review 82.77 78.14 2.224 0.030 

practice 47.02 42.33 2.868 0.150 

theory 31.84 32.64 1.199 0.234 
 

A visual comparison of the three-sample t-tests of 
achievement in the blended and traditional teaching modes in 
the art and design course is shown in Fig. 7. 

19.7%

29.1%

51.2%

 Overall review

 practice

 theory

 
(a) Teaching mode comparison. 

19.1%

45.6%

35.4%

 Overall review

 practice

 theory

 
(b) T and Sig 

Fig. 7. Independent sample T-test for two student grades (a) Teaching mode 

comparison (b) T and Sig. 

1) Regarding the overall assessment results, the standard 

deviation of students' performance under the traditional way 

of teaching was 11.594, indicating a wide range of 

performance distribution indicating the existence of 

polarization of students. Meanwhile, the t-test result is:  
                 , indicating that there is a significant 

difference between the two teaching effects. Hence, it can be 

inferred that the hybrid teaching mode is considerably more 

effective in terms of teaching than the traditional teaching 

method. 

2) Regarding practical performance, the independent 

sample t-test result indicates a significant difference in 

practical operation between students of hybrid teaching and 

traditional teaching mode. It indicates that the hybrid teaching 

mode is more helpful to the exercise and improvement of 

students' practical skills. 

3) The results of the independent samples t-test from the 

test paper quiz scores were:                       , 

indicating no significant difference in theoretical knowledge 

learning between the students in the two modes of teaching. 

B. Evaluation of the Learning Process 

To analyze the effect of the blended teaching approach and 
understand the students' experience and feelings towards the 
teaching organization. A questionnaire was designed and 
administered to the experimenters, which contained questions 
on interest in learning art and design courses, knowledge 
acquisition, learning attitudes and motivation, knowledge 
transfer and application, and improvement of abilities, each 
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containing multiple questions. The analysis and summary of 
the survey results are as follows: 

1) The data on students' interest in studying art and design 

courses before and after the course was offered are shown in 

Tables 5 and 6, respectively. 

A comparison of the data in Tables V and VI is shown in 
Fig. 8. It can be seen from Fig. 8 that student interest is 
significantly increased under blended learning. 

2) The survey counted the seriousness of students' 

learning under the two modes and investigated the degree of 

influence of learning attitudes on practical ability. The results 

indicated that when students' seriousness of learning was 

comparable under the two modes. Still, there was a certain 

difference in practical ability; students with the blended 

teaching model had a certain advantage in practical ability, 

indicating that blended teaching was more helpful in 

improving students' practical ability. The result of the survey 

shows that most students are more open, diverse, and 

innovative in their problem-solving when using the blended 

teaching mode. 

3) The ability of students who adopted the blended 

teaching mode is also investigated regarding knowledge 

transfer. The specific data are shown in Table VII. 

TABLE V.  DATA ON STUDENTS' INTEREST IN STUDYING ART AND DESIGN COURSES BEFORE THE COURSE WAS OFFERED 

Before class starts very interested interested not interested 

the first time 44 120 12 

the second time 55 110 11 

the third time 40 118 18 

the fourth time 50 115 11 

the fifth time 45 112 19 

TABLE VI.  DATA ON STUDENTS' INTEREST IN STUDYING ART AND DESIGN COURSES AFTER THE COURSE WAS OFFERED 

End of the school term very interested interested not interested 

the first time 84 90 2 

the second time 80 93 3 

the third time 76 96 4 

the fourth time 80 92 4 

the fifth time 78 93 5 
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(a) Before class starts.      (b) End of the school term. 

Fig. 8. Data on students' interest in learning art and design courses before and after the course was offered (a) Before class starts (b) End of the school term. 

TABLE VII.  DATA ON KNOWLEDGE TRANSFERABILITY BETWEEN THE BLENDED AND TRADITIONAL MODES OF TEACHING AND LEARNING 

Category 
Ability to transfer 

knowledge 
No knowledge transfer 

Practical tasks can be 

completed 

Practical tasks not 

completed 

blended teaching mode 61 51 69 43 

traditional teaching mode 42 72 47 67 
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Fig. 9. Pie chart of knowledge transferability and task completion (a) Blended teaching mode (b) Traditional teaching mode. 

A comparison of the knowledge transfer ability data and 
task completion pie charts for the two teaching modes is shown 
in Fig. 9. The results show that 54.1% of students in the 
blended mode could make connections between old and new 
knowledge, and 61.3% of students reported that they could 
complete the practical tasks as required. This figure is much 
higher than that of the students using the traditional teaching 
method (36.5% and 41.2% respectively). The difference 
between the two modes of teaching is not entirely a difference 
in the amount of knowledge acquired but rather a difference in 
the ability to link theory and practice and to connect old and 
new knowledge. This also shows that the mixed teaching mode 
is more conducive to transferring knowledge and cultivating 
practical problem-solving skills. 

4) In terms of learning motivation, the survey found that 

85.3% of students would use their spare time for pre-study and 

revision when using the blended teaching mode and 67.4% 

would actively consult extra-curricular materials related to the 

course, which is much higher than those using the traditional 

teaching mode (64.6% and 43.8% respectively). This indicates 

that the willingness and ability of students to learn have been 

significantly improved by using the blended teaching mode. 

In addition, the responses to the open-ended questions in 
the questionnaire showed that students who adopted the 
blended teaching mode identified more strongly with the new 
teaching mode and generally felt that their interest in learning, 
confidence, and learning ability had increased significantly. 

The analysis of students' performance and questionnaires 
reveals that the blended teaching mode is more likely to 
stimulate students' interest in learning, enhance their awareness 
of independent learning and learning ability, promote the 
acquisition, transfer, and application of knowledge, and 
improve their practical skills and problem-solving abilities. 

In terms of effectiveness evaluation, the application of big 
data principles makes the evaluation of teaching effectiveness 
more objective, accurate, and comprehensive. By comparing 
the learning outcomes and processes under different teaching 
modes, teachers can have a clearer understanding of the 
advantages and disadvantages of the new teaching mode. At 
the same time, the application of correlation analysis and 

predictive analysis also makes the evaluation of teaching 
effectiveness more scientific, refined, and forward-looking, 
providing teachers with more personalized and targeted 
teaching suggestions. In addition, we also found that 
integrating the principles of big data into teaching mode design 
and effectiveness evaluation requires teachers to have 
corresponding technical literacy and abilities. Therefore, 
strengthening the training and guidance of teachers is one of 
the key to achieving the design of teaching modes and 
evaluation methods for art and design courses from the 
perspective of big data. 

In summary, the design of teaching modes and evaluation 
methods for art and design courses from the perspective of big 
data has important practical significance and application value. 
By deeply exploring and analyzing the application of big data 
principles in teaching mode design and effectiveness 
evaluation, we can better understand students' learning needs 
and habits, develop more scientific, accurate, and personalized 
teaching plans, and improve teaching effectiveness and 
learning experience. Meanwhile, strengthening the technical 
literacy and ability cultivation of teachers is also an important 
guarantee for achieving this goal. 

V. DISCUSSION 

From the perspective of big data, the teaching mode design 
of art and design courses needs to fully consider the learning 
needs and practical ability cultivation of students. By collecting 
learning data from students and analyzing their learning 
behaviors and habits, teachers can develop teaching plans and 
plans that are more in line with their actual needs. For example, 
teachers can use data mining techniques to analyze students' 
learning trajectories, stay times, and review times, understand 
their learning difficulties and needs, and thus develop more 
accurate teaching plans. The blended learning mode requires 
corresponding technical support, including network platforms, 
teaching software, etc. However, some schools are unable to 
provide sufficient technical support due to funding, technology, 
and other reasons, leading to limitations in the implementation 
of blended learning models. The blended learning model 
requires teachers to have corresponding teaching design and 
organizational abilities, as well as a certain level of information 
technology skills. However, some teachers find it difficult to 
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effectively implement blended learning models due to a lack of 
relevant experience and skills. The blended learning model 
requires active participation and cooperation from students. 
However, some students lack learning motivation and self-
discipline, resulting in low participation and poor teaching 
effectiveness. 

Schools should strengthen the training and guidance of 
teachers, improve their teaching design and organizational 
abilities, and cultivate their information technology skills in 
order to better implement blended learning models. Teachers 
should take effective measures to increase student engagement, 
such as setting interesting learning tasks, providing 
personalized learning support, etc., to stimulate students' 
interest and motivation in learning. 

VI. CONCLUSION 

This paper explores the design of teaching modes and 
methods for art design courses using massive data. With 
massive data thinking, a comparative evaluation study assesses 
different curriculum teaching methods. A blended teaching 
mode combining MOOC and SPOC is adopted for the art 
design course to innovate the traditional teaching mode and 
plan. The study's results indicate that the utilization of blended 
teaching mode can potentially enhance student's performance 
and knowledge transfer ability and foster an improved learning 
motivation.  Simultaneously, the awareness and learning 
capability of students' autonomous learning has also been 
enhanced, which promotes the acquisition, transfer, and 
application of knowledge and enhances students' practical 
skills and problem-solving capabilities. The teaching method 
and evaluation system proposed in the current work also have 
many areas that need to be revised and improved. However, the 
practice has proved that the blended teaching mode has great 
advantages in improving the effect of classroom teaching, 
improving the learners' autonomous learning ability, practical 
innovation ability, and sustainable development ability. It is 
believed that the blended teaching mode will become one of 
the important learning methods in the future. 

Although big data provides a wealth of information, how to 
effectively and accurately process and analyze this data 
remains a challenge. Especially when dealing with 
unstructured data such as text comments, student works, etc., 
data cleaning, annotation, and mining require a lot of time and 
manpower. Privacy and security issues cannot be ignored in the 
process of collecting, storing, and using student data. How to 
ensure the security, compliance, and anonymity of data, 
prevent data leakage and abuse, is a challenge that big data 
must face when applied in the field of education. 

In order to overcome the limitations of insufficient 
infrastructure, future research can focus on developing more 
efficient and low-cost big data storage and analysis 
technologies, providing better technical support for the 
education field. With the increasing prominence of data 
security and privacy issues, future research should focus more 
on how to effectively utilize data for educational analysis and 
evaluation while ensuring data security and compliance. 
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Abstract—Mainstream media is no longer the only way for 

people to obtain information, and the official media no longer has 

absolute control. People can choose the form and content of 

receiving information according to their preferences, which poses 

a new challenge to the government departments that have always 

been serious. From the beginning of short video to its prosperity, 

the government has shown great interest in its characteristics 

and functions. It has started to layout short video of government 

affairs on platforms such as Tiktok and Kwai, opened accounts 

one after another, and actively participated in the production 

and dissemination of content. Through the continuous launch of 

well-designed "hot money", the popularity of government affairs 

short videos on Tiktok and other platforms continued to rise, 

harvested a large number of fans, attracted social attention, and 

also brought good results and repercussions. This paper proposes 

an optimization design scheme for the evaluation and 

improvement of the dissemination effect of government short 

video based on big data statistics. The basic situation of 

government video is obtained through content analysis, and then 

the judgment coefficient and linear regression in big data 

statistics are used to extract common factors to improve the 

dissemination effect of government short video, so as to improve 

the dissemination influence of government short video. Finally, 

simulation test and analysis are carried out. Simulation results 

show that the proposed algorithm has certain accuracy, which is 

8.24% higher than the traditional algorithm. Carrying out the 

research on the promotion planning and design with the 

dissemination of short videos of government affairs as the core 

has important practical guiding significance for guiding local 

grass-roots governments to build public services and public 

feedback. 

Keywords—Big data statistics; short videos of government 

affairs; communication effect; linear regression; mainstream 

media 

I. INTRODUCTION 

The development of the times has promoted the progress of 
technology, which makes the speed of information 
dissemination faster and faster, and makes the content more 
and more [1]. In order to better catch people's attention, mass 
media was born with mobile short videos. Short video refers to 
a new video form with playback duration of less than five 
minutes, which can be played, shot and edited through mobile 
intelligent terminals, and can be shared in real time and 
seamlessly on social media platforms [2]. As the pace of life is 
getting faster and faster, people begin to pay attention to the 

grasp of fragmented time. The emergence of mobile short 
videos meets the fragmented reading habits of the public, and 
also helps the new media of government affairs find a new way 
of political communication [3]. To improve the work of news 
and public opinion to a new strategic height of national 
governance, and in the context of the rapid development of 
Internet technology, the work of news and public opinion 
needs to pay attention to the use of new media [4]. In recent 
years, Party committees and governments at all levels and 
social groups have set up government microblogs and 
government official account as important government 
communication platforms [5]. At the same time, in view of the 
rise of short video and the expansion of its communication 
power and influence, Party committees, governments and mass 
organizations have settled in the short video platform, striving 
to create a new highland of government communication [6]. 
Information has become complex and difficult to distinguish 
between true and false. The public opinion space presents a 
new state of active thinking and collision of ideas. The media 
form carrying information and the technology of expressing 
information are changing with each passing day. The work of 
news and public opinion is facing difficult challenges and 
major opportunities, which poses a severe test for the 
government to create a good public opinion environment and 
grasp the requirements of Ideological and political leadership 
[7]. 

With the rapid development of short video platform 
represented by Tiktok, the way people obtain information has 
changed. More and more government agencies have settled in 
Tiktok short video platform. With the entertainment and light 
transmission characteristics of Tiktok short video platform, and 
giving full play to the infectious communication advantages of 
the combination of short video sound and painting, the 
dissemination of government information will be fragmented, 
focused and entertained [8]. Statistics is a discipline that infers 
and even predicts the specific situation of the measured object 
through the collection, collation, analysis and description of 
data and information [9]. Statistics is widely used in practical 
work, and its data collection methods and statistical analysis 
methods are widely used in all walks of life [10]. As a new 
information processing and analysis method developed with 
the Internet and information systems, big data also adopts 
certain statistical analysis methods, but it is obvious that the 
current big data still lacks more and more professional 
statistical analysis methods. In addition, big data can inspire 
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statistical work, and then inject some innovative thinking into 
statistical work, which is more conducive to the 
implementation of statistical work. In view of the advantages 
of big data statistics, this paper adopts the method of 
coefficient determination and linear regression in big data 
statistics in order to reduce the execution cost of the algorithm. 
Through practice, it is proved that this combination can not 
only reduce the calculation time, but also improve the quality 
and efficiency of government short video transmission 
optimization. 

With the continuous upgrading of user demand, the short 
video platform has become the most popular political news 
public opinion field after the "two wechat ends". Among them, 
the "Tiktok" short video platform has the closest cooperation 
with government departments, and a large number of 
government departments have established communication 
positions in "Tiktok"[11]. Compared with the government 
news release mode in the form of pure text or graphics, short 
videos are more timely, more dense, more convenient to 
browse, more intuitive and understandable, and the social 
interaction experience caters to the audience's needs for 
information selection and self-expression. Where users gather 
is where the good voice of the party and government should be 
spread [12]. With the vigorous development of new media for 
government affairs, it is very urgent and necessary to adapt to 
the form of policy publicity in the new era, improve the 
efficiency of information transmission, optimize the effect of 
public opinion guidance, and innovate the governance mode. 
Relying on the authority of the official account in the social 
platform, it is necessary to publish authoritative news, establish 
a good image, and transmit positive energy through text, 
pictures, videos and other forms [13]. This paper establishes a 
feature reconstruction model for the evaluation of the 
dissemination effect of government short video, combs the 
dissemination effect and influencing factors of government 
short video through content analysis, analyzes the main factors 
by using the linear regression of big data statistics, and extracts 
the fuzzy feature quantity of government short video. Its 
innovation lies in: 

1) This paper adopts the linear regression method in big 

data statistics in order to reduce the execution cost of the 

algorithm. 

2) Using content analysis method, the research design is 

carried out according to the research paradigm of content 

analysis method. Referring to the influence evaluation 

indicators used in relevant research, this paper puts forward 

the parameter indicators needed to study the short video of 

government affairs. 

This paper studies the optimization design of the 
dissemination effect of government short video. The 
architecture is as follows: 

Section I is the introduction. This part mainly expounds the 
research background and significance of government short 
video communication optimization, and puts forward the 
research purpose, method and innovation of this paper. Section 
II mainly summarizes the relevant literature, summarizes its 
advantages and disadvantages, and puts forward the research 

ideas of this paper. Section III is the method part, which 
focuses on the optimization design method combined with 
content analysis and big data statistics. Section IV is the 
experimental analysis. In this part, experimental verification is 
carried out on the data set to analyze the performance of the 
model. Section V, conclusions and prospects. This part mainly 
reviews the main contents and results of this study, summarizes 
the research conclusions and points out the direction of further 
research. 

II. RELATED WORK 

Building a service-oriented government advocates 
simplifying administration and delegating power, and digital 
government affairs are increasingly showing the characteristics 
of convenience, humanization and intelligence, which further 
improves the efficiency of government services, shapes a good 
government image, and becomes an important channel for the 
government to serve the people, which is respected and 
accepted by government departments at all levels. 

After sorting out the operation form, information release 
and public response of the central Tiktok account of the 
Communist Youth League, genton m g and sun y, according to 
the public's feelings about the government image of this Tiktok 
account, they concluded that Tiktok government affairs short 
video should meet the actual needs of the majority of the 
people, strengthen its control, and strive to improve the quality 
of publicity. Government affairs publicity platforms should 
also be diversified and use more new models [14]. Sangalli l m 
took the Tiktok account of the Central Committee of the 
Communist Youth League as an example to conduct research. 
The conclusion was that the type of short videos of government 
affairs was closely related to mass participation. Short videos 
of current events and hot spots could cause people to like, 
comment and forward. The praise and comment enthusiasm of 
the masses could be clearly seen in military style publicity 
videos. In music and emotional videos, melancholy music 
could promote mass comments. In terms of the title of the 
video, what can get more comments and forwarding from the 
masses is the statement [15]. With the help of the "interactive 
ritual chain" theory, James G M studies the interactive 
communication between the government Tiktok number and 
users. The government Tiktok number should build a perfect 
communication mode, and further communicate with the 
masses through common concerns and catering to the feelings 
of the masses in the process of releasing and publicizing 
information [16]. Okulicz kozaryn A and others believe that 
the interactive communication method for the future 
development of government Tiktok is to rely on the non 
popular positioning, give reasonable play to the characteristics 
of various platforms, launch updated output and publicity 
models, better disseminate information, and strengthen 
communication with the masses [17]. DAAS P J H et al. Took 
the relevant contents of the government Tiktok number of 13 
central level units as the research direction, and concluded that 
the dissemination of department information and the 
construction of national image are the main contents of the 
central department video number, in which patriotism is widely 
disseminated. At the same time, these government affairs 
Tiktok numbers are also good at grasping the main time points 
and important events with high popularity, and arousing the 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 1, 2024 

1075 | P a g e  

www.ijacsa.thesai.org 

resonance of the masses through videos. These measures have 
increased the attention of video numbers and brought new 
enlightenment to government affairs communication [18]. 
Through the case study of the innovative characteristics of 
"Shenzhen Energy", Dozier J studied the content and 
technological innovation of government Tiktok short video, 
built a government characteristic culture, made government 
services deeply rooted in the hearts of the people, and realized 
the sustainable development of government Tiktok short video 
[19]. In the context of the outbreak of the COVID-19, Scanlon 
D P and others studied the government Tiktok number in 
combination with the particularity of the epidemic 
environment. After analyzing the content and function of the 
government Tiktok number, they proposed that the government 
Tiktok number was not beneficial to the control of public 
opinion and guidance of events, and the relevant government 
work members should pay attention to and solve such problems 
[20]. Zhang y et al. analyzed from a new perspective, that is, 
the new communication characteristics emerging in the context 
of media integration. The "decentralization" and "de 
organization" characteristics of new media have enhanced the 
activity of users and the transparency of the social public 
opinion environment. Under this background, the new media of 
government affairs is the social product of actively adapting to 
and following the laws of the Internet and actively innovating 
service methods [21]. Dunson, David B pointed out that in the 
context of media convergence, media operators should have 
Internet thinking, accept and accommodate new media with an 
open mind, and expounded the significance of building a new 
media matrix for government affairs. On this basis, he pointed 
out some problems that still exist in building a new media for 
government affairs [22]. 

In the dissemination process of government short videos, 
user feedback is crucial. However, existing research lacks a 
deep understanding of the emotional tendencies and meanings 
of user comments, likes, shares, and other behaviors, and fails 
to fully grasp the true attitudes and feelings of users towards 
government short videos. At present, research mainly focuses 
on the cultural background of China, and there is relatively 
little research on the dissemination effects of government short 
videos in other countries and regions. Therefore, there are 
obvious shortcomings in cross-cultural comparison. In 
addition, there is a lack of sufficient research on the 
comparison of the dissemination effects of different short video 
platforms. Although some studies have proposed strategies to 
improve the effectiveness of government short video 
dissemination, these strategies often lack practical application 
value and fail to effectively translate into specific operational 
suggestions or solutions. Therefore, how to translate research 
results into practical applications is still an urgent problem to 
be solved. 

In order to make up for these shortcomings, future research 
needs to further expand the depth and breadth of data 
processing, explore user feedback in depth, strengthen cross-
cultural and cross platform comparative research, and improve 
the practical application value of improvement strategies. 
Through these efforts, we can comprehensively and accurately 
evaluate the dissemination effect of government short videos, 
and provide more valuable suggestions for practical 

applications. In the face of the blowout of public opinion, the 
traditional government affairs communication mode, which 
used to use the media to speak out, was stretched out and 
unsustainable, falling into the communication dilemma of 
"talking to yourself" and the decline of the government's 
credibility, which led to the failure of the guidance of 
government public opinion and the "failure" of government 
affairs communication. This paper proposes an optimization 
design scheme for the evaluation and promotion research of the 
dissemination effect of government short video based on big 
data statistics. By using the methods of content analysis and 
data analysis, this paper explores the significant influencing 
factors that affect the dissemination of government short video 
content, and then obtains the dissemination strategies to 
improve the dissemination of government short video content 
through data conclusions. Optimize the short video of 
government affairs from the aspects of video content and 
editing techniques, so as to make the planning of short video of 
government affairs more reasonable. 

III. METHODOLOGY 

A. Classify and Quantify Through Content Analysis to 

Analyze the Dissemination of Government Short Videos 

In the online world, users are fully exposed to a large 
amount of information. From the sending of information to the 
acceptance of information, they will be affected by a variety of 
factors [23]. In practical applications, the extraction and 
analysis of unstructured and multidimensional big data have a 
wide range of application scenarios. In market analysis, market 
trends and consumer demand can be predicted by analyzing 
consumer online behavior data. In urban planning, 
multidimensional big data analysis can be used to evaluate the 
development status of cities and provide scientific basis for 
policy formulation [24]. With the popularization of digital 
media, government agencies have also begun to use short video 
platforms to interact and disseminate information with the 
public. In order to better evaluate the dissemination effect of 
government short videos, big data statistics have become an 
important tool [25]. Relying solely on big data statistics is not 
enough. When evaluating the effectiveness of government 
short video dissemination, multiple dimensions need to be 
considered. For example, in addition to basic viewing data, the 
theme, style, and audience characteristics of video content can 
also be analyzed. By understanding the interests and needs of 
the audience, the content and quality of short videos can be 
further optimized [26]. 

While specific media content only appears once, users are 
not forced to pay attention to this information as experimental 
participants, and will not be hinted by psychology. On the 
contrary, their feedback data for information content only 
depends on the role and results of their personal psychological 
and social characteristics. This paper boldly believes that the 
Internet world is like a huge natural laboratory, with 
interference from various factors that will affect the 
communication process. However, because its subjects are 
netizens, the base number is very large. In such a large 
experiment, many subtle factors can be ignored, and the real 
user data is an embodiment of the effect of network 
information communication, and all netizens show their 
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attitude towards information. Taking real user data as the 
indicator of communication effect, although user data is only 
the embodiment of information acting on cognition and 
attitude, and has not yet penetrated into the user's behavior 
level, it cannot be denied that high viewing volume, high praise 
number, high comment number and high forwarding number 

have achieved the communication purpose to a certain extent, 
and taking into account the practical operability of the research, 
the measurement of its explicit data is appropriate and 
reasonable. Fig. 1 shows the proposed content dissemination 
capability model. 

 
Fig. 1. Suggested Model of Content Communication Power 

This paper refers to the classification of government short 
videos in some official accounts of government accounts, and 
classifies government short videos according to three levels: 
administrative level, industry system and content nature. It is 
divided into ministries and commissions, provincial, municipal 
and county levels according to different administrative levels; 

According to the industry system, it is mainly divided into 
public security, fire protection, procuratorate, court, 
Communist Youth League, financial media, cultural tourism, 
etc; According to the nature of the content, it can be divided 
into science popularization, publicity, interaction, news and 
story as shown in Table I. 

TABLE I.  CLASSIFICATION AND INDUCTION OF SHORT VIDEOS ON GOVERNMENT AFFAIRS 

Government short video classification 

Administrative level 

Ministerial level 

Provincial level 

Municipal level 

County-level 

Administrative system 

Political and Legal Committee 

Public Security 

Procuratorial class 

Court class 

Judicial category 

Communist Youth League 

Financial media 

Health 

Cultural tourism 

Women's Federation 

Content nature 

Popular science 

Publicity 

Interactive class 

News 

Stories 
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Fig. 2. Model of factors affecting the dissemination of government short video content. 
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As a new form of government information dissemination, 
government short video widens the space and channels of 
government short video information dissemination. In terms of 
functional positioning, compared with China's traditional 
government short video new media, its main function is 
positioned as "government online performance ability" and 
"online government at the fingertips". Its core function is 
information disclosure and dissemination, rather than 
government services. 

Combined with the characteristics of short video of 
government affairs and the attributes of short video platform, 
this study extracts the content theme, personas, video type, 
video emotion, patriotic emotion expression, video duration, 
use of background music, subtitles with dialogue, subtitles with 
special effects, symbols used in titles, network terms used in 
titles, and pragmatic expressions of titles in the production of 
short video content of government affairs in content planning, 
post editing, and operation release, Video release time and 
personalized communication means are 14 influencing factors, 
and a model of influencing factors of the dissemination of short 
video content of government affairs is constructed. The model 
is shown in Fig. 2. 

B. Optimize the Communication Effect of Government Short 

Video Based on Big Data Statistics 

The rapid development of new media in the era of big data 
has made a great change in the traditional mode of information 
transmission, and gradually affected people's digital lifestyle 
and the habit of contacting the mass media. Since the major 
short video platforms have entered people's lives, short video 
software has become a very important part of the mobile video 
industry. The rapid development of the short video industry has 
gradually enriched people's lives. Compared with traditional 
words and pictures, short video, a new media form, is more 
vivid, intuitive and entertaining, which is consistent with the 
behavior of people sharing and participating in information 
dissemination on the network platform in the current era of big 
data. 

Determination coefficient 

   is also called the determination coefficient of the 
equation, which indicates the interpretation degree of variables 
  to   in the equation. The value of    is between [0,1], and 
the closer    is to 1, the stronger the explanatory ability of   to 
  in the equation. Usually,    times 100% is used to express 
the percentage of change in the interpretation   of the 
regression equation. 

Taking the simplest univariate linear regression analysis as 
an example, this paper expounds the basic principle of the 
determination coefficient. 

As above, the observation data are: 

                             (1) 

The determination coefficient of the unary linear problem is 
desired. 

             
 

     (2) 

where,  
 

  is the calculated quantity,            . Based 
on the average value   of the explained variable   , the above 
formula can be transformed into, 
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Using the SRF sample regression function, there are, 
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Because the fitting effect of the sample regression line on 
the observed value depends on the distance between the sample 
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of the sum of the squares of the regression in the sum of the 
squares of the total deviations. Therefore, the judgment 
coefficient can be obtained. 
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   represents the standard deviation of the variable. At this 
time,    and    obey the standard normal distribution. 
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However, the variance    of random disturbance term   is 

unknown, and it can only be estimated unbiased with   
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In the case of small samples, it is easy to prove that 
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IV. RESULT ANALYSIS AND DISCUSSION 

Whether it is the former text era, the glorious newspaper 
era, and today's new media era with the emergence of science 
and technology, content is the prerequisite and primary concern 
of the media, but also its necessary standard. To succeed in 
short video, it is necessary to put the production of content in 
the first place. Only in this way can we get the audience's love. 

As can be seen from Table II, the average value of the four 
options is >3, indicating that the audience generally likes the 
short video of government affairs, which is a reason to attract 
attention from both the professionalism of the content and the 
style type. 

For the "online celebrity" in the short video of government 
affairs, the video number must rely on high-quality content and 
different forms of communication to enhance its 
competitiveness. High quality content is the top priority among 
them. The audience gets the hot news they are interested in or 
the knowledge they need to learn from short videos. In this era 
of complex information, people's fast-paced life is prone to 
anxiety, which leads to being hoodwinked by some new media 
that convey wrong values. The short videos of the Central 
Committee of the Communist Youth League help the audience 
understand the whole story by interpreting the recent hot 
information. It is conducive to improving the social cognition 
of the audience, and these contents can really meet the needs of 
the audience and get the audience's love. 

As a social platform, the most remarkable feature of short 
video platform is that it can quickly realize the function of one 
click forwarding in a short time, and interpersonal networking 
naturally plays a role in promoting the dissemination of 
content. It is an effective way to maintain interpersonal 
communication to transmit information that is fun and 
interesting in real life or useful to friends and can produce 
practical effects. Therefore, the government affairs short video 
should enlarge its own social communication elements to 
improve the audience's desire to share, so that the audience can 
analyze and discuss this phenomenon and improve its 
communication effect and influence. The importance of the 
audience's demand for social interaction can be seen from 
Table III. In recent years, domestic mobile social networking 
platforms have developed rapidly, and mainstream media and 
communication media have entered mobile social networking 
platforms. 

TABLE II.  CONTENT POPULARITY STATISTICS 

 N Minimum value Maximum value Mean value Standard deviation 

Rich and interesting content 375 3 5 3.72 0.745 

Content of military image displayC 375 2 5 3.66 0.777 

Content about the deeds of model figures 375 3 5 3.74 0.764 

Content of transmitting positive energy 375 3 5 3.65 0.761 

Deliver the content of excellent traditional culture 375 2 5 3.71 0.752 

Valid N 375     

TABLE III.  ANALYSIS OF SOCIAL INTERACTION FACTORS 

 N Minimum value Maximum value Mean value Standard deviation 

Interact with netizens in the comment area 375 1 5 3.86 0.756 

More interested in the content of the popular list 375 2 5 3.75 0.743 

More interested in sharing likes with friends 375 3 5 3.77 0.774 

Share your views and meet social needs 375 2 5 3.82 0.759 

Valid N 375     
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Short videos create a platform for the audience to "speak 
freely" through star attraction and interesting videos. 
Government related institutions also see the significant 
advantages of short videos, which can trigger users' enthusiasm 
for reprinting, liking and commenting while spreading. It is 
very consistent with the platform attribute of current social 
media, and realizes the transmission of positive energy in the 
platform that seems to be threatening entertainment, You can 
not only get some useful information, but also experience 
relaxation and entertainment. This also shows that in the 
current era of integrated media, people's offline activities are 
gradually reduced, and online social relations have an 
important impact on people. In today's diversified and complex 
information, group sharing and interaction are not simply about 
content, but also meet people's desire to share in personalized 

communication. Social platforms need to strengthen their 
social attributes, so that people can more easily deliver the 
content they are interested in, promote multi-level content 
dissemination, make good content benefit more people, expand 
influence, and achieve good communication results. 

In order to have a targeted and effective understanding of 
the use of government short video, and provide an effective 
reference for the development status and future development 
strategies of government short video, the influencing factors 
were investigated. The specific distribution of six aspects: the 
usefulness of the information, the interest of the information 
provided, the comprehensibility of the information provided, 
the speed of information update, the beauty of the overall video 
style, and whether the government Tiktok has played its value 
is shown in Fig. 3. 

 

Fig. 3. Use value of government short video. 

Based on all the data, it can be concluded that most of the 
respondents are passive in contacting the government Tiktok 
number, and they do not take the initiative to understand the 
situation of concern. Even many people do not know the 
existence of the government Tiktok number, or their cognition 
of the government Tiktok number is vague, and their demand 
and desire for the government Tiktok number is not very high, 
let alone the situation and desire of interactive participation. 
There are not many people who want to pay attention to the 
government Tiktok number, for the understanding of the 
government Tiktok number, we hope to encounter information 
or promote the page. If you need to pay attention, the areas of 
attention tend to be relevant to yourself. 

Through the research samples obtained above, we conduct 
empirical research on the influencing factors of the content 
dissemination of government short videos, and summarize the 
main factors that significantly affect the content dissemination 
of government short videos: content theme, personas, video 
type, video emotion, a total of four influencing factors. This 
chapter will discuss and analyze the specific research data and 

related theories, and then summarize the research on improving 
the dissemination of government short video content. 

It is found that the number of likes, comments and 
forwarding of short government videos with content themes of 
remembering history is significantly higher than that of other 
content themes; the forwarding number of short government 
videos with working dynamic content topics is significantly 
lower than that of other content topics. 

According to the results of stepwise linear regression in 
Fig. 4, the content theme of remembering history will 
significantly and positively affect the number of likes, 
comments and forwards; the content subject of working 
dynamic class will significantly negatively affect the number 
of forwarding. This significant difference can be explained by 
using and satisfaction theory. As active rational individuals, 
current short video users have the right to choose. Users can 
selectively watch, like, comment and forward short video 
messages according to their personal needs, and the feedback 
data of the short video message corresponds to the individual's 
satisfaction with their needs to a certain extent. 
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Fig. 4. Correspondence between content likes, comments and average forwarding data. 

 
Fig. 5. Correspondence between characters and the average value of likes, comments and forwarding data. 

According to the results of stepwise linear regression in 
Fig. 5 above, short videos of government affairs without people 
will significantly and positively affect the number of likes and 
forwards; if the persona is a "specific person", it will 
significantly negatively affect the number of forwards. 

Government affairs short videos without people are 
generally macro scene descriptions of major events or text 
event notifications. The personas in the short video represent 
the narrative perspective, which is generally the perspective of 
the narrator's storytelling, which also contains the emotional 
tendency hidden by the narrator. The more such personas 
appear in the short video of government affairs, it also shapes 
and promotes the quality spirit of such personas, but the short 
video content with personas is more didactic, whether it is the 
third person perspective of telling persona stories, It is also the 
first person perspective of the personas' own "story telling", 

and the short videos with specific personas have a stronger 
meaning of "value leading". When there is no persona in the 
short video of government affairs, the user watches it from a 
subjective perspective, so that the user can be immersive and 
empathic, and obtain the cognition of the information from the 
aspects of vision, hearing and even spiritual feeling. 

According to the results of stepwise linear regression in 
Fig. 6, video emotion as "moving" emotion will significantly 
and positively affect the number of likes. The epidemic 
situation in the century and the changes in the century are 
intertwined, and severe challenges and major difficulties 
coexist. However, the indomitable people overcome the 
difficulties together, reflecting the national speed, 
demonstrating the national strength, and creating national 
miracles. 
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Fig. 6. Correspondence between video feelings and the average value of likes, comments and forwarded data. 

 

Fig. 7. Correspondence between publishing time and average value of likes, comments and forwarded data. 

In Fig. 7, according to the results of stepwise linear 
regression, the release of short government videos at 8-10 will 
significantly and positively affect the number of likes and 
forwards. This is because the target users' active time is 
different, and the release time of a single short video content is 
significantly different from the data of content dissemination. 
Theoretically, the target user group has the same information 
receiving habits, and the active time of receiving information is 
also relatively consistent. The video content released during the 
peak period of user activity is relatively more likely to become 
popular. According to the report on the release time of Tiktok 
short visual frequency released by Kasi data, it is pointed out 
that the videos released by "Tiktok online celebrity" generally 
at 17-18 o'clock are easier to gain interaction, and the videos 
from 11-12 o'clock at noon are also good. The result of this 
paper is that the government short video released at 8-10 a.m. 
will get more likes and forwards, which means that the active 
time of the target user group of the government short video is 
8-10 a.m. 

V. CONCLUSIONS 

This paper proposes an optimization design scheme for the 
evaluation and improvement of the dissemination effect of 
government short video based on big data statistics. The basic 
situation of government video is obtained through content 
analysis, and then the judgment coefficient and linear 
regression in big data statistics are used to extract common 
factors to improve the dissemination effect of government 
short video, so as to improve the dissemination influence of 
government short video. Finally, simulation test and analysis 
are carried out. Simulation results show that the proposed 
algorithm has certain accuracy, which is 8.24% higher than the 
traditional algorithm. This result fully shows that from the 
traditional media era to the current Internet new media era, user 
attention has become an important resource, and it is 
undeniable that high-quality content has always been a magic 
weapon to attract user attention. "Content is king" is not out of 
date, but puts forward higher requirements. How to carry 
content, express content, and disseminate content has also 
become the content itself. This study systematically takes the 
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dissimilated content as the foundation, the high-quality system 
as the guarantee, and the linkage communication as the 
advantage from the three aspects of content, content production 
and operation, in order to stand out from the redundant 
information containment in this information age with the rise 
of we media and social media, seize the attention of users, and 
improve the content communication power of government 
short videos. As the short video of government affairs is a new 
product of short video and a new content carrier of government 
affairs communication, its academic research and practical 
development are still in the initial stage. How to carry out 
effective government affairs communication of short video of 
government affairs is a new problem faced by both academia 
and industry. The data of this study mainly comes from various 
short video platforms, such as Tiktok, Kwai, etc. Although 
these platforms have a large user base in China, there may still 
be specific groups or regions using other platforms, which may 
affect the comprehensiveness of our data. In big data analysis, 
the quality and accuracy of data are key issues. Although we 
have employed various methods to ensure the accuracy and 
completeness of the data, there may still be some errors or 
omissions that may have an impact on the research results. 

In the future, in addition to mainstream short video 
platforms, data from other platforms or social media can also 
be considered for more comprehensive analysis by adopting 
more advanced data cleaning and preprocessing techniques 
which will help to improve the accuracy and completeness of 
data. 
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Abstract—Pheromones, path selection, and probability 

transfer functions are the main factors that affect the 

performance of computer text recognition. The path selection 

function is the most important factor affecting the recognition 

rate. In response to the difficulties in path selection and slow 

algorithm convergence in the text recognition, an edge detection 

algorithm based on improved ant colony optimization algorithm 

is proposed. The strong denoising performance of the ant colony 

optimization algorithm reduces the interference of textured 

backgrounds. The edge extraction effect is analyzed in the 

connected domain to overcome complex effects. Finally, the 

improved Otsu binarization algorithm is used to recognize the 

text. According to the results, the proposed method could 

effectively preserve the edge information of characters in images. 

The positioning effect of the text area was good. The accuracy 

rate reached around 85%. The tuned threshold improved the 

binarization effect. The text recognition rate of the improved ant 

colony algorithm proposed in the research has generally reached 

80%, with good text positioning accuracy and recognition rate, 

which has great practical significance in computer text 

recognition. 

Keywords—Binarization; ant colony algorithm; text 

recognition; edge detection; Otsu algorithm 

I. INTRODUCTION 

The core of computer text recognition is to recognize 
characters. Therefore, binarization of character images is the 
prerequisite and foundation for it [1-2]. The high degree of 
deformation and discontinuity in text images makes 
binarization techniques in image processing very difficult. 
Most existing character recognition algorithms analyze 
character images to determine the corresponding character 
category for each character. The main steps include image 
processing, feature extraction, character segmentation, and 
character recognition. The feature extraction part is the most 
important part of the entire algorithm. Its main task is to 
transform the text image into a series of feature vectors for 
text recognition based on the analysis of the text image. In the 
text recognition, the image binarization quality directly affects 
the quality of text recognition result. Therefore, how to 
achieve binarization is a key link in the entire text recognition 
process [3]. The existing binarization algorithms include 
maximum inter class variance method, threshold segmentation 
method, and threshold division method. These algorithms have 
certain limitations in practical applications. They cannot meet 
the binarization requirements of text and images in complex 
backgrounds [4-6]. Due to factors such as pheromone 
concentration, path selection, and probability transfer 
function, there are redundant pheromones and invalid paths in 

text images before binarization, resulting in noisy or blurry 
areas in the binarized text image [7-8]. To obtain high-quality 
binarization results, an adaptive method must be used to 
smooth the binarized image. However, the smoothing methods 
used in existing algorithms to some extent increase the noise 
points or blurry areas of text images. In the multimedia 
information retrieval, the image and video search in the search 
engine is still based on keywords, and the image is manually 
annotated first. When the user enters the keyword to search, in 
fact, the search engine only maps the results to the 
corresponding pictures. However, for complex and changeable 
video and various kinds of text, these methods have 
limitations, and are difficult to achieve a practical application 
level. In order to extract text in multimedia quickly and 
effectively, a method of "image search" is proposed, that is, by 
extracting multi-dimensional information such as texture, 
color and shape of the target image, the most similar image 
from the image library is find according to a specific 
algorithm. Texts are extracted from the video stream to realize 
content-based video retrieval. 

The improved ant colony algorithm (ACA) is combined 
with the edge detection algorithm to solve the problem of slow 
convergence and local optimal solution. In the binarization 
stage, an improved Otsu binarization algorithm is proposed on 
the basis of the traditional binarization algorithm, and the 
corresponding binarization threshold is obtained by using the 
traditional Otsu algorithm. The threshold is fine-tuned on the 
basis of the traditional algorithm to improve the binarization 
effect. 

The article conducts research from six sections. Related 
works is given in Section II. Section III is a review of research 
on improved ACA in computer text recognition. Section IV 
constructs the text recognition method based on improved 
ACA. Section V is to verify the performance of the proposed 
method. Section VI is the conclusion. 

II. RELATED WORKS 

ACA is extensively applied in combinatorial optimization 
problems, such as travel salesman problems, vehicle routing 
problems, graph coloring problems, and network routing 
problems. To promote economic development, many scholars 
have conducted research on this. Yi et al. proposed an 
improved ACA for task scheduling problems in information 
physics systems. The adaptive and mutation strategies were 
adopted to reduce solution time and accelerate the 
convergence of information physics systems. After numerical 
simulation, the improved algorithm could effectively improve 
the local optimization ability. It had good adaptability and 
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stability [9]. To solve the long time consumption and multiple 
intermediate nodes in traditional path guidance methods in 
path planning results, Tang et al. optimized the potential field 
of ant colony from three aspects: potential field function, 
pheromone update process, and heuristic function. The ability 
to avoid obstacles and optimize was enhanced. The results 
showed that this method had fewer midpoints and the shortest 
path on each route [10]. Zhu et al. fused the artificial potential 
field method with the ant algorithm to overcome the slow 
convergence speed and local optimal problem of the ACA. 
The induction heuristic factor was used to dynamically adjust 
the state transition law, resulting in higher global search ability 
and faster convergence speed of the algorithm. After 
verification, this method could effectively determine whether 
a collision is occurred and take obstacle avoidance measures 
[11]. Yu et al. introduced a new heuristic clustering algorithm 
called co-evolutionary chain to improve the accuracy and 
stability of ACA. Ant colony clusters were divided for the 
balance of convergence and speed. The combination of group 
co-evolution and link dimension reduction improved the 
diversity and stability, separating it from the local optimal 
problem [12]. Hwang et al. proposed an ACA bidirectional 
Long Short Term Memory (LSTM) network model. The 
existing physiological signal information was fully utilized. 
The ACA was applied to find the optimal emotion recognition 
features, improving the emotion recognition ability of existing 
LSTM cell states. The final results indicated that the model 
had good valence performance [13]. 

Text recognition is widely used in daily life. Currently, 
many applications have been put into practice, such as 
documents conversion, license plate recognition, photo search, 
target translation, etc. Guptha et al. proposed a new deep 
learning based automatic character recognition model to 
address the difficulty of handwritten character recognition. 
Gaussian filtering and tilt detection techniques were used for 
preprocessing handwritten images. Projection contour and 
threshold segmentation techniques were used to segment 
individual lines and characters from denoised images. Finally, 
characters were classified using the LSTM [14]. Liu et al. 
developed a recognition algorithm to address the low character 
recognition efficiency and accuracy. A feature model was 
developed by combining histogram Gabor features with grid 
level features. Then, a deep belief network was applied to train 
the feature model. Finally, a probability model was used to 
judge the recognition symbols. After verification, it had higher 
accuracy and better performance [15]. According to the image 
information obtained by a 3D camera, Alam et al. proposed a 
new method for character recognition based on finger joint 
tracking system. The distance between the tip of the thumb 
and the joint of another finger was used for calculation. The 
Euclidean distance threshold and geometric slope technology 
were used to recognize numbers, letters, characters, special 
keys, and symbols. After verification, the overall recognition 
accuracy was over 90%. The recognition time for each 
character was less than 60 milliseconds [16]. In response to 
the low accuracy of character recognition in natural scenes, 
Chandio et al. extracted image features by cutting characters. 
Then, the obtained features were transmitted to the machine 
learning classifier for classification and character recognition 
through directed gradient histograms. The accuracy of this 

method reached 78.52% [17]. Lee et al. proposed a real-time 
character recognition algorithm. Based on the architecture of 
an improved local binary mode shallow depth convolutional 
neural network (CNN), it combined the manual feature 
preprocessing and character learning in CNN supervised 
advanced functions. Networks with different depths were 
applied for learning. The learned features were used for 
classification. The algorithm had good performance [18]. 

In summary, researchers have proposed many methods to 
improve the accuracy of computer text recognition. They have 
also achieved certain results. However, accuracy and 
efficiency are still lacking. Therefore, by improving the ACA 
based on binarization, it is expected to quickly and effectively 
increase the accuracy of text recognition. 

III. TEXT RECOGNITION METHOD BASED ON IMPROVED 

ACA 

A text recognition method based on improved ACA is 
proposed, which optimizes the edge detection algorithm and 
improves the accuracy of character region localization in 
images. Then, the Otsu algorithm is improved to find the 
optimal binarization threshold and enhance the binarization 
effect. 

A. Character Localization Based on ACA 

ACA is a simulation optimization method that mimics ants' 
foraging behavior. It has been widely applied in practical 
applications, especially in combination optimization, which 
has achieved great achievements. This algorithm utilizes 
pheromones to remember the best route, thereby strengthening 
the route and finding the best one. The study transforms the 
problem of text recognition into solving the optimal path 
selection problem. The improved ACA is applied to solve 
linear optimization problems. The characteristics of the 
optimal solution are determined based on ACA. The 
movement path of ants between pixels in the image is used to 
represent the edges of the image. When an ant moves from 
one pixel to another, it leaves pheromones along the way (the 
release rules of pheromones include a series of information 
such as image gradient and image color). These heuristic 
information are used to determine pixel regions with obvious 
edge features between the paths passed. 

Edge detection has important implications in image 
processing. Its results directly affect image detection and 
content recognition [19]. ACA is used for edge detection of 
text images. The movement path of ants between pixels is 
used to represent the edges of the image. These heuristic 
information can determine the pixel regions with obvious edge 
features between the paths passed. When the initial value of 

pheromone concentration ,i j
 is not 0 and it moves, it will 

volatilize with a volatilization rate   over time. The 
relationship is shown in Eq. (1). 

, , .1
( 1) (1 ) ( )

m k
i j i j i jk

t t   


    
                  (1) 

In Eq. (1),  0,1 . .
k
i j

 represents the amount of 
pheromones added during ant movement, as shown in Eq. (2). 
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In Eq. (2),   represents heuristic information. T  
represents the threshold of binarization, which affects 
pheromone map updates and detection. The transfer 
probability for ant movement is expressed in Eq. (3). 
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In Eq. (3),  ,i j  represents a pixel.   represents the 
pheromone heuristic factor. A higher value indicates a greater 

likelihood of repeated searches.   stands for the expected 
heuristic factor. The numerical value determines the 

probability of ants choosing the local shortest path. kallowed  
represents the pixels that ants can pass through. 

The implementation process of the edge detection ACA is 
displayed in Fig. 1. Firstly, initialization is performed. On this 
basis, each ant generates heuristic information based on the 
pheromone values of adjacent pixel points. At the same time, 
the transition probability is calculated. The pixel points that 
the next path will experience are determined based on the 
transition probability. The pheromone value is updated after 
entering a new pixel. When the ant colony moves to a new 
pixel position, it can update the overall pheromone map. When 
searching for paths, taboo table permissions are introduced to 
avoid ant colonies from repeatedly reaching the same pixels 
on the same path. If the next pixel entered by the ant colony is 
empty, it is randomly assigned to a pixel data to start over. 
Otherwise, the algorithm ends and the input grayscale image is 
converted into a binary image. 

In the edge detection, ACA always has the slow 
convergence speed and the problem of local optimal solutions. 
The main difficulties in algorithm convergence are as follows. 
The distribution of initial points is random, without 
considering initial pheromones, resulting in slow search speed, 
high computational complexity, and long time consumption 
[20]. If it is trapped in a local optimal solution, it will cause 
the search process to pause and make it difficult to obtain a 
global optimal solution. Traditional ACAs do not limit the 
initial position of ants. There is no restriction on the initial 
layout of ants, but a random selection method is used. 
Therefore, ants continuously iterate during the search process, 
ultimately obtaining the optimal path [21]. However, using a 
random distribution method can lead to a large number of ants 
blindly searching under uncertain boundaries, thereby 
reducing search efficiency and lacking targeted edge detection. 
In view of this, a new 5×5 neighborhood based ACA is 
proposed to address the problems in ACA. This algorithm can 
better reflect the true boundary characteristics and effectively 
achieve the optimal localization of ant colonies. 

The method for obtaining gradient information is as 

follows. The pixel points in the kallowed  image are set to 

 ,i j . Their grayscale value is  ,f i j . Then the grayscale 

gradient  ,T i j  of the pixel can be expressed as Eq. (4). 

 
       

2 2
1, 1 1, 1 1, 1 1, 1

,
255

T

f i j f i j f i j f i j
i j

                


  (4) 

The gradient information of the image is used to extract 
pixels with significant differences. Meanwhile, based on pixel 

 ,i j , 5×5 neighborhoods are established, as shown in Fig. 2. 
The neighborhood is divided into two regions according to 
different directions  . Four directional angles are used to 
ensure edge diversity. 

Initiate
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Initializes the 

pheromone matrix

Calculate the state 

transition probability

Update the pheromone of 

all pixels on the image

Select the KTH 

ant to move

Updates the pheromone 

value on the pixel that the 
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?K m
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condition is met
Y

N

N
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Fig. 1. Flowchart of edge detection based on ACA. 
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Fig. 2. Regional gray mean difference. 
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expressed as Eq. (5). 
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             (5) 

In Eq. (5),  , mN i j D  represents the total pixels in the 

region mD . n  stands for the direction angle. The mean 
difference B  of regional grayscale can be expressed as Eq. 
(6). 

 max
n

B B  
                                   (6) 

Based on the difference in regional grayscale mean B , 
the grayscale difference on both sides of the short line 

segment where pixel point  ,i j  is located is significant. It 
indicates that the position of the short line segment may be the 
boundary of the image. The 5×5 neighborhood can generate 
more short line segments compared with traditional structures, 
thereby avoiding rough estimation of line segments in the 7×7 
neighborhood and improving the accuracy of boundary 
information. After removing the influence of noise points, a 

fusion gradient  ,H i j  is constructed by combining the 
grayscale gradient with the average regional grayscale value, 
which has high edge detection accuracy. Eq. (7) displays the 
calculation method. 

     , ,, T i j y B i jH i j x                            (7) 

In Eq. (7), x and y  are all relationship coefficients, 
1x y  . To obtain the noise reduction effect and ensure the 

accuracy of edge computing, 0.5x  and 0.5y   are set as the 
weight of the difference between the gray gradient and the 
regional gray mean. By using stroke width transformation, the 
edge extracted image is transformed into a stroke width 
transform image containing stroke width information. Then it 
is integrated and classified based on stroke width information. 
The corresponding connected domains are extracted. On the 
left side of Fig. 3 is a typical stroke image. The red dots 
represent pixels and white dots represent the background. The 
boundary extraction of the original stroke map can obtain the 
stroke boundary map, as shown on the right side of Fig. 3. 

B. Text Extraction and Recognition Based on Binary 

Processing 

After accurately locating the position of characters in the 
image using edge detection ACA, the determined character 
area is segmented and recognized. In the template library, 
there are only single characters. The existing methods can 
only recognize single characters. Therefore, to accurately 
recognize characters, the image needs to be segmented [22]. 
To grayscale a color image, the grayscale of each point in the 
image is changed to 0 or 255. The processed color image is 
presented as a gray image. To binarize the obtained gray 
image, a specific algorithm is used to obtain a corresponding 
threshold. Then, the grayscale of each point in the image is 
compared with this threshold. It is divided into object and 
background. After image binarization, the grayscale of each 
pixel in the image is only 0 and 255, excluding other grayscale 
sizes. In the binarization, all points in the image with 
grayscale above the threshold are targeted, and the grayscale is 
set to 255. On this basis, points with a grayscale lower than 
this threshold are used as backgrounds. Their grayscale is set 
to 0. The binary segmentation method is shown in Eq. (8). 

 
 

 

255, ,
,

0, ,

f x y T
g x y

f x y T

 
 

                             (8) 
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Fig. 3. Construction of edge point pairs. 
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In Eq. (8),  ,f x y  stands for the pixel value at the 

coordinate  ,x y .  ,g x y  is the pixel value at the  ,x y  
coordinate in the image processed by the binarization method. 
A low-pass filter preprocesses the collected images to reduce 
or eliminate noise. The algorithm determines the optimal 
threshold, ensuring that the image can be effectively 
segmented into the target and background at the boundary of 
the optimal threshold. All points in the image with grayscale 
greater than the calculated threshold are set to 255, and points 
below the calculated threshold are set to 0. The obtained 
image only has two colors, black and white, which means 
dividing the image into target and non-target regions to 
achieve image binarization. 

Binarization is a very important image processing 
technique. Selecting the appropriate threshold is an important 
step in image binarization. The Otsu algorithm uses a special 
discriminant function to determine the threshold size of 
binarization. The binarization algorithm divides the grayscale 
values of points on the entire image into two types at the 

threshold t .  0 0,1,2, ,C t  represents the background area 
[23]. If the total pixels in the character area after grayscale 
processing are N , and each pixel has the highest grayscale 
level L , the grayscale size of the entire image is within 

 0, 1L . The pixel with a grayscale value of i  is in . The 
probability calculation method for i  is expressed as Eq.  (9). 

i
i

n
p

N


                                            (9) 

Assuming the threshold is T , the grayscale is 
 0, 1T 

 for 

the 0C
 region, and the grayscale is 

 , 1T L
 for the 1C

 

region, the probability of 0C
 and 1C

 occurring is shown in 
Eq. (10). 
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The grayscale mean of S and 1C  can be expressed as Eq. 
(11). 
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The inter class variance 
2  is displayed in Eq. (12). 

   
2 22

0 0 1 1

0 0 1 1

W u u W u u

u W u W u

    


                  (12) 

In Eq. (12), u  represents the average grayscale. T  

increases in steps of 1 within the range of  0, 1L . When 
2  

is the maximum, the corresponding T  value is the optimal 
binarization threshold. 

The conventional Otsu algorithm often has unsatisfactory 
results when conducting binarization to images with slight 
differences between the target and background. Moreover, 
there are many parts that belong to the key regions of 
characters that have not been extracted. This study improves 
the effectiveness of the algorithm by adjusting the size of the 
threshold. The threshold size that needs to be adjusted for 
binarization is directly proportional to the average grayscale. 
The relationship between the required adjustment size w  and 
the average grayscale value E  is shown in Fig. 4. 
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Fig. 4. Relationship between adaptive fine-tuning amount 𝑤 and average 

gray value 𝐸. 

In Fig. 4, the curve in the figure is an arc. Model 1 is a 
monotonically smooth curve fitting that is convex upwards. 
Model 2 is fitted with a monotonic smooth curve that is 
concave downwards. The downward concave curve fitting 
effect is better, that is, mathematical model 2. The following is 
a specific analysis for mathematical Model 2. Assuming 

 0 0,x y  is the center of a circle, the relationship between 0x  

and 0y  can be expressed as Eq. (13). 

max min max min max min
0 0

max min 2 2

E E E E w w
y x

w w

   
    

     (13) 

In Eq. (13), maxE  and minE  respectively represent the 
maximum and minimum of the average grayscale values for a 

single column in the image. maxw  and minw  represent the 
maximum and minimum of the required adjustment amount in 

the entire image, respectively. 0x  determines the curvature of 

a circle. If 0x  is small, then the curvature is small. If 0x  is 
large, then the curvature is large. To ensure a moderate 

curvature of the fitted curve, the value between max 50E   and 

min 60E   is the most appropriate for 0x . The equation for the 
final fitted circle is shown in Eq. (14). 

       
2 2 2 2

0 0 0 min 0 minw x E y x E y w      
     (14) 

Therefore, the relationship between the fine-tuning amount 
w  and the average grayscale value E  of any column can be 
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expressed as Eq. (15). 

     
2 2 2

0 min 0 min 0 0w x E y w E y x       
   (15) 

The relationship between fine-tuning amount and average 
grayscale value can be obtained from Eq. (15). On this basis, 
the traditional Otsu algorithm is improved using the above 
formula. The threshold after binarization is adjusted to achieve 
ideal segmentation results. 

IV. THE EFFECTIVENESS ANALYSIS OF TEXT RECOGNITION 

METHODS 

The experiment was carried out on an Intel i5-8250U 
1.6G𝐻�𝑍� processor and 8GB of memory. The operating 
system was Windows 10. Matlab 2015b served as the 
operating platform. The algorithm performance was validated 
through the ICDAR2017RCTW database, including edge 
detection performance, text region localization performance, 
binarization performance, and image text recognition rate. 

A. Analysis of Character Positioning Effect 

The research was based on the ICDAR2017RCTW 
database. Color text images and texture physical background 
images that meet the requirements were used to construct a 
data set. The text recognition effect was compared. The model 
was trained using TensorFlow 1.3. The programming language 
was Python. The server configuration was NVIDIA TESLA P4 
graphics card. Fig. 5 was one of the images in the data set. It 
was used for subsequent recognition analysis. 

To demonstrate the advantages of the Mallat wavelet fast 
decomposition algorithm in license plate edge detection, this 
study compared the improved algorithm with traditional edge 
extraction algorithms. Fig. 6 showed the comparison results. 
Fig. 6 (a) displayed the edge extraction effect of traditional 
algorithms. The text area was successfully separated from 
other areas. There was a clear difference between the white 
rectangular area and other connected areas. The text area was 
longer than other areas. Fig. 6 (b) showed the edge extraction 
effect of the improved algorithm. It could effectively preserve 
the edges of characters in the image. However, the traditional 
algorithms were prone to losing edge information of character 
regions during edge detection. 

Fig. 7 showed the results of using the proposed algorithm 
to locate text regions in the image. From the figure, the 
improved algorithm located a total of seven main text regions 
in the image, basically including all the text in the image. The 
text regions could be well distinguished, providing a 
significant non-interference edge extraction effect. 

75803
 

Fig. 5. Original image. 

(a) Edge detection graph (b) Edge detection graph based on ant algorithm  
Fig. 6. Comparison of processing effects of edge detection algorithms. 

 

Fig. 7. Character positioning effect. 
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In order to test the effectiveness of ACA for text 
localization, the research selected four typical images from the 
data set for text detection and localization, and analyzed them 
through five indexes including correct detection rate, missed 
detection rate, false detection rate, recall rate, and precision 
rate. The positioning results are shown in Table I. Among 
them, the number of key frames and the total number of text 
lines were the total character area of the image. The number of 
correct detected lines and the number of missed lines 
represented the positioning accuracy of the algorithm, and the 
recall rate and precision rate represented the recognition 
accuracy of the algorithm. From Table I, the text localization 
effect of the proposed method was good. The text recall rate 
reached 95%, and the accuracy rate was around 85%. The 
accuracy rate was relatively low due to complex background 
interference, which couldn't exclude all factors, but it is 
already higher than traditional detection methods. The 
extracted text features were targeted. The ACA was effective, 
and the regional posterior method also reduced the false 
detection rate. 

To verify the advantages of the proposed algorithm in 
processing text information detection, the study compared the 
edge point pair construction effects of the two algorithms. The 
results were shown in Fig. 8. From the projection of Fig. 8 (a) 
and Fig. 8 (b), the text area was more prominent because the 
irrelevant backgrounds were removed. It could effectively 
improve the character recognition rate in complex 
backgrounds and filter out interference in the background, 
thereby extracting characters more efficiently. In summary, 
this method could effectively solve the image segmentation in 
complex backgrounds, effectively reducing the impact of non 
character regions on characters, and reducing the character 
stroke missing. 

B. Analysis of Text Recognition Effect 

The method of combining vertical and horizontal 
projection was used to segment the license plate area of 
vehicles. Taking Fig. 5 as an example, first, the license plate 
area was projected vertically. There were no peaks in the 
middle of each character. Based on this feature, the license 
plate was divided into individual characters to obtain a vertical 
text projection image, as shown in Fig. 9. From Fig. 9, the 
character area had more peaks, while the non-character area 
had no peaks. The area where the text was located had many 
peaks and valleys, and the peaks and valleys changed 
frequently. Therefore, the peak of the vertical projection curve 
had significant changes. 

The study compared the binarization effects of text images. 
The binarized images obtained after processing with the Otsu 
algorithm were shown in Fig. 10. Fig. 10 (a) showed the Otsu 
binarization effect of intra class variance. In the figure, for 
color text images, the Otsu binarization effect of inter class 
variance was not very ideal. There were phenomena such as 
unclear characters in the text area. Fig. 10 (b) showed the Otsu 
binarization effect of intra class variance. Compared to the 
inter class variance algorithm, there was no significant 
improvement in the performance of color text images. 
Moreover, this algorithm was more complex than the inter 
class variance Otsu algorithm, and the computational 
efficiency significantly decreased. Fig. 10 (c) made 
appropriate adjustments to the threshold obtained by the Otsu 
algorithm. On the basis of the above threshold, the threshold 
was reduced by 15. In the figure, the binarization effect after 
reducing the threshold by 15 was better than before, especially 
for the binarization effect of the digital part. 

TABLE I.  CHARACTER EXTRACTION RESULTS 

Index 
Key frame 

count 

Total lines of 

text 

Correctly detect the 

number of rows 
The missed rows 

Number of 

misdetected rows 
Recall factor Precision ratio 

Image 1 4 1 1 0 0 100.0% 100.0% 

Image 2 23 18 17 1 3 94.4% 85.0% 

Image 3 14 10 10 0 3 100.0% 77.0% 

Image 4 24 15 14 1 2 93.3% 87.5% 

Total 65 44 42 2 8 95.3% 84.0% 

500 1000 15000

100

200

300

400

500 1000 15000

100

200

300

4000

200

400

600

200 600 800 1000 12004000

200

400

600

200 600 800 1000 1200

(a) SWT algorithm projection diagram (b) Improved algorithm projection diagram

Perpendicularity

Level

Perpendicularity

Level

Distance Distance

Distance Distance

D
is

ta
n
c
e

D
is

ta
n
c
e

D
is

ta
n
c
e

D
is

ta
n
c
e

 
Fig. 8. Comparison of algorithm effects before and after improvement. 
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Fig. 9. Projection of license plate in vertical direction. 

(a) In-class variance Otsu binarization rendering (b) Otsu binarized rendering of inter-class variance

(c) Threshold reduction by 15 binary effect  

Fig. 10. Comparison of binarization effects. 

The images in the data set were located and the text area 
map was binarized, followed by text recognition. The 
recognition results were displayed in Table II. The recognition 
rate of Image 1 was 70.27%, which may be due to the low 
image clarity. The text recognition rate of the improved ACA 
proposed in the research generally reached over 80%, 
verifying the effectiveness of the binarization method. There 
was still room for further improvement in recognition rate. 
Overall, it had certain advantages compared to other 
algorithms. 

TABLE II.  TEXT RECOGNITION RESULTS 

Index 
Total number of characters 

in the location area 
Correct 

word count 
Recognition 

rate 

Image 1 37 26 70.27% 

Image 2 356 293 82.3% 

Image 3 261 228 87.36% 

Image 4 348 291 83.62% 

Total 1002 836 83.63% 

V. RESULTS AND DISCUSSION 

Shot detection is the premise of key frame extraction (i.e., 
subtitle frame), and subtitle frame detection is the basis of 
subsequent subtitle positioning and recognition [24]. The 
wavelet decomposition algorithm is used to divide the video 
image into high frequency part and low frequency part. The 
high frequency part is the region where the characters are 

located. By comparing the wavelet decomposition algorithm 
with the traditional Sobel operator edge detection algorithm, it 
can be seen that the text region obtained by the wavelet fast 
decomposition algorithm is more complete. The localization 
of text area is divided into two processes, namely preliminary 
localization and precise localization. The character part is 
extracted from the whole video image by using the open and 
close operation function of MATLAB toolbox. The precise 
positioning of the character part refers to removing the edge of 
the extracted image character region, leaving only the part 
containing characters. With horizontal and vertical projection 
methods, using the character area projection gray histogram 
crest and trough continuous jump characteristics, the character 
is accurately located. As described in the review, the proposed 
algorithm can accurately determine the region where the 
characters are located in the video image, remove other 
background regions in the image, and the processed character 
region is clearly visible, and the noise is significantly reduced, 
which is conducive to the next step of character research. 

After the text of the target area is located, in order to 
extract effective text information, the semantic part of the text 
needs to be extracted from the complex background, and the 
threshold segmentation of the text field is carried out again 
[25]. Subtitle extraction is actually a binary process, which 
requires that the resulting graph can basically maintain the 
original character features, without blank, hollow, and broken. 
Character extraction is mainly divided into two parts, 
including picture binarization and character segmentation. In 
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this paper, an improved Otsu algorithm is proposed for the 
binarization of character images, and the threshold is fine-
tuned on the basis of the traditional Otsu algorithm. The 
amount of fine tuning is determined by the size of the average 
gray value. There is a curve function relationship between the 
average gray value and the fine-tuning amount [26]. 
Comparing the improved binarization effect with the 
traditional binarization effect, the improved binarization effect 
is significantly improved. The character area is clearer, the 
contrast with the background area is significantly improved, 
and the improved Otsu algorithm has higher processing 
accuracy under different lighting conditions. In the character 
segmentation stage, the research combines vertical projection 
and horizontal projection, and uses the characteristics of 
continuous peak value of character area and no white pixels in 
non-character area to remove the background area around 
characters in the image, so as to accurately locate the region 
where characters are located. In the character recognition 
stage, a character recognition algorithm based on template 
matching is used. The results showed that the text recognition 
rate of the improved ACA generally reached more than 80%, 
which verifies that the binarization method in this paper is 
effective. 

VI. CONCLUSION 

ACA has the advantages of random search, fast 
convergence speed, and strong local search ability. This 
algorithm is used to binarize text images. The study combines 
the pheromone update mechanism and path selection 
mechanism in traditional ACA. The sensitivity to initial 
pheromone concentration and path selection strategies is 
improved. This to some extent enhances the local and global 
search capabilities. Then, the threshold obtained from the 
traditional Otsu algorithm is adaptively fine-tuned. The 
functional relationship between the fine tuning amount and the 
average grayscale value is found, completing the binarization 
of the image. The improved ACA could effectively preserve 
the edges of characters in images. Traditional algorithms were 
prone to losing edge information of character regions during 
edge detection. The text localization effect based on the 
improved ACA was good, with a text recall rate of 95% and a 
precision rate of about 85%. The regional posterior method 
also reduced the error detection rate. The binarization effect 
after reducing the threshold by 15 was better than before, 
indicating that fine-tuning the threshold improved the 
binarization effect. The text recognition rate of the improved 
ACA proposed in the research reached over 80%, verifying the 
effectiveness of the binarization method. Although the ACA is 
used in this study to avoid the positive and negative sample 
selection training of the classifier, the iterative nature of the 
ACA is bound to reduce the efficiency of the algorithm. In the 
future, it is necessary to study how to improve the efficiency 
of the algorithm, or develop an alternative method. 
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Abstract—The use of artistic expression to depict and express 

terrain and landform can not only convey terrain information, 

but also spread art and culture. The existing landscape design 

methods focus on the accurate expression of terrain height and 

the realistic expression of form, but neglect the aesthetic aspect of 

landscape design. In view of this situation, this paper studied the 

use of generative adversarial network, constructed the 

presentation mode of landscape plane style, and realized the 

expression of landscape art style. A terrain style transfer model 

based on a pre-trained deep neural network model and style 

transfer algorithm was constructed to achieve a variety of terrain 

style expressions. The results showed that, in terms of Peak 

Signal to Noise Ratio, the proposed style transfer algorithm was 

higher than style attention network and adaptive instance 

normalization, and the peak signal-to-noise ratio index value was 

increased by 7.5% and 16.5%. This indicated that the style 

transfer model proposed by the topographic artistry research 

had more advantages in terms of image diversity and fidelity. 

The Structural Similarity Index of the proposed algorithm has 

been greatly improved. This research expands the method of 

computer rendering of terrain environment art, which is of great 

significance for the preservation of traditional Chinese culture. 

Keywords—Generative adversarial network; terrain; style 

transfer; artistic; peak signal-to-noise ratio; Structural Similarity 

Index 

I. INTRODUCTION 

Geographic abstraction is one of the important methods of 
geographical cognition. It is a key feature obtained by 
summarizing the geographical reality. There are two kinds of 
abstract processes on the basis of scientific cognition of 
topography: scientific abstraction and artistic abstraction [1-2]. 
Each of these topographic abstract processes has its own 
advantages and characteristics. Each formed a perfect and 
mature theoretical system, which can serve people's cognition 
of topographic landform. On the basis of terrain abstraction, 
the presentation of terrain expression is a problem worth 
studying. For a long time, domestic and foreign scholars have 
been committed to the quantitative and fine expression of 
terrain. The research on scientific and accurate expression of 
terrain has developed rapidly [3-4]. From hachure method, hill 
shading method, contour line method and other terrain 
three-dimensional scene construction, people can use 
computer to simulate the realistic terrain and ground objects. 
The scientific expression of terrain abstraction is becoming 
more and more mature. However, science and aesthetics are a 
pair of contradictory and unified contradictions. The aesthetic 
examination in science and the scientific connotation in 
aesthetics promote each other [5-6]. The existing research is 
more focused on the scientific and accurate expression of 

terrain, which cannot fully meet the diverse visual 
requirements of people. The study analyzes the representation 
of terrain through artistic expression by incorporating painting 
techniques to enhance the aesthetic quality of terrain 
representation. This research has significant implications for 
the study of artistic terrain representation. By using computer 
related technology, the expression technique of painting art 
with national characteristics is combined with the expression 
method of terrain to realize the artistic expression of terrain 
style. While enriching the terrain to express the cultural 
connotation, it can also make the reader feel the artistic charm 
of Chinese painting. Based on the in-depth study of terrain 
expression and artistic style learning, this paper first 
determines the extraction method suitable for terrain 
expression and forms the dataset of style samples. Then, a 
style transfer model oriented to terrain expression is 
constructed. Finally, the real terrain structural feature 
information is taken as the model transfer target to achieve the 
artistic expression of terrain style. This approach effectively 
integrates scientific and artistic expression of terrain 
expression. The research results are expected to enrich the 
content of terrain expression and improve the effect of artistic 
expression. 

This study is mainly separated into the following six 
sections. Section II is a literature review on intelligent 
algorithms and style transfer applications. Section III is the 
construction of a style transfer model on the ground of 
generative adversarial networks (GAN). Section IV is an 
analysis of the algorithm performance and application results 
of the style transfer model proposed by the research institute. 
Results and discussion is given in Section V. Finally, Section 
VI concludes the paper. 

II. RELATED WORK 

The research on traditional graphic art style can be roughly 
summarized into three categories: texture synthesis based on 
sample images, virtual brush model building based on strokes, 
and local separation processing based on image structure. 
Zhang and other scholars used GANs combined with attention 
mechanisms to convert real-world facial and cartoon style 
images into unpaired datasets. The results show that the 
proposed new model network avoids the complexity of the 
model and achieves a good balance in the task of style and 
content transformation [7]. Wang et al. proposed a cyclic 
consistent GAN on the ground of edge features and self 
attention for style transformation in visual effects. The model 
structure includes a generator, a discriminator, and an edge 
feature extraction network. The results show that the model 
has advantages in style conversion, as it can better preserve 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 1, 2024 

1095 | P a g e  

www.ijacsa.thesai.org 

the details of the original image and has good image quality 
[8]. To promote the research on image style transfer on the 
ground of neural networks, Huang and other research teams 
summarized and discussed the main principles and methods of 
image style transfer on the ground of neural networks, and 
provided a detailed description of neural networks on the 
ground of neural networks [9]. Scholars such as Zhou 
proposed an image based convolutional neural network 
transfer model on the ground of deep mixing. This deep hybrid 
generation model mainly relies on the combination of 
adversarial network generation and self encoder [10]. Wei et al. 
proposed a transformation based visual style transfer method 
for rendering style patterns. The results indicate that under 
appropriate style supervision, the transformer can learn similar 
texture bias features like CNN [11]. Gupta and other research 
teams used transfer learning to pre train convolutional neural 
networks for image style transfer tasks. Using these models 
can generate high perceptual quality images, which are a 
combination of the content of any image and the appearance 
of famous artworks [12]. Kim and other scholars proposed a 
CNN inference accelerator for style transformation 
applications, which utilized network compression and layer 
chain technology. In addition, layer chain technology has been 
proposed to reduce off chip memory traffic, thereby increasing 
throughput at the cost of smaller hardware resources. The 
results show that this method has good performance in 
changing the style of content images [13]. 

In the field of environmental design, Yang and other 
scholars reviewed the development process of environmental 
art and design discipline, relevant key educational institutions, 
and the opinions of well-known scholars. In addition, in the 
context of emerging design trends, new collective and 
constructive environmental art design ideas and methods have 
also been proposed. Finally, this study suggests the uniqueness 
and regionality of design culture in the Chinese context 
through the study of the name dispute for environmental art 
design in China [14]. Scholar Wang conducted research on 
computer-assisted interaction of vision, elaborating on digital 
technology and its development trends in the future, and also 
pointing out that technology is the future practice of digital 
media art. It proposes a new form of art, which is the 
"intelligent visual art" that conforms to the development of the 
intelligent era, and explores the opportunities and challenges 
of intelligent visual art [15]. Liu and his research team 
conducted two user studies to evaluate the impact of three 
layouts with different curvatures around users in a virtual 
environment (flat wall, semi circular surround, and circular 
surround) on visual spatial memory tasks. The results show 
that compared to the circular layout, participants were able to 
recall spatial patterns more accurately and report more 
positive subjective ratings [16]. Liu and other scholars 
proposed a multi-dimensional urban landscape design method 
on the grounds of nonlinear theory to solve the problem of 
large differences in multi-dimensional urban landscape design. 
On the grounds of the parameterized model method, 
multi-dimensional nonlinear landscape design has been 
implemented, improving the quantitative analysis ability of 
multi-dimensional nonlinear landscape design [17]. Wang et al. 
proposed a virtual environment on the ground of virtual reality 
technology and intelligent algorithms, which uses a 3-bit 

binary to represent digital factors and creates a virtual 
environment by simulating the display environment. The 
research shows that applying virtual reality technology and 
intelligent algorithms to landscape design in coastal areas is 
feasible and has achieved certain results [18]. The purpose of 
research by scholars such as Thamrin is to achieve community 
service through collaborative design in interior design 
teaching. The article describes the learning and design 
methods on the ground of the human centered design method 
in collaborative design, and analyzes the benefits brought by 
this method [19]. 

In summary, there are currently many studies using 
convolutional neural networks or GANs to construct style 
transfer models for text or images. In the research of 
environmental artistic design, more pure theories or 
suggestions are presented, and less intelligent algorithms are 
introduced to achieve the artistic expression of terrain. In view 
of this, this study constructs a style transfer model for terrain 
artistic expression on the ground of GANs and two novel 
channel models. 

III. RESEARCH ON STYLE TRANSFER ALGORITHM FOR 

TERRAIN REPRESENTATION 

To address the issues of unsatisfactory performance of art 
attributes and incompatibility with style characteristics caused 
by image style conversion, this study aims to construct an 
image style conversion network that enhances art style 
attributes. On this basis, feature transfer and refinement of the 
two pathways are achieved through the attribute refinement 
pathway of the style domain and the semantic information 
refinement pathway of self attention. The former can highlight 
the aesthetic characteristics of the image, while the latter can 
combine the style characteristics of the image with its most 
suitable content characteristics on the grounds of the 
characteristics of the image. A pooling layer on the grounds of 
wavelet based multi-level decomposition has been introduced 
into the compiler of the generation algorithm, which 
maximizes the preservation of important features of the image 
during feature transfer. On this basis, a dual resolution 
discrimination network is used to distinguish different types of 
images, to obtain images similar to different types of images. 

A. Extraction of Terrain Environmental Features 

In the dissemination of style information, using a single 
channel style transformation branch is difficult to retain its 
unique style domain characteristics. This is mainly because 
after encoding the image content and style, there is no 
mapping between the semantic and style styles. However, 
using direct fusion during the decoding process will bring 
significant errors, which will prevent the decoding system 
from efficiently training attributes such as color and texture. 
This can reduce the decoding system's ability to extract deep 
style features, ultimately resulting in changes in the strokes in 
the generated graphics, i.e. missing attributes in the style 
domain. In response to the requirement to focus on style 
domain attributes in style conversion, this study proposes to 
use region perceptrons as the extraction channel for style 
domain attributes. On the grounds of a comprehensive 
analysis of texture characteristics, high-precision extraction in 
the style domain is achieved and converted into style domain 
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attributes. Fig. 1 is a schematic diagram of the style domain attribute refinement channel. 
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Fig. 1. Style domain attribute refinement channel. 

It obtains image feature maps at different levels through 
encoders at different levels, and obtains texture and color 
information of the image through the Gram matrix. In the 
process of encoding the style, the feature maps of different 
levels are segmented into multiple channels through 3x3 
convolution, and then wavelet fusion operation is added to 
obtain the feature maps of the channel set, thereby avoiding 
the loss of local parameters without increasing the size of the 
feature maps. Finally, a style feature map on the ground of 
channel sets is constructed, and a weighted convolution 
method is used for forward diffusion to obtain the style 
domain attributes of each level, thereby achieving complete 
migration and accurate fusion. Eq. (1) is the calculation 
expression for the feature map. 

   DI
i i i iF h FC Gram F F  

  
   (1) 

In Eq. (1), iF  represents the feature maps obtained from 

different layers. iF   represents the channel set feature map. 

i  represents the style domain attribute.   represents the 

channel connection operator. FC  is the fully connected layer. 

h  is the weight sharing fully connected layer. Eq. (2) 

calculates an expression for the style domain attribute. 

  DI
i iF I      (2) 

In Eq. (2),   represents the sigmoid operation.By 

refining the attributes of the style domain between the 
modules that compile the style image, a communication bridge 
is established to match similar types of features, thus 
achieving a direct transfer of style domain attributes. This 
reduces the error of style feature transfer and solves the 

problem of generating style images without style domain 
attributes. Meanwhile, through this new approach, the 
instability of overall feature transfer is enhanced, and the 
overall style information such as color and texture is 
effectively integrated to achieve overall style transfer, thereby 
achieving a more harmonious visual effect. Due to the 
significant regional distribution characteristics of patterns and 
the differences in style domain information displayed by 
different regions, it is necessary to achieve synchronous 
maintenance of the overall and local styles, and to adaptively 
adjust the constructed neural network to achieve automatic 
matching of the most consistent style features. This method 
utilizes a self attention mechanism to train the regularized 
model, and improves it to have higher credibility and average 
accuracy. This is to achieve accurate matching of images with 
the same semantics in type images. This is precisely in line 
with the process of image migration, which involves matching 
the content contained in the image with the semantic 
information contained in the image to achieve the closest 
possible style transfer. Fig. 2 shows the self attention semantic 
feature matching channel. 

Using factor decomposition paradigm standardization, 
standardized text information and style information are 
obtained as input through self focused semantic feature 
matching channels. On this basis, the study extracted the 
semantic consistency between the two and their key features, 
thus achieving the learning of standardized parameters. This 
method can achieve dynamic pixel by pixel shift and scaling 
of content features, while maintaining content features to 
match the style characteristics of the text. The conversion 
process can be expressed by Eq. (3). 

  _ _, ,c s s c s c s c s sF F F F           (3) 
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Fig. 2. Self attention semantic feature matching channel. 

In Eq. (3), s  and s  represent normalization 

parameters respectively. cF  and sF  represent normalized 

content and style features, respectively. ,c sF F   represent the 

content and style features refined by the self attention 

semantic feature matching channel. _c s  and _s c  are unit 

vectors along the channel dimension, which obtain 
standardized content and transition information between styles 
before style matching. Eq. (4) represents the normalization 
parameter calculation formula. 
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  (4) 

SA  and SA  represent self attention convolutional 

network layers. 

B. Construction of Style Transfer Model 

On the grounds of the GAN, a picture style transmission 
mode was established to enhance artistic style attributes. The 
function of the generator is to take content images and style 
images as inputs, responsible for representing mapping 
relationships and obtaining the generated images [20]. 
Discriminator is a dual resolution discriminator network that 
can distinguish between original and newly created images by 
using the original image as the correct sample and the 
generated image as the error sample. Fig. 3 is a schematic 
diagram of the generator structure. 

This study proposes a generator network consisting of an 
encoder, a dual channel characteristic transmission module, 
and a decoder. The dual channel feature transmission module 
consists of two parts: one is the type field attribute refinement 
path. The other part is the self attention path. On the grounds 
of content images and style images as inputs, novel style 
images are created through the structural features of content 

images and the style features of style images. In addition, to 
maintain the edge features and style features of the content 
image, a new pooling layer has been introduced in the codec, 
as shown in Fig. 4. 

The wavelet multi-layer transformation network 
decomposes feature maps at multiple levels, achieving 
effective extraction of feature maps in high and low frequency 
bands. In the image, the parts with high color impact exhibit a 
stepped change in grayscale, which best displays the details of 
the image and is also a characteristic of the image. On this 
basis, the high-frequency sub band information in the region is 
matched with it, and then synthesized into a feature band, 
which is then converted into a sub feature band by the 
excitation function of the band. For the background area of the 
image, its grayscale distribution is within a certain range, and 
the differences in values are not significant, occupying the 
largest part of the entire image area. It represents the 
low-frequency subbands of the image, which can be used as 
the input for each level of filter. Eq. (5) is the mathematical 
expression for this process. 

   , , , DWTLL LH HL HH F LL   (5) 

In Eq. (5),  , ,HH LH HL represents high-frequency 

subband information. LL  represents low-frequency subband 

information. 1f  represents the feature map. DWTF  

represents the filter operation of wavelet transform. Eq. (6) is 

the calculation ratio expression for feature map 1f . 

   1 3 3 , ,f ReLU BN Conv LH HL HH   (6) 

In the reconstruction step, it reverses the decomposition 
step by upsampling the sub feature maps, then convolves them 
with a filter to obtain the sub feature maps, and finally obtains 
the reconstructed feature maps. Finally, this information is 
input into the encoder/decoder for the next step of feature 
extraction. Fig. 5 shows the discriminator network structure. 
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Fig. 5. Discriminator network structure. 
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The discriminator adopts a dual resolution type, which 
distinguishes the generated images by combining 
high-definition discriminators with traditional ones. The 
high-definition discriminator first enlarges the image to 
512x512, and then inputs the configuration of the 
discriminator into the discriminator. Improved resolution 
allows for better capturing of textures in images. Its main goal 
is to obtain more realistic images by imposing more 
restrictions on the high-resolution characteristics of the images. 
Traditional resolution discriminators can effectively constrain 
the global structure of the generated image and ensure the 
semantic correlation between images, thereby improving the 
quality of the image. Eq. (7) is the loss function of GAN 
network, style domain attribute transformation network, and 
feature transformation module. 

     1AAH GAN x s z c DI SAFINL E InD I E In D G I L L
         

(7) 

In Eq. (7),  cG I  represents the generated stylized 

image.  sD I  represents the probability that the input image 

will be judged as true.   cD G I  represents the probability 

that the stylized image given by the discriminator is a real 

image. DIL  represents the loss of style domain attribute 

refinement channels. SAFINL  represents the loss of self 

attention semantic feature matching channel. Eq. (8) refines 
the channel loss function expression for style domain 
attributes. 

DI bce bce dlow dlowL L L      (8) 

In Eq. (8), bceL  represents domain attribute loss. dlowL  

represents the loss of feature fusion process. bce , dlow  

represent the weighting factor for domain attribute loss and 
feature fusion process loss. Eq. (9) is the fusion feature 
calculation formula. 

 , ,
c smix s sI mix F F      (9) 

In Eq. (9), mixI  represents the fused features. mix  

represents the Mixup method.   represents the interpolation 

strength. Eq. (10) is the calculation formula for the channel 
loss function of self attention semantic feature matching. 

*SAFIN c s sL L L     (10) 

In Eq. (10), cL  and sL  represent loss of content and 

style. s  represents the weight coefficient assigned to style 

loss relative to content loss. 

IV. UTILITY ANALYSIS OF IMPROVING GAN'S TERRAIN 

ARTISTIC STYLE TRANSFER MODEL 

To verify the effectiveness of the GAN style transfer 
model on the grounds of dual channel improvement proposed 
by the research institute, this study divided the experiment into 
performance verification and application effect verification 
stages. Performance testing mainly evaluates the algorithm 
itself, while the application effect is related to the style 
transfer of terrain images. 

A. Performance Analysis of Style Transfer Model on the 

Ground of Dual Channel Improved GAN 

The system used in the experiment was UBUNTU-18_ 
cuda10.1, which was accelerated using two Ge 
ForceRTX2080 Ti chips. On this basis, an Adam optimizer 
was used with a learning rate of 0.0001 and an iteration 
number of 2000 as initial parameters. The dataset contains 
6000 Impressionist images, all of which can be resized to 
256x256, and any size image can be used during the testing 
period. The comparative algorithms used in the study are 
CycleGAN, StyleGAN, and Pix2Pix. The evaluation 
indicators are accuracy, recall, and F1 value. 
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Fig. 6 (a) shows the training results of the model on the 
test set, the proposed model in the study achieved the highest 
accuracy values, corresponding to the accuracy results of 
93.8%, 95.1%, and 94.6% for the three data groups, 
respectively. Fig. 6 (b) shows the training results of the model 
on the training set. The StyleGAN and Pix2Pix algorithms 
have the highest accuracy of 92.8% and 93.7% on the three 
data sets. This indicates that the highest accuracy of the model 
proposed in the study has been improved by 2.3% and 1.4%, 
respectively, compared to the latter two algorithms. 

Fig. 7 (a) and Fig. 7(b) show that the proposed algorithm 
has the highest recall rate on both the test and training sets. On 
the test set, the recall rates of the models proposed by the 
research institute are all above 90%, with a maximum value of 
94.6%, while the highest recall rates corresponding to 
StyleGAN and Pix2Pix algorithms are 90.2% and 87.4%, 
respectively. By comparison, it can be seen that the algorithm 
proposed by the research institute has improved the recall rate 
by 4.4% and 7.2%. 
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Fig. 7. Recall rate box plot. 
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Fig. 8. F1 value line chart. 

Fig. 8 shows that the model proposed in the study is at its 
highest position on the F1 value curve. Fig. 8 (a) shows the 
training results of the model on the test set, when the number 
of iterations is 100, the F1 value converges to 97.6%, which is 
2.3% higher than the StyleGAN algorithm. Fig. 8 (b) shows 
the training results of the model on the training set, when the 
iteration is completed, the F1 value of the proposed algorithm 
converges to 95.3%, which is higher than 95%. 

B. Analysis of the Application Results of Style Transfer Model 

Based on Dual Channel Improved GAN 

The experimental dataset remains unchanged, and the 

comparative algorithms used in the study are Adaptive 
Instance Normalization (AdaIN), Style Attention Network 
(SANet), CycleGAN, and SAFIN. Using Peak Signal to Noise 
Ratio (PSNR) to measure the distortion state, the size of 
PSNR reflects the similarity between the migrated image and 
the reference. The Structural Similarity Index (SSIM) 
parameter is used to measure the similarity between the 
content image and the generated image. The closer SSIM is to 
1, the more similar the structure is. Using IS scores to evaluate 
the clarity and diversity of generated images, the higher the IS 
score, the better the quality of the generated images. Fig. 9 
shows the PSNR curves of different algorithms. 
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Fig. 9. PSNR curves of different algorithms. 

Fig. 9 (a) shows that the PSNR curves of the images 
obtained from the training dataset exhibit consistency, all 
gradually increasing and tending to converge. As the iteration 
process progressed, the proposed algorithm achieved the 
highest PSNR index value of 95.9 when the number of 
iterations was 80. The SANet algorithm achieved a second 
highest PSNR index value of 88.7 when the number of 
iterations was 85. The AdaIN algorithm achieves a minimum 
PSNR metric value of 80 when the number of iterations is 90. 
By comparison, it can be seen that the algorithm proposed in 
the study achieved the fastest convergence speed and the 
highest PSNR index value, which were 7.2 and 15.9 higher 
than the latter, respectively. Fig. 9 (b) shows that the proposed 
algorithm achieved the highest PSNR index value in the test 
set, with a size of 71.8, and the overall PSNR curve remained 
around 70 with minimal fluctuations. The overall PSNR index 
value of the SANet algorithm fluctuates around 50. When the 
iteration reaches the middle and late stages, the curve 
fluctuation increases. When the iteration number is 100, the 
PSNR index value is 52.6, which is 19.2 lower than the model 
proposed in the study. The PSNR value curve of AdaIN 
algorithm is at its lowest point throughout the entire iteration 
time, and there is a certain downward trend in the early stages 
of the iteration. The final PSNR value is 40. 

Fig. 10 (a) shows that on the training set, the algorithm 

proposed in the study is closest to 1 in terms of SSIM index. 
At the end of the iteration, the corresponding SSIM index 
value is 92.5%. And the curve begins to converge when the 
number of iterations is 30, with almost no fluctuations in the 
convergence process and excellent convergence performance. 
The SSIM index curves corresponding to the SANet algorithm 
and AdaIN algorithm both have two climbing processes, with 
64 and 80 iterations starting to converge, both of which are 
higher than the algorithm proposed in the study. In terms of 
SSIM convergence value, the SSIM values of the latter two 
algorithms are 89.9% and 82.6%, which are reduced by 2.6% 
and 9.9% compared to the algorithm proposed in the study. 
Fig. 10 (b) shows that on the test set, the SSIM index curve of 
the proposed algorithm in the study shows a continuous 
climbing trend, with a relatively smooth upward process and 
no falling curve segments. When the number of iterations is 
100, the SSIM index value of this curve is 93.6%, which is 
higher than 90.0%. The SSIM curves of the SANet algorithm 
and AdaIN algorithm both show a downward trend during the 
iteration process, and the overall SSIM index values are both 
below 80%. At the completion of the iteration, the SSIM index 
values of the two algorithms were 72.8% and 55.6%, 
respectively. By comparison, it can be seen that the SSIM 
index values of the algorithm proposed in the study have 
increased by 20.8% and 38% compared to the latter two 
algorithms. 
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Fig. 11. Different algorithm IS curves. 

Fig. 11 (a) and Fig. 11 (b) show that the IS score curves of 
the three algorithms show the same trend of change, with a 
slow upward trend in fluctuations, regardless of whether it is 
the training set or the test set. Among them, the IS score of the 
algorithm proposed in the study has always been at the highest 
level during the iteration. When the number of iterations is 
100, the IS scores on both datasets are 91.8% and 90.0%, 
while the AdaIN and SANet algorithms have IS scores below 
90% on the training set and test set. By comparison, it can be 
seen that the algorithm proposed in the study has a higher IS 
score, indicating that the algorithm proposed in the study has a 
more naive clarity and diversity in image transfer. 

V. RESULTS AND DISCUSSION 

The expression of terrain art features is subjective and 
complex, making it challenging to use existing art style 
learning algorithms for style rendering. In this paper, a deep 
convolutional neural network for distinguishing and extracting 
stylistic texture features is designed based on a pre-trained 
deep neural network model. A sample feature dataset 
containing different styles is made, which is used to train the 
network. Combined with the idea of style transfer algorithm, a 
terrain style transfer model is constructed based on deep 
neural network to realize the expression of multiple styles of 
terrain. Based on the observation of various scenes, different 
styles of terrain expression can be perceived. The 
experimental results show that the proposed method has the 
following characteristics: 1) The terrain style transfer model 
can generate different styles of terrain representation by 
adjusting content reconstruction and style reconstruction 
factors. 2) The model is suitable for the style rendering of a 
large range of terrain scenes. 3) It can realize the artistic 
expression of terrain ink painting style from multiple 
perspectives. 

Terrain style expression is a form of terrain artistic 
expression that involves scientific cognition, artistic 
abstraction and artistic expression. It requires a balance 
between science and art. The results of the topographic 
expression of style were evaluated from the aspects of science 
and aesthetics. On the one hand, the validity of the result of 
terrain artistic expression is evaluated qualitatively. The 
results show that the topographic style transfer results 
generated by the research extraction method can take into 

account the scientific expression (the maintenance of the 
topographic feature structure) and the artistic expression (the 
aesthetic expression of the style). The number of topographic 
feature elements affects the overall effect of topographic style 
transfer. The extracted topographic feature elements are too 
few or too many, and cannot show a good effect. Through the 
evaluation of multiple style renderings, it is shown that the 
result of the combination of multiple convolutional layers in a 
deep neural network produces better results in expressing the 
style image, resulting in a smoother and more continuous 
visual experience. On the other hand, using texture analysis 
method for reference, the transfer effect of style texture is 
quantitatively analyzed. It is found that the general trend of 
each texture feature parameter curve is similar to the style 
sample, which indicates that the model can accurately realize 
the transfer of multiple styles. The migration degree of style 
texture in the model is different in four aspects: the ranking 
from high to bottom is manifested as obvious degree > 
complexity degree > similarity degree > thickness degree. 

VI. CONCLUSION 

Combining the expressive techniques of graphic art with 
the expressive techniques of landforms can enhance the beauty 
of landforms, thereby enriching their artistic expression. To 
achieve the artistic expression of the terrain landscape, this 
study was on the grounds of generating adversarial networks 
and establishing a new style transfer mode. This pattern 
included two channels: attribute refinement in the style 
domain and self-focused semantic feature matching. It utilized 
the pooling layer of wavelet multi-level transformation to 
preserve the boundary and style characteristics of the content 
image. The results showed that in terms of SSIM indicators, 
the corresponding value of the model was closer to 1, and the 
convergence value of SSIM was 0.925. The SSIM 
convergence values of the other two algorithms were 0.899 
and 0.826, both of which are below 0.9. The algorithm 
proposed by the research institute exhibited the same iterative 
trend in IS score indicators as AdaIN and SANet algorithms. 
However, in the process of change, the model proposed by the 
research had a higher IS score, with an IS score of 91.8% at 
the completion of the iteration. This indicated that the terrain 
artistic style transfer model proposed by the research institute 
had more advantages in presenting image clarity and richness. 
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Therefore, this model had certain application potential in 
reconstructing style content for artistic expression of terrain. 
The scientificity was an important factor to evaluate the result 
of the style expression of terrain ink painting. However, this 
paper only provided a qualitative measurement. In the future, 
on the basis of this study, it is necessary to deeply analyze the 
results of topographic ink style transfer, and put forward a 
quantitative analysis method of topographic information 
preservation. 
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Abstract—Education is one of the most crucial pillars for
the sustainable development of societies. It is essential for each
country to assess its level of access to education. However, the
conventional methods of ranking access to education have their
limitations. Therefore, there is a need for strategic planning to
develop a new classification methods. This study aims to address
this need by developing an innovative and efficient unsupervised
K-Means model capable of predicting global access to education.
The novel approach adopted in this research fills a gap in tradi-
tional ranking methods for assessing access to education. Utilizing
statistical analysis of data sourced from the World Bank, we
evaluated education access across 217 countries spanning various
continents and levels of development. By employing economic
and educational factors as input for the K-Means algorithm,
we successfully identified three distinct clusters, each comprising
countries with similar levels of education access. The reliability of
our approach was reinforced through rigorous statistical testing
to validate the results. Furthermore, we compared the economies
of countries within each cluster using primary data, enabling
specific recommendations at the economic level to assist countries
with limited education access in enhancing their circumstances.
Finally, this study makes a significant contribution by introducing
a new approach to globally assess education access. The findings
provide practical recommendations to aid countries in improving
their educational opportunities.

Keywords—Education assessment; unsupervised learning; sta-
tistical analysis; world bank data; K-means

I. INTRODUCTION

Education is the foundation of human life and is indispens-
able for sustainable development. Without education, envision-
ing a prosperous society is impossible. Science and knowledge
have played a crucial role in developing practical applications
that meet human needs and improve their quality of life.
Education is an essential catalyst in reducing poverty and
achieving sustainable development goals. It is a fundamental
human right that extends throughout life.

The global state of education, particularly for children,
remains a pressing concern in many countries, especially in
developing nations. Despite an increase in literacy rates for
individuals aged 15 and above since 2000, reaching 85%
according to UNESCO statistics, progress made remains frag-
ile and vulnerable to various factors such as dropout rates,
livelihood challenges, economic difficulties, global crises, and
more [1].

For instance, in 2020, the COVID-19 pandemic resulted in
temporary school closures in the majority of countries, affect-

ing over 91% of students worldwide. While some developed
countries managed to adapt by implementing remote learning
or taking necessary measures to resume education, many
developing countries faced significant obstacles in resuming
normal schooling, leading to increased illiteracy rates and
decreased access to education for children [2], [3], [4].

Ranking countries based on the percentage of access to
education is closely related to various indicators. It is generally
assumed that resource-rich countries such as those with oil,
phosphate, and gold would benefit from favorable access to
education. However, this assumption is not always valid as
other factors come into play, influencing the effective utiliza-
tion of those resources. Human resources play a crucial role
in realizing the full potential of natural resources. This can
be illustrated by comparing oil-producing European countries
with strong economies and high levels of education to certain
African countries that possess significant natural resources but
struggle with weak economies and limited access to education
[5], [6], [7].

Education is not limited to the availability of educa-
tional institutions but encompasses aspects such as the quality
of teaching, equal opportunities, inclusion of marginalized
groups, and relevance of educational programs. Access to
quality education is a fundamental right of every individual,
regardless of their socioeconomic background, gender, disabil-
ity, or place of residence [16].

Analyzing economic data and educational performance of
countries can provide valuable insights for policymakers to un-
derstand the specific challenges different countries face and de-
velop appropriate education policies. The use of unsupervised
learning techniques like clustering can help identify groups
of countries that are similar in terms of economic situation
and access to education, which can provide benchmarks for
effective strategy and policy development [26].

Technically speaking, World Bank data offers a wealth
of information on numerous countries worldwide, including
indicators such as gross domestic product, domestic product
per capita, foreign direct investment, net inflows, balance of
payments, inflation, prices, consumption, population, poverty
rates, and more [8]. These data can be leveraged through
mathematical algorithms to generate statistics that have a
positive impact on our world. As a result, numerous studies
have utilized World Bank data to make informed decisions on
topics such as school dropout rates, student performance, the
relationship between education and sustainable development,
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and more [9], [10], [11], [12], [13]. The proposed work
contributes to the existing body of knowledge in the following
ways:

• We developed a novel strategy based on an unsuper-
vised classification model that utilizes World Bank
data to rank countries according to their percentage of
access to education. The data analysis process involves
two steps: statistical analysis and data processing
using K-Means with different cluster numbers (K = 2
and K = 3).

• Significance of statistical tests and selection tech-
niques in the clustering model. Variable selection
techniques provide valuable insights into the most
important factors, while statistical tests help determine
the most efficient clustering results.

• Our study allowed us to determine two risk groups
and to identify common problems in these countries
to help decision makers to make a good decision.

• This study serves as a stepping stone towards the
development of a semi-autonomous and rapid diag-
nostic system. Such a system would be valuable for
predicting access to education in future updates of
country data and would align with the objectives of the
Sustainable Development Goals, offering substantial
opportunities for progress.

The remaining sections of this article are structured as
follows: The Materials and Methods in Section III provides an
overview of the dataset used, explains the data preprocessing
steps, and outlines the clustering algorithm employed. Next,
the Results and Discussion in Section IV presents and dis-
cusses the findings of the experiment. Finally, the concluding
part in Section V offers insights and perspectives on the
potential implications of this analysis approach.

II. RELATED WORK

Several studies have been conducted to examine the links
between state regulation in the education sector, access to
education, social inequalities, and the use of data in education
research.

Vorontsova et al.[14] conducted a comprehensive analysis
of the relationship between state regulation indicators in the ed-
ucation sector and the achievement of sustainable development
goals. Their study focused on countries in Central and Eastern
Europe and used World Bank data from 2006 to 2016. They
found that state efforts in the education sector significantly
influenced the achievement of sustainable development goals.

Zhongming et al. [15] studied the impact of declining
access to education on learning outcomes, particularly in
developing countries. Their study, which covered 87 coun-
tries and individuals born between 1950 and 2000, revealed
that completing at least five years of schooling was crucial
for acquiring reading and writing skills. They attributed the
disparity in educational quality to social inequalities prevalent
in developing countries.

The challenges faced by education in many countries, such
as economic difficulties and poverty, have been widely recog-
nized [16], [17]. Social disparities within these nations have

also been identified as factors affecting academic outcomes
[18], [19]. Furthermore, the development of education in rural
areas is hindered by various developmental factors, including
the lack of basic infrastructure [20], [21].

Despite these challenges, some developing countries have
made significant progress in the field of education. For exam-
ple, Rwanda has demonstrated its commitment to education
development by allocating a substantial share of state revenues
to the sector [22], [23]. Although the country’s progress is not
without flaws due to political priorities and the transition to
a different education system, access to education has signifi-
cantly improved, and illiteracy rates have decreased [24].

Masino et al. [25] conducted a study on countries that have
made notable advancements in education. Their research high-
lighted factors such as adequate resources, effective policies,
community management, decentralization reforms, knowledge
dissemination, and increased community participation as key
contributors to education development.

In terms of research methodologies, World Bank data has
been widely used to inform decision-making in the field of
education. Many studies have leveraged this data to explore
topics such as dropout rates, student performance, the rela-
tionship between education and sustainable development, and
more [9], [10], [11], [12], [13] used machine learning models
to classify students based on their learning abilities, achieving
high accuracy in predicting students’ academic outcomes.

Our work builds upon existing research by proposing a
new strategy based on unsupervised classification modeling
to assess access to education in different countries. Unlike
previous approaches, our method utilizes World Bank data and
integrates statistical analysis and data preprocessing using the
K-Means algorithm with different numbers of clusters (K=2
and K=3). By employing variable selection techniques and sta-
tistical tests, we identify the most important factors and achieve
more effective clustering results. This approach enables us to
identify at-risk groups and highlight common issues countries
face in terms of access to education. This information is crucial
for policymakers in making informed decisions. Furthermore,
our study paves the way for the development of a rapid and
semi-autonomous diagnostic system that could predict access
to education in future national data updates and contribute to
sustainable development goals. In summary, our work brings
a fresh perspective and significant opportunities for advancing
the field of assessing access to education.

III. MATERIALS AND METHODS

A. Dataset

Data collection is a crucial component of any data analysis
project. In our study, we recognized the numerous factors that
impact the percentage of access to education, including those
directly associated with the education sector, such as age of
school enrollment (both at the primary and secondary levels),
student-to-class ratio, and schools-to-population ratio, etc [26].
Additionally, there are country-level factors to consider, such
as unemployment rate, poverty level, gross domestic product,
domestic product per capita, foreign direct investment, net
inflows, balance of payments, inflation, prices, consumption,
and population size, etc [27]. Recognizing the wealth of
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relevant data provided by the World Bank, which encompasses
the aforementioned indicators, we carefully prepared a compre-
hensive dataset to extract insightful information and enhance
the depth of our study.

1) Data description: Initially, we obtained the data from
the World Bank website and selected 60 variables that were
deemed relevant for our study. These variables encompass
information for 217 countries spanning a 20-year period,
specifically from 2001 to 2020 (utilizing the latest available
statistics for each indicator). As a result, our dataset com-
prises a comprehensive and representative sample of data,
encompassing various country categories, including developed,
developing, poor, and marginalized nations.

2) Data cleaning: The initial version of the dataset, encom-
passing all 217 countries, contained numerous missing values
(NaN). These missing values indicate either countries with-
holding their information or having no transactions recorded
with the World Bank. To address this, we initiated the data
cleaning process by eliminating features with more than 50%
missing values. For the remaining missing values, we applied
an imputation technique by replacing them with the average
value of the respective feature.

Finally, we obtained a thoroughly cleaned and prepared
dataset comprising 217 countries and 25 variables. These
variables were divided into two categories: 13 variables related
to educational factors and 12 variables related to economic
factors. The Table I below provides the names of the variables
utilized in our study.

TABLE I. EDUCATIONAL AND ECONOMICAL VARIABLES

Educational variables Unschooled adolescents;
Unschooled kids; Higher
education inscriptions; Preschool
inscriptions; Primary school
inscriptions; Secondary school
inscriptions; Ratio female/male in
higher education; Ratio girls/boys
in primary school; Ratio
girls/boys in secondary school;
Primary school achievement rate;
Secondary school achievement
rate; Youth literacy rate; Total
literacy rate.

Economical variables Financing capacity; Unem-
ployment; GPD growth; GPD
per capita growth; Gini index;
Labor force by the level of
education; Employment rate 15+;
Employment rate 15-24 years;
Gross saving; Income share held
by highest 20%; Income share held
by lowest 20%; Gross domestic
saving (% of GPD).

3) Data exploration: In order to make a descriptive anal-
ysis and evaluate the dependence of the variables, we con-
structed two correlation matrix which respectively represent
the educational and economic variables (see Fig. 1 and 2).

In Fig. 1, we presented the correlation among the educa-
tional variables. The results show a high correlation between
all the variables, indicating that the selected variables are
reliable and follow a similar distribution. This is a positive
indicator for our study. For instance, the variables related to
unschooled individuals (Unschooled adolescents, Unschooled

Fig. 1. Correlation matrix for educational variables.

Fig. 2. Correlation matrix for economic variables.

kids, and Higher education enrollments) exhibit strong correla-
tions with all the variables. Additionally, we observe favorable
correlations between several variables, such as primary and
secondary school achievement rates with school success rates,
higher education enrollments, and success in secondary school,
among others.

In Fig. 2, we present the correlation between economic
variables. Overall, we observe that there is not a strong cor-
relation between the variables, but there are specific variables
that demonstrate significant correlations that reveal hidden in-
formation. For example, the financing capacity of a country is
positively correlated with gross savings. Additionally, variables
related to income distribution show a negative correlation with
the GINI index, indicating that countries with a more equal
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Fig. 3. Eigenvalue scaling

income distribution tend to have a lower GINI index. Fur-
thermore, we observe that higher education for development
has a positive impact on the employment of the population
aged 15 and above. As a result, we attempted to remove
some variables that exhibit full correlation since they contain
redundant information, such as the Gini index and the share
of income held by the highest. It is important to note that
a strong correlation between variables is vital for machine
learning algorithms to effectively train and demonstrate the
quality of the data used.

4) Feature selection: To conduct feature selection, we
carried out a principal component analysis to identify the
variables that will be included in our dataset, as well as the
countries that have the most significant contributions to these
variable.

a) Educational data: According to the Kaiser criterion
[29], the inertia for our PCA [30] must be greater than 7.14%
(see Fig. 3). We observe that the F1 component explains almost
61% of the variance, and the F2 component explains 10.4%.
Our analysis will therefore focus on the F1 and F2 components
(see Fig. 4).

• F1: Unschooled adolescents, unschooled kids,
preschool inscriptions, ratio female/male in
higher education, secondary school inscriptions,
primary school achievement rate, secondary school
achievement rate, youth literacy rate and total literacy
rate.

• F2: Progression to secondary school, higher educa-
tion inscriptions, primary school inscriptions, ratio
female:male in primary school, ratio female:male in
secondary school.

b) Economic data: According to the Kaiser criterion,
components that explain more than 8.33% (see Fig. 5) of

Fig. 4. Circle of correlations of F1 and F2.

Fig. 5. Eigenvalue scaling.

the variance can be selected. Therefore, we will focus on
components F1, F2, F3, and F4 for our analysis. (see Fig.
6).
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Fig. 6. Circles of correlations F1, F2 and F3, F4.

• F1: GINI index, income share held by the lowest 20%,
income held by the highest 20%, labor force with basic
education, population ages 0–14.

• F2: Total unemployment, GDP per capita, employment
rate 15+, labor force participation rate 15–24, gross
domestic savings.

• F3: GDP growth, GDP per capita growth.

• F4: Net lending (+)/net borrowing (−) , gross savings
(of GDP).

The analysis of economic data does not provide as strong
evidence as the education data. The distinction between rich

and poor countries is less apparent, and it seems that economic
factors are not the sole determinants of non-schooling in chil-
dren. Therefore, classification methods can be used to group
countries with similar characteristics. This allows for more
targeted strategies to improve the educational performance of
children and adolescents.

B. Classification of Countries according to Access to Educa-
tion

Unsupervised learning is a branch of machine learning that
involves analyzing and grouping unlabeled data [28]. These al-
gorithms aim to identify patterns or clusters in the data without
the need for explicit human guidance. In mathematical terms,
unsupervised learning involves observing multiple occurrences
of a vector X and learning the probability distribution p(X) for
those occurrences. One of the most commonly used algorithms
in recent years for unsupervised learning is K-means [31] [32],
[33], [34].This method partitions data points into k clusters,
where each data point is assigned to the cluster that is closest
to it. The objective function for this method is to sum the
squared distances within each cluster, across all clusters:

argmin
S

k∑
i=1

 ∑
xj∈Si

||xj − µi||2


where:
xj is a data point in the dataset
Si is a cluster (collection of data points)
µi is the cluster mean (the centre of cluster Si).

In our case, after preparing the data and selecting the
important features, we tried to apply the k-mean algorithm
to cluster these data. The purpose of this analysis is to assign
labels to our dataset based on the level of access to education
in order to achieve the most optimal classification of countries.

Fig. 7 illustrates the approach followed in this study.

IV. RESULTS AND DISCUSSION

A. Default Number of Clusters

The k-means method requires us to specify the number of
clusters we want. To determine the optimal number of clusters
for our dataset, we used the elbow technique [35],which
considers the distortions of the variables in our study. By
analyzing the graph, we observed that the points after which
the distortion starts to decrease are 2 and 3. Therefore, the
optimal number of clusters that can be used for our data is
either 2 or 3 clusters (see Fig. 8).

B. K-means Clusters

a) For k = 2: We initially tested the case with k = 2 to
determine if we could identify nations with high unschooling
rates (see Fig. 9) before proceeding with the k-means analysis
using k = 3. The results of the two clusters are presented on
a world map to aid in interpretation.

The results of the two clusters are plotted on a world map
to facilitate interpretation (see Fig. 10).
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Fig. 7. Implementation of k-means clustering on our dataset.

As observed on the map (see Fig. 10), the initial results
indicate that Central African countries and some Central Asian
countries form a distinct cluster representing nations with
limited access to education. On the other hand, the majority
of countries from other continents are grouped together in the
cluster representing countries with better access to education.
While these findings are expected and widely known, our
objective is to identify countries that are making efforts to
improve their education systems and analyze those with the
highest levels of access to education. Therefore, we will
explore the option of increasing the number of clusters to
achieve a more refined classification.

b) For k = 3: To further our interpretation and under-
standing of differences in access to education, we now consider
the clustering when k = 3 (see Fig. 11).
A geographic mapping is shown in Fig. 12:

Fig. 8. Elbow method on distortions.

Fig. 9. Abstract representation of the k-means clusters with k = 2.

C. Validation of Results Using Statistical Analysis

In order to validate the obtained results for both k = 2
and k = 3, we conducted a statistical analysis. The analysis
involved comparing the cluster means to determine the most
effective clustering result (see Table II and Table III). To
facilitate this comparison, we utilized a diagram, as shown
in Fig. 13.

To assess the equality of population variances, we em-
ployed Bartlett’s test. The null hypothesis H0 states that all k
population variances are equal, while the alternative hypothesis
H1 suggests that at least two variances are different. If the
p-value is greater than 0.05, the null hypothesis is retained,
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Fig. 10. Map representing the countries belonging to the clusters with k = 2.

Fig. 11. Clusters with k = 3.

indicating that the samples are identical. Conversely, if the p-
value is less than 0.05, we reject the null hypothesis and apply
Welch’s test to estimate the averages [36].

• k-Means with k = 2

The statistical analyses reveal significant differences in the
mean scores of education-related variables between the two
clusters. Cluster 0 is characterized by low non-enrollment
rates, high enrollment rates across all education levels, higher
completion rates, and high literacy rates, as shown in Fig.
14. In terms of gender ratios, we observe that countries in
Cluster 1 have lower female-to-male ratios compared to Cluster
0 (see Fig. 15). However, the two clusters do not exhibit
differentiation based on any variables related to economic
health, except for factors related to the active population,
unemployment, and gross savings (see Fig. 16).

Fig. 12. Map representing the countries belonging to the clusters with k = 3.

Fig. 13. Methodology for comparing averages.

• Clustering with k = 3

The statistical tests indicate that the second test provides
better discrimination for our sample. The three clusters show
significant differences in terms of educational variables. Clus-
ters 0 and 2 exhibit higher levels of non-schooling among
children and adolescents, lower enrollment rates in secondary
and higher education, and lower literacy rates, as depicted
in Fig. 17. Furthermore, the gender ratios in Cluster 2 are
statistically lower compared to Clusters 0 and 1 (see Fig. 18).

On the economic front, Clusters 1 and 2 stand out for their
lower unemployment rates, significant GDP growth (both total
and per capita), and higher rates of young individuals in the
labor force, indicating greater financing needs (see Fig. 19).

We observe that the average scores of the variables related
to education are similar across the three clusters. However,
the economic data are able to discriminate among the clusters
(see Fig. 17 18 19). This suggests that economic factors played
a significant role in the final grouping (k = 3), contributing
substantially to the classification of countries based on access
to education. The resulting clustering appears to be realistic
and acceptable.
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Fig. 14. Average scores of different education-related variables in our two
clusters.

Fig. 15. Average parity ratios in the different school cycles in our two
clusters.

Fig. 16. Average scores of economic variables in our two clusters.

Fig. 17. Average scores of educational variables in the three clusters.

Fig. 18. Average parity ratios in the different school cycles in the three
clusters.

Fig. 19. Averages of economic variables in the three clusters.

www.ijacsa.thesai.org 1111 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 15, No. 1, 2024

TABLE II. STATISTICAL TESTS FOR THE EDUCATIONAL VARIABLES

Variables Bartlett’s test Student’s test Welsh’s test
unschooled_teenager p = 7.11e − 21 p = 7.12 − 12
unschooled_kids p = 2.46e − 20 p = 6.45e − 09
higher_educ_regis p = 1.00e − 09 p = 4.95e − 17
primary_regis p = 0.00 p = 0.01
preschool_regis p = 0.04 p = 1.12e − 13
secondary_regis p = 0.32 p = 4.32e − 32
ratio_higher_educ p = 0.27 p = 2.28e − 17
ratio_primary p = 3.83e − 26 p = 7.32e − 06
ratio_secondary p = 5.53e − 16 p = 1.31e − 09
rate_prim_comp p = 1.23e − 08 p = 1.26e − 18
rate_second_comp p = 0.49 p = 6.14e − 31
tee_literacy_rate p = 5.86e − 21 p = 1.61e − 12
tee_literacy_rate p = 5.02e − 07 p = 2.90e − 15

TABLE III. STATISTICAL TESTS FOR THE ECONOMIC VARIABLES

Variables Bartlett’s test Student’s test Welsh’s test
financing_capacity p = 2.29e − 24 p = 0.26
total_unemployement p = 0.62 p = 0.006
gip_increasing p = 0.08 p = 0.04
gip_increasing_inhab p = 0.05 p = 0.70
index_Gini p = 0.06 p = 0.98
active_graduate_pop p = 0.10 p = 0.01
employ_rate_15+ p = 0.22 p = 0.004
active_rate_15–24 p = 0.003 p = 0.007
gross_saving (GIP) p = 1.78e − 07 p = 0.02

In conclusion, it can be inferred that the economy of a
country is closely linked to education. Countries with stronger
economies tend to prioritize education.

D. Discussion of Results

The complete World Bank dataset comprises multiple years
of information (2001 to 2020) for most countries. This dataset
was utilized for statistical analysis, specifically for developing
k-means clustering models. The objective was to predict the
level of education access and the economic health of the
countries in our sample. The analysis focused solely on stan-
dardized data related to education access and the economic
conditions of the countries.

The study began with an assessment of the overall state of
education, which revealed positive trends in non-enrollment,
access, and completion rates, except for several African coun-
tries with lower levels of education access. Economic data
highlighted concerns regarding wealth distribution in certain
countries. Subsequently, an unsupervised machine learning
model, specifically the k-means algorithm, was employed to
segment the data into two cases (k=2 and 3). The k=2 test
aimed to identify clear distinctions between northern and
southern countries. The results demonstrated a significant
disparity, indicating that developed countries have lower levels
of illiteracy compared to other countries, which appear isolated
in terms of education access.

When setting k = 3, we observe that the educational data
provide less discrimination compared to the k = 2. However,
based on the statistical analysis of the tests, the model with
k = 3 performs better overall. With this approach, we obtain
three distinct clusters that exhibit significant differences in
various educational factors (see Fig. 17 and Fig. 18), and
economic variables (see Fig. 19 and 12), including economic

growth and labor force. By segmenting the data, our algorithm
enables the identification of two risk groups and facilitates the
recognition of common challenges faced by these countries.
Cluster 1 is composed essentially of countries in Africa and in
Arabian Peninsula like Chad, Yemen, Syria, and Afghanistan.
These countries have high rates of non-enrollment but tend
to be closer to those of clusters 0 and 2 17. However, their
financing needs are still significant. And as a result, these
countries where the action is necessary are also different from
those of cluster 2 19. We note that these countries experienced
civil wars starting in the 2000. In these countries, schooling
is compulsory until the age of 14 on average. After this
age, children work under challenging circumstances, which
explains the low unemployment rates and the high rates of
non-enrollment among adolescents.

Cluster 2 countries have the highest out-of-school rates
with high financing needs 17 19. Nevertheless, they also have
the lowest unemployment rates for all age groups. Wealth is
still evenly distributed. Therefore, these countries require spe-
cial attention. Among them are Zimbabwe, Papua New Guinea,
Somalia, Morocco, Kenya, India, and Suriname. These nations
are former colonies and must now adapt to independence. They
display high rates of inequality in access to education due to
different social systems (castes in India, urban vs rural children
in Somalia or Zimbabwe, etc.) In most of these countries,
schooling is not a free choice, which does not give equal access
to all. These countries are also marked by numerous conflicts
(Papua New Guinea, Somalia), where children are enrolled
very early in the armed conflict. Finally, there are significant
disparities in access based on gender. Girls are more likely to
be sold, mutilated, or forced into marriage. Therefore, it would
seem that accompanying measures are the most effective.
Indeed, the countries in question are developing countries that
find themselves having to manage their independence acquired
some 40 years ago. The years of colonization did not prepare
them to handle their economy in a way that would have
allowed them to know where to invest their funds. These
are resource-rich countries that need guidance and human
assistance to progress.

V. CONCLUSION

Our statistical analysis and utilization of machine learning
have highlighted the complexity of the global education prob-
lem, calling for a comprehensive approach from organizations
tasked with improving access to education. It is crucial for
countries facing conflicts, whether civil or otherwise, to put an
end to these situations in order to restore and uphold children’s
rights to education.

Furthermore, we have identified inequalities in access to
education, particularly based on gender and geographic origin
of children. For instance, children living in war-torn areas face
significant barriers to education. As we continue our research,
it would be interesting to expand our model to encompass
other factors beyond just the economy and education. While
we utilized economic and educational variables, our findings
were enriched by in-depth field studies, enabling us to better
understand countries grappling with education issues and the
underlying economic causes.

This project carries significant implications for organiza-
tions such as the Council of Europe, UNICEF, and UNESCO,
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which are committed to promoting education for all worldwide.
Governments of individual countries can also find valuable
guidance for enhancing access to education within their own
borders.

In conclusion, our research underscores the need for con-
crete policies and actions to improve access to education in
countries with the lowest levels of access. By combining data-
driven approaches with on-the-ground studies, we can make
meaningful contributions toward the shared goal of quality
education for all children worldwide.

For future work, it would be valuable to further explore the
impact of social and cultural factors on access to education.
By incorporating these additional variables into our model, we
could gain a deeper understanding of the specific challenges
faced by certain demographic groups or regions (especially
war-torn countries).

Additionally, it would be beneficial to examine technology-
based solutions for enhancing access to education. Leverag-
ing technology can help overcome geographical barriers and
provide educational resources to remote or underdeveloped
regions. Studies on the effectiveness and acceptance of these
technological solutions in different contexts could be con-
ducted.

Lastly, it would be relevant to investigate the long-term im-
pact of improving access to education on a country’s economic
and social development. By evaluating medium and long-term
outcomes, we could gain a better understanding of the benefits
and ripple effects of investment in education.

These future endeavors could contribute to strengthening
our understanding of access to education and inform policies
and actions aimed at promoting inclusive and quality education
for all.
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Abstract—Arabic Text Classification (ATC) is a crucial step
for various Natural Language Processing (NLP) applications.
It emerged as a response to the exponential growth of online
content like social posts and review comments. In this study,
preprocessing techniques and representation models are used to
evaluate the effectiveness of ATC using Machine Learning (ML).
Generally, the ATC operation depends on various factors, such
as stemming in preprocessing, feature extraction and selection,
and the nature of the dataset. To enhance the overall classifi-
cation performance, preprocessing methodologies are primarily
employed to transform each Arabic term into its root form and
reduce the dimensionality of representation. In the representation
of Arabic text, feature extraction and selection processes are
imperative, as they significantly enhance the performance of
ATC. This study implements the chosen classifiers using various
feature selection algorithms. The comprehensive assessment of
classification outcomes is conducted by comparing various classi-
fiers, including Multinomial Naive Bayes (MNB), Bernoulli Naive
Bayes (BNB), Stochastic Gradient Descent (SGD), Support Vector
Classifier (SVC), Logistic Regression (LR), and linear Support
Vector Classifier (LSVC). These ML classifiers are assessed
utilizing short and long Arabic text benchmark datasets called
BBC Arabic corpus and the COVID-19 dataset. The assessment
findings indicate that the efficacy of classification is significantly
influenced by the preprocessing methods, representation model,
classification algorithm, and the datasets’ characteristics. In most
cases, the SGDC and LSVC have consistently surpassed other
classifiers for the datasets under consideration when significant
features are chosen.

Keywords—Arabic Text Classification (ATC); Text Mining
(TM); Machine Learning (ML); preprocessing methods; represen-
tation models; Feature Extraction (FE); Feature Selection (FS)

I. INTRODUCTION

Text Mining (TM), i.e., knowledge discovery, which entails
extracting meaningful information from text, has gained sig-
nificant attention in recent years. With the exponentially gener-
ated textual data on many social media sites, understanding and
analyzing text data become increasingly complex [1]. TM is a
discipline that requests the support of other scientific subjects

*Corresponding authors

such as statistics, machine learning (ML), natural language
processing (NLP), and linear algebra [2].

One of the vital topics in TM is text classification (TC),
i.e., categorization, which is a challenging computational task
in the TM field [3]. TC has become a big data problem as
textual data’s volume, variety, and velocity increase rapidly.
Furthermore, only a few models and tools can help understand
and classify Arabic Text (AT). Therefore, it is compulsory to
design efficient models to address AT’s challenges and support
decision-makers in making the right decisions in many real-
life domains such as healthcare, economics, social media, and
financial markets [4].

Over 477 million people speak Arabic as their first lan-
guage. Furthermore, a significant percentage speak Arabic as
a second language [5]. Arabic is the official language in 22
nations and the original script for Persian and Urdu [6]. The
Arabic language consists of 29 letters written from right to left.
The Arabic language distinguishes itself by position-dependent
letter forms and shapes [7]. Arabic, unlike other languages, is
founded on roots, which contributes to its complexity. Aside
from that, Arabic is divided into three formats: Classical
Arabic (CA), Modern Standard Arabic (MSA), and Dialec-
tal Arabic (DA). Other AT-related issues include phonology,
orthography, and morphology. So, working with AT is more
complicated than other languages, such as English [7]. Thus,
there is an urgent need to handle Arabic Text Classification
(ATC).

Arabic Text Classification starts with preprocessing to
make the text ready for further processing. Then, a group of
representation learning methods are applied. They make the
text understandable by machines and automatically find the
patterns that will help to discriminate classes and achieve a
classification task [2]. Once the representation for a given text
collection is created, an optimal set of features is required.
Therefore, Feature Extraction (FE) and Feature Selection (FS)
techniques must be applied to extract and select the best fea-
tures to decrease the dimension of the representation process.
Subsequently, the classifier is trained to learn the pattern in
the training phase (offline learning) and classify the text into
different classes in the testing phase (online learning) [8].
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Text Classification (TC) is a process in which the system
will assign a suitable label for each test document based on
recognizing what has already been learned from the training
phase [9]. The complexity of textual data made classification
a challenging task. Therefore, over the past few decades, TC
have been extensively researched and addressed in different ap-
plications such as mail spam filtering, document classification,
web searching, and web page classification. However, today’s
TC information has become challenging and more significant,
mainly with detection tasks such as hate speech and rumours
detection, especially in the Arabic language [10].

This study examines the influence of preprocessing tech-
niques and representation models on Arabic text classification,
where six ML-based classifiers are utilized for the classifi-
cation task. Therefore, this research allows developers in the
profession to choose a powerful ML-based approach for robust
ATC applications. The primary contributions of this study are
outlined as follows:

• We investigate the effect of preprocessing, representa-
tion and feature selection techniques on Arabic Text
Classification (ATC).

• We employ and evaluate many classification models
with various preprocessing algorithms to ascertain
their efficacy in ATC.

• We demonstrate the efficacy of preprocessing and
representation methods; all ML-based classifiers are
assessed using two benchmark datasets for Arabic text,
specifically BBC Arabic and COVID-19.

• We verify the effectiveness of both long and short
Arabic text datasets for ATC tasks.

The rest of this article is presented in the following manner.
Section II explains preliminaries essential to comprehend the
context of the work. Section III exposes some literature review
on preprocessing and representation for ATC. Section IV
demonstrates the proposed model of ATC strategy. SectionV
explores experimental results, examines a comparative analy-
sis, and deliberates on the outcomes of the experiments. The
conclusion of this work is presented in Section VII.

II. PRELIMINARIES

A. Natural Language Processing (NLP)

It is an important aspect of Artificial Intelligence (AI). It
allows programs and machines to analyze and understand hu-
man language, allowing them to carry out repetitious exercises
without human intervention. Several domains have developed
the basics of NLP, such as artificial intelligence, computer
and information sciences, linguistics, electronic and electrical
engineering, robotics, math, and psychology. Appliances can
analyze and learn human language through a technique known
as NLP [11]. NLP-based techniques manipulate a substan-
tial portion of data to fetch valuable information/knowledge.
Therefore, various data mining and machine learning strategies
are used. Thus, text pre-processing should be involved to pre-
pare the text for other processing, e.g., representation features
engineering that is mandated to extract features and hand it
to ML techniques [12]. For example, pre-processing could
incorporate text tokenization and stop-word removal. Recently,

Arabic NLP has emerged as a nascent research domain. It
encompasses the evolution of approaches and tools using the
Arabic language. However, it faces multiple complex concerns
associated with the form and nature of the Arabic language.

B. Machine Learning (ML) Algorithms

ML is integrated into various areas, including healthcare
[13], hardware design [14] [15], quality control [16], and NLP
[12], with this study focusing on the latter. Information is
a systematic collection of discrete facts that suppresses the
complete range of typical patterns. The primary purpose of
machines is to find rituals that remind them of a specific
occasion. If the system recognizes these patterns, machine
learning has occurred. The authors of [17] stated that advances
in machine learning, particularly deep learning, allow us to
develop algorithms that utilize real-world data to produce
conclusions that look subjective. There are several approaches
for preparing text for subsequent processing, as demonstrated
in Section IV-C. Text tokenization, also known as text segmen-
tation or linguistic analysis, divides the text into smaller units
called tokens, which can be words, characters, or subwords.
The most typical method of creating tokens is based on space.
Articles (e.g., a, an, the), conjunctions (e.g., and, but, if),
and prepositions (e.g., in, at, on) [18] are stop words that do
not communicate a clear meaning. As a result, they must be
removed. In ML, features are numerical properties. However,
in certain cases, such as sentiment analysis, the data may not
include numerical qualities. Thus, many forms of features (e.g.,
word and character) are translated into numerical features,
and selecting from them to make ML operate adequately is
referred to as feature engineering (feature selection and feature
extraction).

C. Text Classification

The number of available complex text documents and the
size of the text have just grown exponentially. This mandates a
more profound understanding of machine learning techniques
to accurately categorize texts in various applications. ML
models achieve successful results in NLP since they rely on
their ability to comprehend complicated prototypes and non-
linear associations within data.

The authors of [19] evaluated the effect of the preprocess-
ing schemes on classification success, considering e-mail and
news domains, for Turkish and English. They discovered that
selecting suitable combinations of preprocessing tasks, rather
than including or excluding them all, may supply substantial
enhancement in classification accuracy depending on the target
domain and language. The authors of [20] discussed a short
recap of text classification algorithms including text feature
extractions, dimensionality compaction techniques, existing
algorithms, and evaluation methods. The authors of [21] in-
dicated that DL–based models have exceeded classical ML-
based techniques in different text classification studies. They
introduced an exhaustive study of more than 150 DL–based
models for text classification and examined their technical
contributions, similarities, and strengths.

D. Evaluation Metrics

The efficiency of the proposed models is assessed in terms
of accuracy, precision, recall, and F1-Score. As presented in
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Eq. 1, accuracy represents the number of correctly categorized
data instances over the whole number of data samples. For an
unbalanced dataset, the positive and negative classes have a
diverse number of samples. Thus, the accuracy is not appro-
priate for assessing the model and other metrics are required.
Precision, i.e., positive predictive value, describes how many
of the precisely foreseen cases were positive. As represented
in Eq. 2, it should be 1 for an ideal classifier where FP is zero.
Recall, i.e., sensitivity or true positive rate, is represented in
Eq. 3.

Recall for a label is represented as the number of true
positives divided by the total number of confirmed positives.
For an excellent classifier, recall should be 1 where FN is
zero. For a perfect classifier, both precision and recall are 1.
F1-score is a measure that relies on both precision and recall
as represented in Eq. 4. F1-score is 1 when both precision and
recall are 1. So, the F1-score is the harmonic mean of precision
and recall and it is a more reasonable measure than accuracy
[22].

Accuracy =
TP + TN

TP + TN + FP + FN
(1)

Precision =
TP

TP + FP
(2)

Recall/Sensitivity =
TP

TP + FN
(3)

F1 Score = 2× Precision×Recall

Precision+Recall
(4)

The above equations can be used with only the binary
classification problem. For Multi-Class, the earlier formulas
for Precision and Recall might not seamlessly apply. We have
to calculate the per-class values of precision, recall, and F1
score, where we have seven classes for the BBC dataset and
three classes for the COVID-19 dataset. However, rather than
having multiple per-class precision, recall, and F1-score, it
would be more suitable to average them to get a single number
to represent overall performance. For that, we will use macro
average and weighted average.

Macro averaging is the most direct among the considerable
averaging methods. The macro-averaged of a specific score
is calculated by taking the arithmetic mean of all the per-
class scores. Thus, treats all classes equally regardless of
their support values. Support indicates the number of real
occurrences of the class in the dataset. For example, the BBC
dataset contains 2,356 documents of class Middle East News
while containing only 49 documents of class International
Press. The weighted-average of a specific metric, e.g., F1-
score, is computed by considering the mean of all per-class F1
scores while taking each class’s support. The weight indicates
the proportion of each class’s contribution comparable to the
sum of all support values.

III. LITERATURE REVIEW

This section emphasizes related works on preprocessing
and representation in Arabic text classification using ma-
chine learning classifiers. The first step in developing ATCs
is preprocessing, which includes cleaning text, simplifying
computations, and preparing the dataset for further processing
[10] [23]. Text preprocessing is essential for preparing it for
representation, given that text data is inherently unorganized.
Such unstructured text is not amenable to subsequent analysis
without a pre-established data model. As a result, specialized
preprocessing techniques are necessary to condition the text
for further use. Reducing the size of the text and removing
extraneous elements could either enhance or detract from its
performance [24]. As a second step, converting unstructured
text into structured data is called the representation pro-
cess since machines can only process structured information,
whereas AT is unstructured [9] [2].

Reducing the dimensionality of the data is not a compul-
sory step in ATC but it’s often essential. This is due to the
enormous number of text features that can generate large and
sparse matrices that adversely affect the efficiency of ATCs.
Some of these features may add noise, making it difficult
to classify different categories accurately. Various methods
can be used at this stage, such as Feature Extraction (FE),
Feature Selection (FS), and Principal Component Analysis
(PCA), among other multivariate techniques that improve per-
formance. Dimensionality can also be lowered in preprocessing
through approaches like stemming and lemmatization. It’s
worth noting that many scholars have used Term Frequency-
Inverse Document Frequency (TF-IDF) and Bag-of-Words
(BoW) methods, which have three main drawbacks: they create
sparse matrices, lose the sequence of words, and neglect
semantic context. Thus, leading to identical representations
for different sentences. To overcome these constraints, various
feature selection methods like Information Gain (IG), Mutual
Information (MI), and Chi-square (CHI) have been suggested
to identify the best features and reduce dimensionality [10]
[25].

IV. PROPOSED METHODOLOGY

Fig. 1 introduces an Arabic text classification framework
using varied preprocessing and representation methods like
BoW and TF-IDF. Diverse classifiers are applied, including
Multinomial NB, Bernoulli NB, LR, Stochastic Gradient De-
scent (SGD) Classifier, SVC, and Linear SVC. The study’s
outcomes highlight the impact of these techniques on en-
hancing ATC system performance. As depicted in Fig. 1,
the system’s workflow involves pre-processing, representation,
feature selection, and classification algorithms. Initial steps
include stop word removal, normalization, and stemming to
reduce dimensions. The resulting text undergoes TF-IDF and
BoW processes, producing a matrix as input. Machine learning
employs this matrix, where the data is divided into 80% for
training and 20% for testing.

A. The Proposed Architecture

The proposed method is divided into four phases. In the
first stage, dataset preparation and splitting are carried out.
In these data, preprocessing steps, such as normalization,
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Fig. 1. Schematic representation of the proposed method.

scaling, and missing values handling, are applied to ensure
the data can be used for machine learning. Representation is
the second phase, where raw data is transformed into a format
that ML algorithms can process. Then, classification, several
classifiers are used to categorize text into one or more different
classes. Finally, assessment metrics are used to examine the
performance and efficacy of a statistical or machine-learning
model using quantitative measurements. Fig. 1 depicts the
suggested method’s design.

B. DataSet

We selected two Arabic datasets, BBC Arabic and COVID-
19, to experimentally evaluate six classifiers based on prepro-
cessing and representation. Performance metrics are analyzed
to assess classifier effectiveness [26]. The Arabic BBC corpus
dataset comprises 4,763 Arabic documents classified into seven
classes. Document distribution per class is Middle East News
(2,356), world news (1,489), business and economics (296),
sports (219), international press (49), science and technology
(232), and art and culture (122) [26]. The corpus contains
around 1.8 million words and 106,733 distinct keywords,
summarised in Table I. Arabic comments related to COVID-
19 are classified using an additional dataset of short texts.
These comments are analyzed, and the data distribution of this
COVID-19 dataset is presented in Table II which summarizes
the details of each benchmark dataset. These datasets belong
to two applications (long text and short text). We divided each
dataset into training and validation test sets with a ratio of 80%
and 20%, according to the Pareto principle [27].

TABLE I. BBC DATASET DISTRIBUTION

No. Class Type No. of Documents
1 Middle East News 2,356
2 Science and Technology 232
3 International Press 49
4 Art and Culture 122
5 Sports 219
6 Business and Economy 296
7 World News 1,489

TABLE II. COVID-19 DATASET DISTRIBUTION

No. Class Type No. of Documents
1 Positive 7,962
2 Negative 635
3 Natural 1,391

C. Preprocessing

Preprocessing involves transforming raw data into a suit-
able input format for ML models. It qualifies text by converting
it into a convenient form for document classification, reducing
complexity. This phase removes non-significant characters,
stop words, and punctuation in Arabic text. Preprocessing steps
include tokenization, normalization, stop word removal, and
stemming.

1) Tokenization: Tokenization involves breaking text into
tokens and converting words into numbers. The acquired
segments can be single items (1-gram) or a sequence of n
words (n-gram). In Arabic, sentences are divided using signals
like commas, quotes, and spaces. Tokens can be individual
words, irrespective of meaning or relationships

2) Normalization: Normalization involves converting text
letters to a canonical form or removing diacritics, such as
changing �

è
�
H ��ë [23].

3) Stop Word Elimination: For a work that targets Arabic
text, the first pre-processing step is the elimination of non-
Arabic text. Thus, a whitespace character is used instead
of each non-Arabic character. Then, we deduct stopwords,
which occur often in the text and are insignificant for text
classification, e.g., ñë , ð


@ ,

	
Y
	
JÓ , úÎ« , ¼A

	
Jë. A list of the

most often used Arabic stop words is accessible at [18].
Stopwords account for around 20%-30% of a document’s
exhaustive words. These terms can be deleted since they are
repetitive [28]. The basic approach for extracting stopwords
is static, meaning it uses a pre-filled list of all words that
are semantically irrelevant to a specific language. For the
dynamic approach, stopwords are recognized online rather than
previously established, and attributes are given depending on
their relevance. In this effort, analogous to the removal of
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stopwords, we removed punctuation and numerals from the
Arabic text.

4) Stemming: Stemming involves removing prefixes, suf-
fixes, and definite articles from words to reach their root form.
This process, like root, light, and hybrid stemming, aims to
simplify words for analysis. As in the shown example, the
words in the sentence are given in their root form.

D. Text Representation/Feature Engineering

Text representation involves transforming unstructured text
into manageable forms. Various text feature representation
methods exist, each with distinct traits. The initial dataset
includes a group of documents with many classes as expressed
in Eq. 5. The frequency (TF) representation technique is the
average occurrence within a specific topic divided by the
occurrence rate.

AD = d1, d2, d3, ......, dn (5)

tf(t, d) =
fd(t)

Maxw∈d fd(w)
(6)

idf(t,D) = Ln[
|D|

|{d ∈ D; t ∈ d}|
] (7)

tf − idf(t, d,D) = tf(t, d).idf(t,D) (8)

Where fd(t)is the rate of the term ’t’ in the document ’d’,
and ’w’ is a set of words in the document ’d’ while ’D’ is
the corpus of documents. The TF-IDF model combines Term
Frequency (TF) with Inverse Document Frequency (IDF) to
measure the importance of a term in a document relative to a
corpus. IDF indicates how common or rare a term is across all
documents and is calculated using a logarithmic formula, as
shown in Eq. 7. The final TF-IDF model is presented in Eq.
8.

In Text Classification (TC), representation and feature
extraction processes often lead to many terms, causing issues
like the “curse of dimensionality” This is due to the inherent
characteristics of textual data, like noise, redundancy, and
sparseness. To address this, selecting an efficient Feature Selec-
tion (FS) technique is crucial. The Chi-Square (C.H.I.) method
is commonly used to choose relevant features in various works.

E. Arabic Text Classification

TC is the task of deciding whether a piece of text belongs
to prescribed classes based on understanding and discrimi-
nating the pattern of the text [29]. It is a significant task
involved in the TC system [3] [30]. TC is one of the most
challenging computational tasks in the ML community. Only
a few researchers worked in ATC, and numerous classifier
learning algorithms have been used, such as Naive Bayes (NB)
[31], Support Vector Machine (SVM) [4] and Artificial Neural
Network (ANN) [32].

1) Bag of Words (BoW): BoW is a textual presentation
style suitable for classification models in which the text is
treated as a collection of words, regardless of syntax. BoW
shows whether or not a certain word occurs in the document,
with no regard for word order. The performance of the various
ML algorithms we developed using BoW was unsatisfactory
owing to the loss of semantic and syntactic information
between phrases. To boost performance, we used different
representation schemes that can accept semantic and syntactic
differences.

2) Term Frequency—Inverse Document Frequency
(TFIDF): Term Frequency (TF) is a popular textual
presentation approach that is equivalent to the BoW technique.
The term’s recurrence in a given text is what determines TF,
whereas its existence determines BoW. Eq. 9 represents the
frequency of any word in the supplied document. However,
typical terms included in all documents, such as articles,
conjunctions, and prepositions, receive a low rating since
they add little to the content. Thus, we employ Inverse
Document Frequency (IDF) to reduce the value of terms that
appear frequently in the document collection while increasing
the significance of phrases that appear infrequently. IDF is
consistent across corpora and determines the proportion of
papers that have a certain phrase. Eq. 10 describes how it is
assessed. TF-IDF is a statistical criterion for determining how
closely a phrase is associated with a document in a collection
of manuscripts, known as a corpus. TF-IDF is calculated by
multiplying TF and IDF. TFIDF is a straightforward technique
to text categorization. Thus, the TF-IDF is created during
model training and subsequently applied to the test set.

TF =
Number of times a term appear in the document

Total number of terms in the document
(9)

IDF = Log10
Total number of Documents

Number of documents that includes the term
(10)

F. Building of Classification Models (Learning)

1) Multinomial Naive Bayes (MNB): The naive Bayes
classifier is based on Bayes Theorem, which operates on condi-
tional probability. The conditional probability is the likelihood
that something will happen if something else has already
happened [15]. Eq. 11 provides the formula for computing
conditional probability, with A representing the hypothesis and
B representing the evidence.

P (A|B) =
P (B|A)× P (A)

P (B)
(11)

NB computes numerous model parameters for a given set
of labeled training data, including the likelihood of each class
label happening. Then, estimate the class for each set of test
data based on its chance of being assigned to different classes.
The expected class is determined by the largest likelihood [33].
Multinomial Naive Bayes (MNB) is a prominent supervised
learning classification approach used to analyze categorical text
data. It is a probabilistic learning strategy that is widely used
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in natural language processing (NLP). To anticipate a text’s
tag, the algorithm applies the Bayes principle. It calculates the
likelihood of each tag for a given sample and presents the tag
with the highest probability as output.

2) Bernoulli Naive Bayes (BNB): It is a subset of the Naive
Bayes Algorithm that is used to classify binary features such as
‘1’ or ‘0’ that are independent of one another. Bernoulli Naive
Bayes is used to identify spam, classify text, do sentiment
analysis, and determine whether a given word occurs in a
document. Eq. 12 expresses the decision rule of Bernoulli NB,
where P (xi|y) is the conditional probability of xi happening
if y has occurred, i is the event, and xi has a binary value of
0 or 1.

P (xi|y) = P (xi = 1|y)xi + (1− P (xi = 1|y))(1− xi) (12)

3) Stochastic Gradient Descent (SGD): Gradient descent is
an optimization approach for training machine learning models
and neural networks. The training data allows these models
to learn over time, and the cost function in gradient descent
quantifies accuracy with each parameter update, i.e., direction
and learning rate. The model will keep modifying its param-
eters to get the minimal feasible error. Stochastic gradient
descent (SGD) handles one training epoch per example and
changes its parameters one at a time. SGDs are easy to retain in
memory since they only require one training sample. Its regular
updates assist in avoiding the local minimum and discovering
the global one.

4) Support Vector Classifier (SVC): It is a specific imple-
mentation of the Support Vector Machine (SVM) algorithm de-
veloped for classification. It aims to discover the n-dimensional
hyperplanes that sufficiently divide the data instances into
various types.

5) Logistic Regression (LR): Regression modeling is a
well-known and reliable statistical approach for analyzing and
describing the relationship between a dependent variable and
a group of independent predictors. Logistic regression is a
specific case in regression modeling in which the result is
binary. A logistic function, also known as a sigmoid function,
may be used to explain logistic regression. This function
receives any actual input x and returns a probability value
between 0 and 1 as defined in Eq. 13.

f(x) =
1

1 + e−x
(13)

6) Linear Support Vector Classifier (LSVC): The Linear
Support Vector Classifier (SVC) approach uses a linear kernel
function to complete classification and it is more suitable than
SVC for large datasets.

V. EXPERIMENTAL RESULTS AND COMPARATIVE
ANALYSIS

The machine learning algorithms have been implemented
using Python version 3.8.0 in the Anaconda environment,
specifically within the Jupyter Notebook. Python machine-
learning libraries such as NLTK, pandas, and sci-kit-learn
are utilized to evaluate the proposed methods’ performance.
The findings and discussions related to the various methods
employed are delineated in the following sections. We used the

sci-kit-learn library, which contains ML algorithms for the ex-
perimentation. To evaluate the effect of the preprocessing and
representation on classification, we conducted several experi-
ments on the BBC Arabic dataset and COVID-19 and analyzed
the performance results of various classifiers. Additionally, the
proposed is evaluated using classifications generated from the
baseline model. We summarise all experimental results and
compare the proposed method with other methods.

In general, the works provide a comprehensive summary
of the performance results for two datasets with preprocessing
and without feature selection and vice versa, allowing for
comparing different transformation methods based on various
evaluation metrics. We found that pre-processing, represen-
tation of AT, and feature engineering techniques played an
essential role in enhancing the performance of ATC. In the
beginning, pre-processing can affect ATC’s performance. In
addition, there were other techniques of representation, such
as BoW and TF-IDF, which have some drawbacks, like missing
the order of the words and losing the meaning of the words.
Pre-processing techniques, such as stop word removal, can
be used to reduce the dimension, but in some cases, pre-
processing can positively or negatively affect the performance.
Finally, we know accuracy is insufficient to evaluate ATCs, so
we extend our investigation using different evaluation metrics.
We summarise our findings in the conclusion section after the
results and discussions.

A. Results on COVID-19 Dataset

This section discusses the experimental result of the
COVID-19 dataset. It evaluates the model’s performance and
studies its effects on ATC regarding Accuracy (ACC), Preci-
sion (PR), Recall (RE), and F1-score. We discuss and evaluate
the experimental result based on different methods.

First, we applied six classification algorithms on the
COVID-19 dataset for ATC without pre-processing and with-
out feature selection. Table III shows the evaluation metrics for
this scenario, where the accuracy ranges from 81% to 83%.
Regarding the macro metrics, the precision ranges from 52%
to 69% while the recall ranges from 34% to 53%. F1-score
ranges from 31% to 57%. Generally, the weighted metrics
show a better performance since the contribution of each class
is considered where the precision ranges from 75% to 80%
while the recall ranges from 81% to 83%. Weighted F1-score
ranges from 73% to 80%. Generally, SGDC and LSVC have
the best performance among the used classifiers.

TABLE III. EVALUATION METRICS FOR COVID-19 DATASET WITHOUT
PREPROCESSING AND WITHOUT FEATURE SELECTION

Transformation
Method Acc Macro Weighted

PR RE F1-score PR RE F1-score
NBC 81 52 34 31 75 81 73

BNBC 81 52 34 31 75 81 73
LRC 82 69 43 47 79 82 78

SGDC 83 68 51 55 80 83 80
SVC 82 67 42 45 78 82 77

LSVC 82 66 53 57 80 82 80

Table IV shows the evaluation metrics for classification
algorithms on the COVID-19 dataset with pre-processing but
without feature selection. The LSVC has the highest accuracy
of 83%. The NBC and BNBC have the lowest accuracy of
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81%. Also, they have the lowest metrics with a precision of
52%, recall of 34%, and F1-Score of 31% for macro metrics.
Their weighted metrics are minimal, i.e., precision, recall, and
F1-Score are 75%, 81%, and 73%, respectively. The LSCV
almost achieves the best performance indicated by both macro
and weighted metrics.

TABLE IV. EVALUATION METRICS FOR COVID-19 DATASET WITH
PREPROCESSING AND WITHOUT FEATURE SELECTION

Transformation
Method Acc Macro Weighted

PR RE F1-score PR RE F1-score
NBC 81 52 34 31 75 81 73

BNBC 81 52 34 31 75 81 73
LRC 82 70 43 47 79 82 77

SGDC 82 68 50 55 80 82 80
SVC 82 67 42 45 78 82 77

LSVC 83 67 52 57 80 83 81

As shown in Table V, five classifiers have an 82% accuracy
when the COVID-19 dataset is evaluated without preprocessing
but with feature selection. Regarding the macro metrics, the
precision ranges from 59% to 77% while the recall ranges
from 23% to 52%. F1-score ranges from 35% to 54%. For the
weighted metrics, the precision ranges from 77% to 81% while
the recall is either 78% or 82%. Weighted F1-score ranges
from 74% to 78%. There is no single classifier that is the
best in most metrics, where the best classifiers are BNBC,
SGDC, and LSVC. As with the previous two scenarios, the
weighted metrics are higher than the macro ones because the
contribution/weight of each class is considered.

TABLE V. EVALUATION METRICS FOR COVID-19 DATASET WITHOUT
PREPROCESSING AND WITH FEATURE SELECTION

Transformation
Method Acc Macro Weighted

PR RE F1-score PR RE F1-score
NBC 82 74 23 35 79 82 74

BNBC 78 59 52 54 79 78 78
LRC 82 71 42 44 79 82 77

SGDC 82 77 41 43 81 82 76
SVC 82 60 45 48 77 82 77

LSVC 82 66 46 51 78 82 78

The last scenario is when the COVID-19 dataset is classi-
fied and the metrics evaluated with data preprocessing and with
feature selection as given in Table VI. The accuracy ranges
from 79% to 82%. Regarding the macro metrics, the precision
ranges from 55% to 81% while the recall ranges between 37%
and 52%. The minimum F1-score is 36% and the maximum
is 53%. When the metrics are evaluated with the weight of
classes, the precision ranges between 77% and 81% while
the recall is either 78% or 82%. The minimum F1-score is
74% and the maximum is 78%. The best classifiers are BNBC,
SGDC, and LSVC.

From the Tables III, IV, V, and VI we notice that the
weighted metrics are always better than the macro metrics.
Also, there is no specific classifier that is the best in the seven
metrics, i.e., accuracy, macro and weighted (precision, recall,
and F1-score). In most of the cases, SGDC and LSVC were
the best.

B. Results on BBC Dataset

We extended our experimentations in this section by study-
ing the performance of long ATC using the BBC dataset. The

TABLE VI. EVALUATION METRICS FOR COVID-19 DATASET WITH
PREPROCESSING AND WITH FEATURE SELECTION

Transformation
Method Acc Macro Weighted

PR RE F1-score PR RE F1-score
NBC 82 81 37 36 81 82 74

BNBC 79 55 52 53 77 79 78
LRC 82 78 39 41 80 82 76

SGDC 82 78 38 39 81 82 75
SVC 81 63 40 42 77 81 76

LSVC 82 68 42 45 79 82 77

study evaluates six classification algorithms on an extended
BBC Arabic dataset for Arabic text classification (ATC).

Table VII shows the evaluation metrics for the classification
of the BBC dataset for ATC without pre-processing and
without feature selection. The accuracy ranges from 68% to
93%, where the accuracy of SGDC is 93% and the accuracy
of LSVC is 92%. Regarding the macro metrics, the precision
ranges from 78% to 94% where SVC has the maximum
value and both SGDC and LSVC have a value of 93%. The
maximum recall is 89% while the minimum is 34%. The F1-
score ranges from 38% and 91% where the SGDC has the
maximum value while LSVC has a score of 90%. For the
weighted metrics, the SGDC has the best precision, recall, and
F1-score with a value of 93% for all of them, while LSVC has
a value of 92% for the three metrics. Thus, the best classifier
is the SGDC followed by LSVC while both NBC and BNBC
show the minimum metrics.

TABLE VII. EVALUATION METRICS FOR BBC DATASET WITHOUT
PREPROCESSING AND WITHOUT FEATURE SELECTION

Transformation
Method Acc Macro Weighted

PR RE F1-score PR RE F1-score
NBC 68 78 34 38 76 68 63

BNBC 68 78 34 38 76 68 63
LRC 86 80 62 68 86 86 85

SGDC 93 93 89 91 93 93 93
SVC 87 94 68 76 88 87 86

LSVC 92 93 88 90 92 92 92

The metrics for ATC for the BBC dataset with prepro-
cessing and without feature selection are shown in Table VIII.
There is a great similarity with the values reported in Table
VII. The best classifier is the SGDC followed by LSVC, while
both NBC and BNBC show the minimum metrics.

TABLE VIII. EVALUATION METRICS FOR BBC DATASET WITH
PREPROCESSING AND WITHOUT FEATURE SELECTION

Transformation
Method Acc Macro Weighted

PR RE F1-score PR RE F1-score
NBC 69 78 35 39 77 69 64

BNBC 69 78 35 39 77 69 64
LRC 86 80 61 67 86 86 85

SGDC 93 94 89 91 93 93 93
SVC 87 94 69 77 88 87 86

LSVC 92 93 88 90 92 92 92

The results of classification without preprocessing but with
feature selection are shown in Table IX. NBC has a minimal
accuracy of 57% while the SVC has a maximum accuracy
of 97%. Both BNBC and SGDC have an accuracy of 96%
while the LSVC has a 95% accuracy. For the metrics that are
evaluated at the macro level, the precision ranges from 50%
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to 96%, where both SGDC and LSVC have a value of 96%
and the SVC has a precision of 95%. The macro recall ranges
from 23% to 96%, while the F1-score is between 24% and
95%. The weighted precision ranges from 66% to 98%. The
SVC has the maximum precision while both BNBC and SGDC
have a precision of 96%. The weighted recall ranges from 57%
and 97%. Both BNBC and SGDC have a precision of 96%
and NBC has the minimal value. The range of the F1-score
is similar to the precision where the SVC has the maximum
of 97% followed by 96% for both BNBC and SGDC, while
NBC has the lowest F1-score. The worst classifier regarding all
metrics is NBC while the best classifier is the SVC, followed
by SGDC and LSVC.

TABLE IX. EVALUATION METRICS FOR BBC DATASET WITHOUT
PREPROCESSING AND WITH FEATURE SELECTION

Transformation
Method Acc Macro Weighted

PR RE F1-score PR RE F1-score
NBC 57 50 23 24 66 57 47

BNBC 96 94 88 88 96 96 96
LRC 71 78 42 48 78 71 67

SGDC 96 96 91 93 96 96 96
SVC 97 95 96 95 98 97 97

LSVC 95 96 89 92 95 95 95

The metrics for BBC dataset classification with preprocess-
ing and with feature selection are shown in Table X. Similar to
Table IX, the best classifier is SVC followed by SGDC, LSVC,
and BNBC. The minimal metrics are obtained by NBC.

We notice that without feature selection, as shown in Table
VII and VIII, the best classifier is SGDC followed by LSVC.
However, with feature selection, as shown in Table IX and X,
the best classifier is SVC followed by SGDC.

TABLE X. EVALUATION METRICS FOR BBC DATASET WITH
PREPROCESSING AND WITH FEATURE SELECTION

Transformation
Method Acc Macro Weighted

PR RE F1-score PR RE F1-score
NBC 49 07 14 09 24 49 32

BNBC 95 92 87 87 96 95 95
LRC 78 38 34 35 71 78 72

SGDC 96 97 89 92 96 96 96
SVC 98 96 96 96 99 98 98

LSVC 94 97 84 88 95 94 94

VI. DISCUSSION AND RESULTS

This section discusses the effectiveness of preprocessing
and feature selection on short and long Arabic Text clas-
sification. The authors of [34] evaluated representation and
preprocessing on a short text dataset and indicated that the
effectiveness of preprocessing is positive in the case with Bow
and negative in others with TFID. Still, LRC and SVC gen-
erally offered the best performance across most metrics. The
authors found that as the number of characteristics increased,
so did the execution time. In the meanwhile, the classifiers’
performance remains unchanged. After increasing the number
of characteristics from 7,000 to 10,000, all classifiers except
SVC maintained their accuracy.

The experimentation evaluates the performance of various
models on short data for ATC without any preprocessing or
feature selection. We observed under these conditions that

all models achieved accuracy scores between 81% and 83%.
Among them, LRC had the best macro accuracy, while LSVC
had the highest macro recall and F1-score. When weighted
criteria like precision, recall, and F1-Score were considered,
SGDC and LSVC emerged as standouts.

When introducing preprocessing, but still without feature
selection, LSVC consistently outperformed the other models
across almost all metrics. On the other hand, NBC and BNBC
demonstrated the lowest performance.

The experimental outcomes underscore that preprocessing
had mixed effects on model results while it improved per-
formance for some models, it hindered the performance of
others. LSVC and SGDC were the top-performing models
across various scenarios, while NBC and BNBC lagged. When
we continued our experimentation on the BBC dataset, in
the initial experiment, which focused on the dataset without
preprocessing and feature selection, the SGDc and LSVC
with TF-IDF were the top performers. Specifically, SGDc and
LSVC achieved the highest accuracy, with 93% and 92%,
respectively. In terms of macro-precision, both algorithms
scored 93%. For macro-recall and macro-F-score, the top
scores were 89% and 91%, respectively. In weighted metrics,
SGDC outperformed with 93% across all metrics, followed
closely by LSVC at 92%.

The subsequent experiment, which incorporated prepro-
cessing but left out feature selection, affirmed the superiority
of the SGDC and LSVC classifiers for the extended BBC
dataset. The third experiment did not involve preprocessing
while including feature selection. The SVC stood out by
almost securing the highest values. Notably, the NBC and
LRS underperformed compared to the others in this context.
The final experiment, including preprocessing and feature
selection, yielded comparable results to the third experiment.
The variations among metrics were minimal, between 1%
and 3%. SVC was a standout again. Many models performed
exceptionally well in weighted metrics, such as SGDC and
LSVC. However, as in the third experiment, NBC and LRC
lagged the rest.

In summary, when working with the BBC dataset for
Arabic text classification, the SGDC and LSVC consistently
demonstrate high performance, especially without preprocess-
ing and feature selection. However, with preprocessing and
feature selection, SVC tends to be the best performer, while
NBC and LRC trail behind their counterparts. The exper-
iment’s result demonstrated that the preprocessing and the
feature selection impact the text classification performance,
and the dataset type (short/long) also weighs heavily on the
performance.

VII. CONCLUSION

In categorizing Arabic text, a complete study investi-
gation was undertaken to demonstrate the usefulness of
pre-processing, feature extraction, feature selection, and the
dataset’s features. Numerous ML models have been introduced
to underscore the efficacy of diverse techniques in classifying
Arabic text. The study’s results indicate that many models
influence the accuracy of system performance in ATC. The
experimentation indicates that representation, encompassing
feature extraction and feature selection, is essential in ATC.
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Simultaneously, the preprocessing, classification algorithm and
the dataset’s characteristics influence the classification perfor-
mance’s efficacy. The findings clearly illustrate the benefits
of the feature representation method and its impact on text
classification efficacy. Based on the analysis presented in this
article, which is limited to two datasets, several outstanding
issues remain for future research, such as the absence of
benchmark datasets, the shortage of lexicons, and the chal-
lenge of identifying techniques that address the contextual
significance of ATC. The study highlights the effectiveness of
pre-processing and feature representation on text classification
performance. Challenges remain, like a lack of benchmark
datasets and context-aware techniques for ATC; opportunities
exist for enhancing tools like data augmentation and prepro-
cessing techniques, mainly stemming.
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Abstract—With the continual evolution of cybersecurity
threats, the development of effective intrusion detection systems
is increasingly crucial and challenging. This study tackles these
challenges by exploring imbalanced multiclass classification, a
common situation in network intrusion datasets mirroring real-
world scenarios. The paper aims to empirically assess the
performance of diverse classification algorithms in managing
imbalanced class distributions. Experiments were conducted us-
ing the UNSW-NB15 network intrusion detection benchmark
dataset, comprising ten highly imbalanced classes. The evaluation
includes basic, traditional algorithms like the Decision Tree, K-
Nearest Neighbor, and Gaussian Naive Bayes, as well as advanced
ensemble methods such as Gradient Boosted Decision Trees
(GraBoost) and AdaBoost. Our findings reveal that the Decision
Tree surpassed the Multi-Layer Perceptron, K-Nearest Neighbor,
and Naive Bayes in terms of overall F1-score. Furthermore,
thorough evaluations of nine tree-based ensemble algorithms were
performed, showcasing their varying efficacy. Bagging, Random
Forest, ExtraTrees, and XGBoost achieved the highest F1-scores.
However, in individual class analysis, XGBoost demonstrated
exceptional performance relative to the other algorithms. This
is confirmed by achieving the highest F1-scores in eight out of
the ten classes within the dataset. These results establish XGBoost
as a predominant method for handling multiclass imbalance
classification with Bagging being the closest feasible alternative,
as Bagging gains an almost similar accuracy and F1-score as
XGBoost.

Keywords—Multiclass imbalanced classification; ensemble al-
gorithm; network attack; UNSW-NB15 dataset; F1-score

I. INTRODUCTION

Following the COVID-19 pandemic, accelerated advance-
ments in information technology have reshaped organizational
operations, interpersonal interactions, and service delivery
methods. The Internet and cyber technology have facilitated a
highly interconnected global society, significantly influencing

almost every facet of the modern world. This revolutionizes
human lifestyles, transforms various industries, and promotes
global innovation. The shift towards remote work and virtual
platforms has surged, prompting the development of new tools
and technologies to accommodate these changes. Additionally,
the healthcare sector has experienced a growth in telemedicine
and digital health solutions, enabling remote patient consulta-
tions and monitoring. However, these advancements also in-
crease vulnerability to cybersecurity attacks, as cybercriminals
view the rapid expansion of IT applications, especially in e-
commerce, as lucrative targets. The European Union Agency
for Cybersecurity (ENISA) noted a notable rise in cybersecu-
rity incidents during the latter part of 2022 and the first half of
2023, as referenced in [1]. These developments underscore the
urgent need for effective, reliable, and robust defense systems
against such attacks. Concurrently, with the proliferation of AI,
machine learning and deep learning algorithms have emerged
as powerful tools for network security.

The effectiveness of machine learning and deep learning
models in detecting network attacks hinges on the quality and
relevance of the training data. Inadequate or irrelevant training
data can yield inaccurate or unreliable outcomes. Therefore, it
is essential to ensure the training data for these models is high-
quality and representative of actual network attack scenarios.
Typically, network traffic remains normal until a cyberattack or
network failure occurs, causing a deviation from usual patterns.
Machine learning and deep learning models are capable of
identifying and learning these anomalies, thereby precisely
detecting and classifying network attacks.

Consequently, most of the training data will consist of
normal network traffic. The abnormal network traffic dataset,
representing potential network attacks, includes various cate-
gories of network assaults. Rare or novel attack types might
have limited sample sizes, potentially smaller than those found
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in common attack types or normal traffic data. This leads
to a significant imbalance in class composition, potentially
introducing model bias, rendering predictions unreliable, and
hindering the detection of rare or new attacks. As noted by
[2], most network intrusion datasets are inherently multiclass
imbalanced, reflecting real-world conditions. In such datasets,
class distribution is uneven (as depicted in Fig. 1), with some
classes being minority and others majority.

𝑦

𝑥

Class 1 Class 2

Class 3

Class 4

Fig. 1. Example of multiclass imbalanced classification.

Imbalanced datasets can skew classifiers, biasing them
toward the majority class [3]. This presents a significant
challenge, as most classifiers are inherently designed for bal-
anced scenarios. One simplistic approach could be to exclude
minority classes with insufficiently sized samples from the
dataset. However, this could result in models that are outdated
with respect to the latest cyberattacks. We continuously update
and retrain these models with fresh data to enhance their
adaptability to evolving attack techniques and ensure sustained
effectiveness.

Addressing the imbalance often involves sampling so-
lutions. Techniques such as Random Oversampling [4] or
Synthetic Minority Oversampling Technique (SMOTE) [5]
augment infrequent cases, while methods like Random Un-
dersampling [6] or Tomek links [7] reduce redundancies in
the dataset by decreasing majority samples. Hybrid techniques
like SMOTEENN [8], which combine oversampling and un-
dersampling, and ROSE (Random OverSampling Examples)
[9], which create synthetic spaces between classes, are also
utilized. However, oversampling risks overfitting, and under-
sampling may lead to information loss. SMOTEENN and
ROSE, while versatile, are also prone to overfitting. Moreover,
the continually changing nature of new attacks complicates the
use of these methods, given the dynamic class distributions.
Thus, these methods can temporarily achieve balance but have
limitations in long-term applicability and robustness. Conse-
quently, this paper does not focus on sampling solutions but
rather on the inherent capabilities of classification algorithms
to address imbalanced class problems effectively.

While various machine learning approaches have been
proposed for network attack classification, a predominant focus
remains on enhancing overall accuracy—a metric poorly suited
for imbalanced multiclass datasets. Accuracy measures the
proportion of correct predictions made by the model, but
it fails to adequately represent minority classes, particularly
those with low sample sizes. An accuracy-centric model might
disregard minority classes, classifying all instances as the ma-
jority class, thereby achieving high overall accuracy but poor
detection of rare, yet critical, cases. This oversight necessitates

a more nuanced, class-specific evaluation. Additionally, there is
a notable research gap concerning the effectiveness of different
algorithms in addressing multiclass imbalances.

Therefore, this research has a dual focus. First, it seeks
to identify which conventional machine learning algorithms
are best suited for addressing the unique challenges of mul-
ticlass imbalanced classification, specifically in the context
of network attack classification. Second, it explores which
ensemble algorithms are most effective in these scenarios.
Following guidance from [10], potential solutions include sam-
pling techniques, ensemble methods, cost-sensitive learning,
and deep learning methods. This paper, however, concentrates
on the application of ensemble approaches to manage im-
balanced data scenarios. We compare and experiment with
a range of machine learning algorithms, from simpler ones
like decision trees and K-nearest neighbors to more complex
ensemble algorithms such as Gradient Boosted Decision Trees
(GraBoost) and AdaBoost. The objective is to ascertain the
most effective algorithm for addressing the complexities of
imbalanced datasets in network intrusion detection.

The experimental evaluation utilizes the publicly avail-
able UNSW-NB15 dataset [11], characterized by a highly
imbalanced class distribution. Initial experiments compared the
performance of a single Decision Tree (DT) against instance-
based methods like K-Nearest Neighbor (KNN), function-
based models including Multilayer Perceptron (MLP), and
Bayesian-based approaches exemplified by Naive Bayes (NB).

Despite the initial success of the Decision Tree, there is a
need for more precision, particularly in identifying tree-based
ensemble algorithms that excel in multiclass imbalance classi-
fication. This research thus focuses on discovering the most ef-
fective tree-based ensemble algorithms for managing the chal-
lenges posed by imbalanced multiclass datasets. In addition to
a single Decision Tree, we conducted experiments comparing
nine tree-based ensemble learning algorithms: Bagging with
a Decision Tree as the base classifier, Random Forest (RF),
Extremely Randomized Trees (ExtraTree), Adaptive Boosting
(AdaBoost), Gradient Boosting (GraBoost), Histogram-based
Gradient Boosting (HistGraBoost), Extreme Gradient Boosting
(XGBoost), Light Gradient Boosting Machine (LightGBM),
and Categorical Gradient Boosting (CatBoost).

To summarize, the paper’s primary contributions are as
follows. First, preliminary results indicate the superiority of
the Decision Tree over other traditional machine learning
algorithms. Second, XGBoost has been determined as the
optimal tree-based ensemble method for multi-class imbal-
anced classification with Bagging being the closest feasible
alternative. Third, this paper offers practitioners a powerful ap-
proach to address the issues often encountered with imbalanced
multi-class datasets effectively. Consequently, this improves
the overall efficacy of cybersecurity protocols.

The structure of this paper is as follows. Section II explains
the related work. Section II describes the methodology. Section
IV illustrates the dataset, algorithms and performance metrics
used in this research, while Section V describes results of
the algorithms. Finally, in Section VI the conclusions and the
future works are being discuss.
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II. LITERATURE REVIEW

Network attack detection datasets are often multiclass
imbalanced [2]. Nevertheless, despite this observed pattern,
many research efforts continue to pay attention to tackling the
issue of imbalanced classification problems. Typical solutions
to dealing with imbalanced dataset issues include utilising sam-
pling approaches [12], [13]. The first sampling approach is to
apply the oversampling technique to address the imbalance in
minority classes. Random Over-sampling involves the random
duplication of cases from the minority class [4]. SMOTE [5],
which stands for Synthetic Minority Over-sampling Technique,
is a method used to create synthetic samples comparable to
the minority data cluster. The second sampling approach is by
under-sampling majority classes. For example, the Random
Under-sampling [6] randomly removes the majority of class
examples, and Tomek links [7] work by removing overlap
between class sample distributions. Finally, hybrid/ensemble
sampling refers to a technique that combines multiple sampling
methods or models to improve the accuracy and reliability
of the sampling process. For instance, SMOTEENN [8] is a
technique that combines SMOTE over-sampling with edited
closest neighbour under-sampling. ROSE(Random OverSam-
pling Examples) sampling [9] generates smooth distributions
by creating synthetic spaces between minority and majority
examples.

Nevertheless, the deliberate process of oversampling mi-
nority classes can lead to over fitting of the model due to the
replication and noise. On the contrary, by undersampling the
majority classes, there is a risk of losing valuable information
crucial for precise classification. Hybrid or ensemble sampling
techniques, such as SMOTEEN and Rose sampling, prove
helpful in generating more balanced sample distributions.
However, class distribution patterns in complex real-world
contexts are rarely uniform or evenly distributed. In addition,
they inherit the overfitting and losing valuable issues from
oversampling and undersampling, respectively. Another key
challenge is class distribution concept drift in the dynamic
network traffic data. It is possible that novel network attacks
will emerge, each with a limited sample size. As relative class
frequencies change over time, a previously balanced data set
may become outdated.

Hence, this paper aims to identify the best algorithm
without considering any sampling approaches. In many studies
[14], [15], [16], the classification of network attacks from an
imbalanced binary class distribution has been looked at without
taking sampling methods into account. Binary classification
refers to classification problems where there are only two
target classes. Imbalanced binary classification problems occur
when one class has many more training examples than the
other. Typically, the normal traffic class has a majority, while
the abnormal (under attack) traffic class has a significantly
smaller minority. The research by [14] aimed to build a
classifier to determine whether a Distributed Denial of Service
(DDoS) attack occurs on the network. The study employs
a range of classifiers, including Extreme Gradient Boosting
(XGB), Support Vector Machine (SVM), Logistic Regression
(LR), K-Nearest Neighbor (KNN), and Decision Tree (DT).
Evaluation metrics such as F1-score, Precision, Recall, and
Accuracy indicate XGBoost’s strength as the top-performing
classifier, achieving an accuracy of 98.24%. In another study

for DDoS attack detection, the authors of [15] applied Logistic
Regression, K-Nearest Neighbour, Multi-layer Perceptron, and
Decision Tree to investigate the best detection model. Notably,
KNN and DT demonstrate superior accuracy, especially for
TCP and ICMP flooding attacks, while for UDP, DT exhibits
a better accuracy of 77.23% with an almost equivalent F1-
score.

Concurrently, there exists a group of researchers actively
addressing the challenges associated with multiclass imbal-
anced scenarios in network attack classification. Examples of
instances include [17], where the F1-score remains suboptimal,
indicating the model is not achieving adequate performance
on the minority class, even though overall accuracy appears
high. In a study employing the UNSW-NB15 dataset [11],
even though the dataset is multiclass imbalanced, the primary
emphasis lies on presenting overall performance rather than
individual class results. The findings demonstrate that Random
Forest attains the best Area Under the Curve (AUC) and
F2 scores. Additionally, [18] utilizes the NSL-KDD dataset,
comparing the performance of Naive Bayes and SVM. Despite
SVM’s accuracy exceeding 90%, the F1-score remains around
0.69.

An additional study in [17] developed a model to classify
benign network traffic versus malicious attack categories like
Distributed Denial of Service (DDoS) attacks that leverage
malicious TCP ACK or PSH-ACK packet flows.The results
highlight the superiority of logistic regression over other
classifiers used in the paper. The study in [19] applied the
CICIDS2017 network intrusion detection benchmark to assess
an array of both classical (Decision Tree, K-nearest Neigh-
bours, and Support Vector Machine) and ensemble classifiers
(Random Forest, GraBoost, and AdaBoost) for identifying
malicious network behaviours within realistic traffic. The
study reported that GraBoost outperformed other classifiers in
terms of accuracy, precision, recall, and F1-score. Meanwhile,
AdaBoost struggles with dataset complexity, lagging other
classifiers significantly across all metrics.

Network security operates in a dynamic realm where cyber-
security threats continually evolve in complexity and diversity.
The deployed classifier must constantly adapt to new attacks.
However, a notable proportion of cybersecurity research con-
centrates on the development of machine learning models
without considering the accurate detection of new attacks with
a small sample size (minority classes). While studies like
[14] and [15] offer insights into algorithmic performance in
binary contexts, there exists a significant gap in understanding
whether these algorithms retain their effectiveness amid the
complexities of multiclass imbalanced datasets. Moreover, the
interaction between different algorithms and metrics, such as
the F1-score, remains underexplored. Therefore, a comprehen-
sive investigation is needed to identify the high-performance
algorithm that overcomes the imbalanced class distribution in
the absence of sampling methods to rebalance the distribution.
Additionally, the limited reporting of individual class results,
as observed in [11], poses a gap in our understanding of
algorithmic vulnerabilities and strengths across diverse attack
types. Lastly, despite extensive algorithm testing, a systematic
exploration of the suitability of different machine learning al-
gorithm families for multiclass imbalanced datasets is lacking.
Addressing these research gaps is imperative for advancing
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the field, guiding algorithm selection, and advancing network
intrusion detection in complex, real-world scenarios.

III. METHODOLOGY

A series of experiments followed the procedure outlined in
Fig. 2. Initially, the dataset was partitioned into two segments
for training and testing purposes. Subsequent experiments
evaluated the performance of four distinct traditional machine
learning algorithms to identify the optimal base algorithm
for the ensemble. Upon determining the optimal conventional
algorithm, further tests were conducted to ascertain the most
effective ensemble method, utilizing the previously selected
traditional algorithm.

UNSW-NB15
Dataset

Training Dataset, T1
(70% of the UNSW-

NB15 dataset)

Testing Dataset, T2
(30% of the UNSW-

NB15 dataset)

Conventional Machine 
Leaning Training 

DT

MLP

NB

KNN

Identify best conventional 
algorithm

Ensemble Machine Learning 
Training based on the best 

Conventional Machine  
Learning families

Class 
Identification

Fig. 2. Experimental evaluation flow.

A. Dataset

In this research, we strategically utilize a highly imbalanced
network intrusion dataset, reflective of real-world network
anomaly scenarios, as our primary training resource. The
dataset selected for this study is the publicly accessible and
extensively recognized UNSW-NB15 dataset. It comprises
ten different attack categories, represented by 43 features as
detailed in Table I. This dataset includes a total of 257,673
instances, categorized into ten distinct classes, as delineated in
Table II.

Table II highlights a notable characteristic of the UNSW-
NB15 dataset: its classification as a multiclass imbalanced
dataset. There are substantial variations in the frequency of
different attack categories. These differences mirror the com-
plexity of real-world scenarios, where certain network attacks,
although less frequent, may be of higher significance. Cate-
gories such as Analysis, Backdoor, Reconnaissance, Shellcode,
and Worms, each accounting for less than 6% of the total
instances, are thus identified as minority classes in this study.

In order to demonstrate the skewed and highly imbalanced
class scenario that exists within this dataset, we present the

TABLE I. FEATURES OF THE UNSW-NB15 DATASET

No. Features Data types No. Features Data types
1 id int64 23 dtrcpb int64
2 dur float64 24 dwin int64
3 proto object 25 tcprtt float64
4 service object 26 synack float64
5 state object 27 ackdat float64
6 spkts int64 28 smean int64
7 dpkts int64 29 dmean int64
8 sbytes int64 30 trans-depth int64
9 dbytes int64 31 response-body-len int64

10 rate float64 32 ct-srv-src int64
11 sttl int64 33 ct-state-ttl int64
12 dttl int64 34 ct-dst-ltm int64
13 sload float64 35 ct-src-dport-ltm int64
14 dload float64 36 ct-dst-sport-ltm int64
15 sloss int64 37 ct-dst-src-ltm int64
16 dloss int64 38 is-ftp-login int64
17 sinpkt float64 39 ct-ftp-cmd int64
18 dinkpt float64 40 ct-flw-http-mthd int64
19 sjit float64 41 ct-src-ltm int64
20 djit float64 42 ct-src-dst int64
21 swin int64 43 is-sm-ips-ports int64
22 stcpb int64 44 attack-cat object

disparity between classes by utilising two metrics that are
distinct from one another but interconnected metrics. Firstly,
the Fraction to Majority Class was calculated using Eq. (1) as
shown below:

Fraction to Majority Class (%) =
TNIPC

TNIMMC
× 100 (1)

This metric aligns with the challenges identified in the
practical scenario of network intrusion detection. Under these
circumstances, some classes may have a low occurrence rate
yet present a substantial risk. Eq. (2) was applied to calculate
the Fraction to Total Instances is shown below:

Fraction to Total Instances (%) =
TNIPC

TNIWD
× 100 (2)

For both Eq. (1) and Eq. (2), TNIPC represents the total
number of instances for a specific class, TNIMMC is the
total number of instances for the most majority class (the
class with the highest number of instances), and TNIWD
indicates the total number of instances for the whole dataset.
Instead of being mere mathematical equations, these equations
also provide a clear understanding of the complex, imbalanced
distribution of the dataset, which is also the problem found in
the real-world situation.

By closely analyzing the imbalance and complexity of the
dataset, a strong understanding of the complications of the
dataset is established. This is crucial as it will ensure the
techniques to be used are able to be utilized accurately and
correctly when facing the imbalanced problem.

B. Data Preparation

Before initiating the model training process, several
preparatory steps are essential for the UNSW-NB15 dataset
to ready the classifiers for subsequent stages. As indicated in
Table I, the datatypes of the attack classes were initially in an
object format. Consequently, the initial step in this research
was to assign a numerical value to each class. This transfor-
mation is crucial as it not only standardizes representations but
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TABLE II. NUMBER OF INSTANCES IN EACH ATTACK CLASS IN THE
UNSW-NB15 DATASET

Classes Total number of Fraction to Fraction to
(attack-cat) instances Majority class Total instances

(Percentage,%) (Percentage,%)
Analysis 2,677 2.9 1.0
Backdoor 2,329 2.5 0.9

DoS 16,353 17.6 6.3
Exploits 44,525 48.9 17.3
Fuzzers 24,246 26.1 9.4
Generic 58,871 63.3 22.8
Normal 93,000 100 36.1

Reconnaissance 13,987 15.0 5.4
Shellcode 1,511 1.6 0.6

Worms 174 0.2 0.1
Total 257673

TABLE III. DATASET DISTRIBUTION

Classes Assigned Total number Number of Number of
(attack-cat) Number of Instances Instances in Instances in

in UNSW-NB15 Training Testing
dataset dataset dataset

Analysis 0 2,677 1,874 803
Backdoor 1 2,329 1,630 699

DoS 2 16,353 11,447 4,906
Exploits 3 44,525 31,167 13,358
Fuzzers 4 24,246 16,972 7,274
Generic 5 58,871 41,210 17,661
Normal 6 93,000 65,100 27,900

Reconnaissance 7 13,987 9,791 4,196
Shellcode 8 1511 1,058 453

Worms 9 174 122 52
Total 257,673 180,371 77,302

also ensures compatibility with machine learning algorithms.
Furthermore, features such as proto, service, and state, which
are initially in an object format, have also been encoded.

After assigning numerical values to the classes, the dataset
underwent a stratified 70:30 split. Seventy percent of the data
was allocated as the training dataset, enabling the classifier
to learn patterns and relationships within the data. The re-
maining 30% served as the testing dataset, used to evaluate
the performance of the trained classifiers in this research. The
stratified split ensures equitable representation of all classes in
both training and testing datasets, preventing any class from
being overrepresented and potentially misleading classifier
performance.

The detailed composition of the dataset split is presented in
Table III. Employing the aforementioned stratified 70:30 split,
instances for each class were proportionately divided between
the training and testing datasets. This approach provides a
more equitable and accurate assessment of the performance of
the algorithms used in this research, particularly in addressing
multiclass imbalanced classification challenges.

C. Conventional Machine Learning Algorithms

This paper evaluates four distinct conventional machine
learning algorithms, each representing a different family of
algorithms: tree-based, instance-based, function-based, and
Bayesian-based. These algorithms were chosen for their sim-
plicity and computational efficiency, a desirable trait given
the need for rapid training in scenarios involving frequently

updated network attacks. The assessed algorithms are: Deci-
sion Tree (DT) from the tree-based family, K-nearest neighbor
(KNN) from the instance-based family, Multilayer Perceptron
(MLP) from the function-based family, and Naive Bayes (NB)
from the Bayesian-based family. Initially, the performance of
these algorithms is evaluated to identify the most effective
family-based classifier for addressing the multiclass imbal-
anced problem. A brief description of these algorithms is as
follows:

1) Decision Tree (DT): A well-known approach used in
the field of network intrusion detection. It constructs
a hierarchical tree with decision leaves and data
element nodes to solve the classification problem.
Although [20] has raised concerns about the necessity
for numerous splits in a skewed distribution dataset,
some researchers [21], [22], [23] have proved the
efficiency of DT in this field.

2) K-nearest neighbor (KNN): An instance-based algo-
rithm, KNN classifies dataset instances using Eu-
clidean distance to measure the proximity between
training and testing instances [24]. It is simple and
robust against noisy data [25], albeit with some
efficiency drawbacks, particularly in selecting the
optimal “k” value [26]. In our experiment, k = 10
was chosen as the most suitable value after fine-
tuning.

3) Multilayer Perceptron (MLP): As a neural network, or
function-based algorithm, MLP consists of multiple
interconnected neuron layers [27], [26]. The number
of hidden and output layers determines its structure
[28]. In our experiments, we configured the MLP
with 100 hidden layers, using the Rectified Linear
Unit (ReLU) as the activation function and Adam
as the optimizer with a learning rate of 0.001. The
maximum number of iterations was set to 200.

4) Naive Bayes (NB): Naive Bayes classifier is a family
of simple probabilistic classification algorithms based
on Bayes’ theorem. In contrast to Bayes theorem,
it is designed based on naive assumption that fea-
tures are independent from each other to simplify
the algorithm. In this experiment, we implemented
Gaussian variant which uses Gaussian Distribution
for the feature values of each class [29]. Instead of
solely relying on the Euclidean distance from the
class mean, this algorithm takes both into account.
Yet, it does have the drawback of only modeling
each dimension independently, as it neglects the joint
distribution of weight and height [30].

D. Tree-based Ensemble Algorithms

The research employed a selected set of ensemble algo-
rithms, with a specific focus on tree-based families in which
the decision tree serves as the primary classifier for these
methods. The choice was made due to the decision tree’s
ability to handle the imbalanced dataset, as was discussed in
Section V-A.

The following nine tree-based ensemble algorithms were
applied in this study:

1) Bagging: Bagging (Bootstrap Aggregating) is an
effective technique that is able to solve the high
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variance problem faced by some algorithms, such as
decision trees. It involves constructing several trees
without prunning and is able to show reliable results
[31].

2) Random Forest (RF): An improved version of Bag-
ging that is able to reduce noise, solve outliers,
and overfit problems, which are common challenges
found in a dataset. By reducing correlations between
individual classifiers, RF effectively eliminates and
deals with these difficulties, creating a robust and
reliable model [31], [32].

3) Extremely Randomized Tree (ExtraTree): As com-
pared to RF, this algorithm, which is also an evolution
of Bagging, constructs random trees by using the
instances of the dataset [31]. An enhanced robustness
and increased resilience were able to be guaranteed
with this intentional injection of diversity, which also
strengthened the overall ensemble.

4) Adaptive Boosting (AdaBoost): It is a weighted-
assigned ensemble algorithm that modifies the weight
of the instances of the dataset dynamically. By do-
ing so, the algorithm is able to allocate attention
strategically during the construction of subsequent
models, which enhances its capabilities in handling
the different complexities present in the network
intrusion data.

5) Gradient Boosting (GraBoost): GraBoost is a very
complex and sophisticated ensemble algorithm. De-
spite its complexity, GraBoost stands as one of the
most formidable ensemble methods, particularly dis-
tinguished for its efficacy in elevating classification
performance amidst the challenges posed by imbal-
anced datasets [31].

6) Histogram-based Gradient Boosting (HistGraBoost):
HistGraBoost, an innovative boosting algorithm, ad-
dresses a key limitation of the GB algorithm—lengthy
training times on large datasets. This is remedied
by discretizing continuous input variables, optimizing
efficiency. The critical hyperparameter is the learning
rate, with extensive optimization through multiple
rounds of tuning [33].

7) Extreme Gradient Boosting (XGBoost): XGBoost, a
highly scalable tree boosting system, is renowned
for state-of-the-art performance in machine learning
challenges. Leveraging sparsity-aware techniques and
insights into cache access patterns, data compression,
and sharding, XGBoost excels in efficiency. It out-
performs comparable systems on large datasets while
optimizing resource utilization [34].

8) Light Gradient Boosting Machine (LightGBM):
LightGBM, a robust framework implementing Gra-
dient Boosted Decison Tree (GBDT), emphasizes
efficient parallel training. With features like acceler-
ated training speed, reduced memory consumption,
and support for distribution, LightGBM excels in
accuracy and swift processing of massive datasets
[35].

9) Category Gradient Boosting (CatBoost): CatBoost,
an innovative algorithm, automatically treats categor-
ical features as numerical characteristics. Utilizing
a combination of category features enriches feature
dimensions, while a perfectly symmetrical tree model

reduces overfitting, enhancing accuracy and gen-
eralizability [36]. This categorical-centric approach
positions CatBoost as a sophisticated solution for
handling categorical features within gradient boosting
algorithms.

The strategic evaluation of these ensemble algorithms is
necessary to tackle the intricate challenges posed by imbal-
anced datasets. Section V-A will showcase the preliminary
outcomes that demonstrate the proficiency of each traditional
machine learning algorithm. This will provide an understand-
ing of the factor influences the selection of algorithms in this
research project.

IV. EVALUATION METRICS

The F1-score is crucial in evaluating the effectiveness of the
tree-based ensemble methods used in this work. The F1-score
is instrumental in situations where imbalances are common.
It offers a balanced evaluation that considers the constraints
of accuracy, which can often give too much weight to classes
with a high number of instances or overlook differences within
classes. The decision to prioritize the F1-score as the primary
evaluation metric is based on its inherent insensitivity to class
imbalance. It is a suitable tool for assuring an unbiased and
impartial assessment [37].

The F1-score is mathematically defined in Eq.(3).

F1-score =
2 · precision · recall
precision+ recall

(3)

where precision refers to the measure of how accurate
positive predictions are. It is calculated by dividing the number
of true positive (TP ) by the sum of true positive and false
positive (FP ) predictions. Recall, also known as sensitivity or
the true positive rate, gauges the ability to accurately identify
positive instances, measured as the ratio of true positive (TP )
predictions to the sum of true positive and false negative (FN )
predictions.

The F1-score ranges between 0 and 1, with 1 denoting
optimal performance. A higher F1-score signifies superior
performance, achieving an equilibrium between precision and
recall [38]. This paper also reports the F1-score for each
class to provide insights into class-specific performance. Un-
derstanding how well the model performs for each class is
essential in real-world applications. Beyond complementing
the F1-score per class, we also provided the Weighted F1-
score and the Macro Average F1-score to analyze the overall
performance of the algorithms.

The macro average F1-score assigns equal importance to
each class, so preventing the dominance of larger classes from
overshadowing the performance of smaller ones. Additionally,
it offers valuable insights into the performance of each class
separately, which is particularly useful in situations when
the performance of each class is of utmost importance. The
weighted F1-score enables the allocation of distinct weights
to classes according to their significance, so effectively ad-
dressing imbalances in a manner better to macro averaging.
In this experiment, the weights are allocated according to the
sizes of the classes. Note that this research excludes the use
of micro average F1-score due to its susceptibility to being
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influenced by classes with bigger sizes, which may result in
the performance of smaller classes being disregarded.

The equation for the Weighted F1-score is provided in Eq.
(4), whereas the equation for the Macro Average F1-score is
given in Eq. (5).

Weighted F1-score =

∑
i F1-scorei × Weighti∑

i Weighti
(4)

where F1-scorei is the F1-score for class i, and Weighti is
the weight assigned to class i which refers to the proportion
of instances in class i in the dataset.

Macro Average F1-score =

∑N
i=1 F1-scorei

N
(5)

where F1-scorei is the F1-score for class i and N is the
number of classes.

In addition to the F1-score, we also deliver the results based
on the accuracy value.

Accuracy(%) =
TP + TN

TP + TN + FP + FN
× 100 (6)

where TP + TN denotes the total number of instances
correctly classified in that class, and TP + TN + FP + FN
represent the total number of instances in that class in the
testing dataset.

In summary, the chosen evaluation measures, with the
F1-score as the leading indicator, provide a thorough and
informative insight for evaluating the effectiveness of the
measured algorithms on imbalanced multiclass datasets. The
F1-score enables us to assess the efficacy better. The method
aimed to improve classification performance, especially for
rare classes in real-world situations.

V. RESULTS AND DISCUSSION

A. Preliminary Results

Four machine learning methods from different families
were utilized to train the classifier on the training dataset and
then test it on the testing dataset. The algorithmic selection
consisted of representatives from various families, including
Decision Tree (DT) from the tree-based family, K-nearest
neighbour (KNN) from the instance-based family, Multilayer
Perceptron (MLP) from the functions-based family, and Naive
Bayes (NB) from the Bayesian-based family. The purpose of
this selection process was to identify the most suitable machine
learning algorithm families for tackling the complex task of
multiclass imbalanced classification.

The thorough assessment, as depicted in Tables IV and
V, showcases the results of our study. The performance of
the machine learning algorithms varies considerably across
different attack categories. The Decision Tree (DT) approach
demonstrated the maximum accuracy in the “Generic” class
with 98.31% and the “Normal” class with 91.26%. Neverthe-
less, the Multilayer Perceptron (MLP) exhibited higher accu-
racy in the ”Normal” class with 99.60%. When working with

classes that have a small number of instances, like “Worms”
and “Shellcode,” even a single misclassification might have a
large impact on the accuracy results due to the low size of the
sample. The results show that in overall, the MLP exhibits
inferior accuracy compared to other algorithms, indicating
that it may encounter difficulties handling the complex nature
of specific attack patterns. The mean accuracy for DT is
48.55%; for KNN, it is 31.57%; for MLP, it is 3.08%; and
for NB, it is 16.76% across all attack classes. These results
provide a perspective on the performance of algorithms. Still,
the interpretation should be done carefully, considering the
presence of class imbalances.

The tree-based classifiers, specifically the Decision Tree
(DT) with the highest Weighted F1-score of 0.80, clearly
outperformed the algorithms from other families regarding
overall F1-scores and accuracy. The Weighted F1-score of
KNN is 0.65, which is the second highest among the models.
Naive Bayes is entirely ineffective in detecting Analysis and
Denial of Service (DoS) threats. The KNN, MLP and NB
were facing difficulties in accurately detecting and categorizing
threats such as Analysis, Backdoors, Shellcode, and Worms as
the F1-score for each class is below 0.15. The MLP exhibited
poor results with all classes except for the “Normal” class,
achieving an F1-score of 0.1 or lower. This demonstrates that
the MLP is only capable of recognizing regular network traffic
and lacks the ability to identify network attacks.

The experiment strongly suggests a greater efficacy of
the decision tree, as evidenced by the substantial findings.
Furthermore, a per-class analysis reveals that it surpassed
other traditional algorithms in performance for all classes.
This discovery yields a vital inference: tree-based algorithms
demonstrate superior performance when addressing multiclass
imbalanced classification issues compared to conventional
techniques. This analysis clarifies the reasoning for choosing
tree-based ensemble techniques and explores the further find-
ings.

B. The Evaluation of Tree-based Ensemble Algorithms Perfor-
mance

In this part, we will further investigate the most appropriate
tree-based technique for practical application in the problem
of multiclass imbalanced classification. This analysis is based
on the findings presented in Section V-A and focuses on com-
paring different tree-based ensemble algorithms. This section
offers an extended analysis of the tree-based ensemble algo-
rithms employed in this study. Similar to the previous section
(Section V-A), the selected tree-based ensemble algorithms
were evaluated based on the accuracy, F1-score per class,
Weighted F1-score and Macro Average F1-score as explained
in Section IV.

The tables labelled as VI and VII include valuable in-
formation about how well these ensemble approaches, built
on trees, perform in classifying instances for each category.
XGBoost outperforms other algorithms, demonstrating excep-
tional results across the majority of classes with a classification
accuracy of 50%. However, it is essential to note that there are
outliers within the Analysis, Backdoor, and Denial of Service
(DoS) attack categories. All the algorithms used in this study
exhibit reduced accuracy in those instances.
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TABLE IV. ACCURACY RESULTS FOR FOUR CONVENTIONAL MACHINE LEARNING ALGORITHMS FOR EACH ATTACK CLASS IN UNSW-NB15 DATASET

Attack Number of instances per Accuracy (%)
class classes in test dataset Decision Tree(DT) K-nearest neighbor(KNN) Multilayer Perceptron(MLP) Naive Bayes(NB)

Analysis 803 12.07 2.74 0.62 0.00
Backdoor 699 9.16 0.14 0.29 0.29

DoS 4,906 33.87 30.54 6.38 0.18
Exploits 13,358 73.87 50.94 0.91 2.00
Fuzzers 7,274 58.62 26.23 1.94 21.37
Generic 17,661 98.31 97.42 0.05 97.99
Normal 27,900 91.26 79.73 99.60 45.67

Reconnaissance 4,196 75.92 33.92 0.00 43.07
Shellcode 453 59.02 7.95 0.00 1.33

Worms 52 53.85 0.00 0.00 3.85
Average 48.55 31.57 3.08 16.76

TABLE V. F1-SCORE RESULTS FOR FOUR CONVENTIONAL MACHINE LEARNING ALGORITHMS FOR EACH ATTACK CLASS IN UNSW-NB15 DATASET

Attack Number of instances per F1-scores
class classes in test dataset Decision Tree(DT) K-nearest neighbor(KNN) Multilayer Perceptron(MLP) Naive Bayes(NB)

Analysis 803 0.17 0.05 0.01 0.00
Backdoor 699 0.15 0.00 0.01 0.01

DoS 4,906 0.33 0.30 0.10 0.00
Exploits 13,358 0.69 0.43 0.02 0.04
Fuzzers 7,274 0.61 0.30 0.04 0.25
Generic 17,661 0.99 0.98 0 0.64
Normal 27,900 0.91 0.78 0.54 0.61

Reconnaissance 4,196 0.82 0.49 0.00 0.15
Shellcode 453 0.59 0.12 0.00 0.02

Worms 52 0.47 0.00 0.00 0.01
Macro Average F1-score 0.63 0.31 0.06 0.16

Weighted F1-score 0.80 0.65 0.21 0.40

For the Analysis class, RF, XGBoost, and Bagging perform
better than other models, attaining the highest F1-scores of
0.19. The F1-scores for DT and ExtraTree are both 0.17.
XGBoost outperforms other models in terms of F1-score with a
value of 0.17 for the Backdoor class. Bagging, Decision Trees
(DT), and Random Forest (RF) exhibit similar performance,
with F1-scores almost equal to 0.16. ExtraTree and DT demon-
strate the most robust performance in terms of F1-score (0.33)
for the DoS attack. Bagging and Random Forest (RF) perform
strongly, achieving F1-scores ranging from 0.30 to 0.33. We
found that XGBoost and CatBoost achieved the highest F1-
score of 0.74 in the Exploit class. Other methods such as
Bagging, RF, ExtraTree, GraBoost, and HistGraBoost produce
comparable scores ranging from 0.72 to 0.73. For Fuzzer
attacks, Bagging demonstrates the most significant F1-scores,
precisely 0.66. Other algorithms, such as Random Forest
(RF) and ExtraTree, attain scores about equal to 0.65. The
results also show that most algorithms perform exceptionally
in categorizing generic traffic, as evidenced by their high F1-
scores of approximately 0.99. For Normal traffic, the results
show that XGBoost, Bagging, RF, and ExtraTrees exhibit the
most outstanding F1-scores of 0.93. Bagging and XGBoost
achieve the highest F1-scores for the Reconnaissance and
Shellcode classes, with 0.84 and 0.69, respectively. Regarding
the class with the smallest number of samples, Worms, it is
observed that XGBoost attains the highest F1-scores, precisely
0.63.

The F1-score data shown in Table VI demonstrates that
advanced ensemble approaches, namely Bagging, Random
Forest, XGBoost, and ExtraTrees, exhibited superior perfor-
mance compared to the conventional Decision Tree. Bagging,
Random Forest, XGBoost, and ExtraTree obtained the highest

Weighted F1-score. Bagging attains its highest macro average
F1-score of 0.63, denoting outstanding overall performance.
Additional algorithms, such as XGBoost and DT, exhibit
similar performance with macro F1-scores ranging from 0.60
to 0.63. Bagging, Random Forest, ExtraTrees, and XGBoost
demonstrate superior performance in addressing imbalanced
classes, as evidenced by their highest weighted F1-scores
of 0.82. Several other algorithms, such as DT, GraBoost,
HistGraBoost, LightGBM, and CatBoost, achieve weighted
F1-scores in the range of 0.79−0.80. The weighted F1-score
offers a more accurate evaluation by taking into account both
the performance of each class and the distribution of classes.

The results suggest that the algorithm’s efficacy is signif-
icantly influenced by the distinctive properties of each class,
thereby necessitating an understanding of attack characteris-
tics. After analyzing Table VII, it is evident that XGBoost
emerges as the most robust choice, outperforming all other
tree-based ensemble algorithms by attaining the highest F1-
score for eight out of ten classes. While Bagging demonstrates
comparable Weighted F1-scores and Macro Average F1-scores,
an in-depth analysis indicates that XGBoost surpasses in par-
ticular categories (except for DoS and Fuzzers). Furthermore,
the accuracy results presented in Table VIII conclusively
indicate that XGBoost exceeded other algorithms in terms of
accuracy, with Bagging being an equally strong candidate.

The data presented in this paper suggest that XGBoost and
Bagging is the best tree-based ensemble method for multiclass
imbalanced classification in the particular scenario of network
attack detection. The study’s results emphasize the algorithm’s
effectiveness in tackling the difficulties posed by imbalanced
datasets, making it a highly appropriate choice for practical
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TABLE VI. F1-SCORE RESULTS FOR DECISION TREE AND NINE TREE-BASED ENSEMBLE MACHINE LEARNING ALGORITHMS FOR EACH ATTACK CLASS
IN THE UNSW-NB15 DATASET

Attack Number of instances per F1-scores
class classes in test dataset DT Bagging RF ExtraTree AdaBoost GraBoost HistGraBoost XGBoost LightGBM CatBoost

Analysis 803 0.17 0.19 0.19 0.17 0.11 0.08 0.13 0.19 0.13 0.09
Backdoor 699 0.16 0.16 0.16 0.15 0.01 0.12 0.14 0.17 0.09 0.12

DoS 4,906 0.33 0.32 0.30 0.33 0.08 0.12 0.08 0.20 0.25 0.17
Exploits 13,358 0.69 0.72 0.72 0.72 0.22 0.72 0.73 0.74 0.70 0.74
Fuzzers 7,274 0.61 0.66 0.65 0.65 0.29 0.58 0.52 0.64 0.59 0.61
Generic 17,661 0.99 0.99 0.99 0.99 0.93 0.99 0.99 0.99 0.99 0.99
Normal 27,900 0.91 0.93 0.93 0.93 0.60 0.91 0.91 0.93 0.90 0.92

Reconnaissance 4,196 0.82 0.84 0.83 0.82 0.51 0.83 0.83 0.84 0.80 0.83
Shellcode 453 0.61 0.69 0.67 0.64 0.39 0.65 0.53 0.69 0.52 0.61

Worms 52 0.47 0.62 0.20 0.20 0.01 0.17 0.14 0.63 0.13 0.17
Macro Average F1-score 0.60 0.63 0.59 0.58 0.33 0.54 0.53 0.62 0.54 0.55

Weighted F1-score 0.80 0.82 0.82 0.82 0.53 0.79 0.79 0.82 0.79 0.80

TABLE VII. ALGORITHMS WITH HIGHEST F1-SCORE PER CLASS

Class DT Bagging RF ExtraTree AdaBoost GraBoost HistGraBoost XGBoost LightGBM CatBoost
Analysis ✓(0.19) ✓(0.19) ✓(0.19)
Backdoor ✓(0.17)

DoS ✓(0.33) ✓(0.33)
Exploits ✓(0.74) ✓(0.74)
Fuzzers ✓(0.66)
Generic ✓(0.99) ✓(0.99) ✓(0.99) ✓(0.99) ✓(0.99) ✓(0.99) ✓(0.99) ✓(0.99)
Normal ✓(0.93) ✓(0.93) ✓(0.93) ✓(0.93)

Reconnaissance ✓(0.84) ✓(0.84) ✓(0.83)
Shellcode ✓(0.69) ✓(0.69)

Worms ✓(0.63)

implementation in cybersecurity and network intrusion detec-
tion.

VI. CONCLUSION AND FUTURE WORKS

The findings indicate that tree-based ensemble methods,
including Bagging, Random Forest, XGBoost, and ExtraTrees,
have achieved a high Weighted F1-score, despite the constraint
of an imbalanced training dataset. These qualities make them
very suitable for identifying network intrusions in the UNSW-
NB15 dataset. XGBoost surpassses other tree-based algorithms
in terms of per-class F1-scores, which is a useful performance
measure for addressing multiclass imbalance problems. Never-
theless, the overall accuracy of XGBoost is about equivalent to
that of Bagging. These findings confirm that XGBoost is the
most effective approach for addressing multiclass imbalance
classification, with Bagging being the most viable option. In
summary, the results highlight the effectiveness of Decision
Tree (DT) and tree-based ensemble algorithms in handling the
problem of imbalanced multi-class datasets.

This study has offered valuable insights into the efficacy
of tree-based ensemble algorithms for multiclass imbalanced
classification in network intrusion detection. However, it is
crucial to recognise the underlying constraints and difficulties.
Although ensemble strategies have been used to address class
imbalance, the problem persists. The disproportionate alloca-
tion of classes, specifically pertaining to minority categories
such as Analysis, Backdoor, and Denial of Service (DoS), still
poses substantial difficulties in detecting these classes.

Beyond the difficulties and constraints, the outcomes pro-
vide a solid groundwork for future studies in this domain.
Further investigations into feature engineering, advanced sam-
pling approaches, or algorithmic adaptations that can effec-
tively improve the identification of minority class occurrences

should be conducted. More advanced algorithms with adaptive
sampling capable of dealing with data changes over time are
likely needed. These efforts are necessary for creating resilient
and flexible solutions to address the constantly evolving cyber-
attack scenario.

Future research must consider developing and using
domain-specific evaluation metrics that improve the interpreta-
tion of algorithmic performance in situations with imbalances
across many classes. This evaluation metric should surpass
conventional performance metrics such as the F1-score. It
should provide a comprehensive assessment considering the
trade-off between false positives and false negatives in various
domains. This will result in a more thorough evaluation of
performance.
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Abstract—A hostile or aggressive behavior on an online
platform by an individual or a group of people is termed as
cyberbullying. A bystander is the one who sees or knows about
such incidences of cyberbullying. A defender who intervenes can
mitigate the impact of bullying, an instigator who accomplices
the bully, can add to the victim’s suffering, and an impartial
onlooker who remains neutral and observes the scenario without
getting engaged. Studying the behavior of Bystanders role can
help in shaping the scale and progression of bullying incidents.
However, the lack of data hinders the research in this area.
Recently, a dataset, CYBY23, of Twitter threads having main
tweets and the replies of Bystanders was published on Kaggle in
Oct 2023. The dataset has extracted features related to toxicity
and sensitivity of the main tweets and reply tweets. The authors
have got manual annotators to assign the labels of Bystanders’
roles. Manually labeling bystanders’ roles is a labor-intensive task
which eventually raises the need to have an automatic labeling
technique for identifying the Bystander role. In this work, we
aim to suggest a machine-learning model with high efficiency
for the automatic labeling of Bystanders. Initially, the dataset
was re-sampled using SMOTE to make it a balanced dataset.
Next, we experimented with 12 models using various feature
engineering techniques. Best features were selected for further
experimentation by removing highly correlated and less relevant
features. The models were evaluated on the metrics of accuracy,
precision, recall, and F1 score. We found that the Random Forest
Classifier (RFC) model with a certain set of features is the highest
scorer among all 12 models. The RFC model was further tested
against various splits of training and test sets. The highest results
were achieved using a training set of 85% and a test set of 15%,
having 78.83% accuracy, 81.79% precision, 74.83% recall, and
79.45% F1 score. Automatic labeling proposed in this work, will
help in scaling the dataset which will be useful for further studies
related to cyberbullying.

Keywords—Bystanders; cyberbullying; machine learning; de-
fender; instigator; impartial; toxicity; twitter

I. INTRODUCTION

With the emergence of technology in this digital era the
dynamics of human connection have changed. Social media
platforms have evolved into incredible tools for connecting
individuals from all over the world. However, some individuals
use it positively while others engage in terrible conduct on
social media. The destructive phenomenon of cyberbullying
has emerged as a result of the rise of social media platforms
[1]. As our lives grow more entwined with the virtual domain,
the frequency and consequences of cyberbullying have caught
the interest of scholars, educators, and lawmakers.

Bullying is defined as a recurring pattern of hostile or
aggressive behavior carried out by an individual or group that
meets three criteria: repetition, intent to harm, and lack of

authority [2]. The major actors engaged in bullying irrespective
of the circumstances in which it occurs are the perpetrator
(bully), the victim, and bystanders. Bystanders in the cyber-
bullying landscape might be considered passive witnesses,
which may involve strangers, who are often lured into the
online chaos. They have the potential to either perpetuate or
mitigate the trauma of victims. Bystanders have the potential
to make a positive impact in bullying situations. Victims feel
less worried and disappointed when they are surrounded by
compassionate peers. Bystanders are present during bullying
occurrences 80% of the time, and when they react, the bullying
stops in 57% of cases within 10 seconds.

Statistics highlight a harsh reality, emphasizing the impor-
tance of acknowledging and addressing cyberbullying. Accord-
ing to recent surveys, an enormous percentage of people of
different ages have been victims of internet abuse. Moreover,
the findings provide a comprehensive picture, emphasizing the
frequency of cyberbullying. Many studies use Twitter as one of
the most popular data sources to identify cyberbullying as it is
the most popular social networking site where cyberbullying
is prevalent because of its constant conversation atmosphere
which allows users to openly express their emotions, thoughts,
and opinions [3].

Children and teenagers are more familiar with the internet
nowadays than ever before, at younger ages. This pattern has
given rise to a major concern of cyberbullying [4]. Cyber-
bullying has a significant impact on victims both physically
and psychologically. Bullying can cause depression, anxiety,
loneliness, dejection, low self-esteem, anger, self-harming be-
havior, alcohol and drug usage, and engagement in violence or
crime. Physical health suffers as well, resulting in headaches,
sleeplessness, abdominal pain, food disorders, and nausea.
Cyberbullying has also shown long-term effects on victims,
causing stress, continuous misery, sleep difficulties, and even
issues like hunger [5].

II. BACKGROUND AND RELATED WORK

To identify bullying, an annotation technique [6] was
created to recognize textual aspects of cyberbullying, which
includes posts by bullies and responses from victims and the
audience. The fundamental goal of [6] research is to acquire an
understanding of the language aspects of cyberbullying. This
is accomplished in two stages by gathering and annotating a
dataset. A harmfulness score is calculated for each post in the
first phase to determine whether it is part of a cyberbullying
incident. If that’s the case, annotators divide the authors’ roles
into four categories: harasser, victim, bystander defender, and
bystander assistant. A binary classifier for each fine-grained
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bullying category has been built by the end. Additional features
like semantic information were not explored in this research.

The study discovered that the spread of hatred from the
primary posts to the replies significantly impacts how annota-
tors identify a thread, frequently leading to reclassification as
bullying rather than plain aggression [7][8]. An examination
of the entire thread assists annotators in understanding the
intent behind the use of specific phrases, which may have
different interpretations depending on the context [9]. This
finding is consistent with earlier research emphasizing the
impact of bystander behavior in online environments. By-
standers’ reactions are socially influenced and can be formed
by their interactions with offensive comments, resulting in peer
pressure and antisocial conduct. The study emphasizes the
complex dynamics of online interactions, namely the involve-
ment of bystanders in contributing to the overall classification
of content as bullying. The study discovered that the spread
of hatred from the primary posts to the replies significantly
impacts how annotators identify a thread, frequently leading
to reclassification as bullying rather than plain aggression.
[7][8] An examination of the entire thread assists annotators
in understanding the intent behind the use of specific phrases,
which may have different interpretations depending on the
context [9]. This finding is consistent with earlier research
emphasizing the impact of bystander behavior in online en-
vironments. Bystanders’ reactions are socially influenced and
can be formed by their interactions with offensive comments,
resulting in peer pressure and antisocial conduct. The study
emphasizes the complex dynamics of online interactions,
namely the involvement of bystanders in contributing to the
overall classification of content as bullying [7][8].

The work done by [10] focuses on two objectives one is to
detect cyberbullying as a binary classification problem and to
detect participant roles as a multi-class classification problem.
In simple terms, the focus is on evaluating the performance of
models that could classify whether the post is cyberbullying-
related and if it is the prediction of author’s role is done.
But there is a need for a more comprehensive and integrated
approach that goes beyond individual posts to capture the
dynamics of entire discussions in the context of cyberbullying.

While [11] contains two cyberbullying corpora in Dutch
and English language. Both are manually annotated with
bullying types and participant roles: harasser/bully - the in-
dividual who initiates the harassment, Victim - the one who
is harassed, Bystander-Assistant: someone who assists the
harasser. Bystander-defender:a person who supports the vic-
tim. This dataset has a serious problem of imbalance in the
data. As “Bystander-Assistant” was the minority class, so the
“Bystander-Assistant” was merged with the “Harasser” class
to reduce the skew. However, there was still a large amount of
imbalance between the “Harasser”, “Victim” and “Defender”
classes, and between “Bullying” and “No Bullying” in both
English and Dutch Corpus which could negatively affect the
machine learning corpus. Table II summarizes the related work
in this area.

As concluded, there are many datasets available in the
field of cyberbullying research on Twitter. Previous studies
on cyberbullying detection as mentioned in Table I on Twitter
relied on datasets labeled based on individual tweets, failing to
capture the complexities of cyberbullying incidents. Labeling

the roles of bystanders is a time-consuming job, especially
when examining Twitter threads with a significant number
of replies, as it demands a thread-by-thread approach thereby
creating a need to automate the labeling techniques.

The uniqueness of the dataset [12], [13], [14] used in this
research is the inclusion of labels for bystanders’ roles and
aggressiveness level of Cyberbullying. Many of the existing
datasets solely focus on labeling the main post lacking in-
formation about the participants involved such as Bystanders.
To the best of our knowledge, this dataset is different from
the existing datasets. It contains 112 Twitter threads including
the main post and the replies on that post totalling around
639 tweets. It also includes the primary tweets and bystander
replies. These threads are grouped by conversation ID. By
incorporating efficient machine learning models on this dataset
better classification can be done leading to a deeper under-
standing of real-world scenarios [13], [14].

Through the Literature Survey, it can be said that there
are not many Twitter datasets available where bystander roles
in Cyberbullying are classified. The dataset used here [12],
[13], [14] contains multiple types of Bystander roles such
as defender, instigator, impartial, or other. It also consists
of multi-class labels either as bullying with high aggression,
bullying with low aggression, or aggression without indication
of bullying.

The rest of the paper is organized as follows: Section
II-A presents the motivation and objectives of the proposed
work. Section III explains the methodology of the research.
Experiments with results and their analysis are discussed in
the Section IV followed by conclusions and suggestions for
future work in Section V.

TABLE I. PUBLICLY AVAILABLE DATASETS FOR CYBERBULLYING

Data
Source

Data size Data Lan-
guage

Data
Gathering
Tools

ASKfm[6] 91,370 Dutch posts Dutch GNU
Wget
software

ASKfm[10] - English AMICA
Facebook[15] 100 comments English
ASKfm[4]
[11]

113,698 English,
78,387 Dutch

English
and
Dutch

GNU
Wget
software

Twitter[16] 79,799
conversations with
528,041 tweets

English Twarc

A. Motivation

The risk of cyberbullying is increasing year by year due to
increased access to technology, low-cost internet connections,
and the leaders enthusiastically pursuing and pushing the
dream of “Digital India,” making its assessment and prevention
even more crucial. The vast majority of people now have
access to the Internet. The children and teenagers are the
most susceptible members, as they are driven into cyberspace
before they are psychologically capable of making sense of
it. According to Microsoft’s Global Youth Online Behaviour
Survey, India ranks third in cyberbullying, with 53% of re-
spondents, primarily youngsters, admitting to have experienced
online bullying, trailing only China and Singapore.
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TABLE II. CYBERBULLYING DETECTION, AND BULLYING TYPES

Characteristics Preprocessing
steps

Classifier Technique Classification

Bag of words, po-
larity based on sen-
timent lexicon fea-
tures [6]

Tokenization,
lemmatization
and PoS-
tagging

Binary
Classifier

SVM Harasser, vic-
tim and by-
stander

An ensemble model
is extended with a
pre-trained BERT
embedding layer,
hidden neural layer,
and a softmax
output layer [10]

Replacing
slang words,
abbreviations,
decoding
emoticons,
punctuations
removal, upper
to lower case,
tokenization
and special
token
additions

Binary
Classifier

Ensemble
model

Harasser, Vic-
tim, Bystander
defender, By-
stander assis-
tant

Latent Semantic
Analysis, multitask
multimodality
Gated Recurrent
Unit, and Dirichlet
Multinomial
Mixture are
applied to detect
cyberbullying [15]

Tokenization,
lemmatization,
stemming,
removing
special
characters
and stop
words,

Random
Forest

Latent
semantic
analysis
and feature
extraction

Denigration,
Trickery,
Flaming, and
Cyberstalking

Discovering
bystander effect
from the negative
correlation between
the number of
Twitter users in
the conversation
before a toxic tweet
was sent and the
number of users
who responded to
the toxic tweet in a
non-toxic manner.
[16]

tweets with
only links,
images, and
videos were
discarded

- Multivariate
regression
analysis,
Poisson
regression
model, linear
regression
model

Bystanders

Multiclass
classification
to determine
cyberbullying
with Participant
role detection.
Investigating
feature-engineered
single and ensemble
classifier setups
and transformer-
based pre-trained
language models
(PLMs) [11]

Tokenization,
lemmatization
and part-of-
speech-tagging

Linear
classifi-
cation,
Voting
classifier,
Cas-
cading
classifier

SVM, Logistic
regression,
passive-
aggressive,
SGD Random
BL, Majority
BL

Harasser, Vic-
tim, Bystander
defender, By-
stander assis-
tant

Bystanders play an important role in dealing with cyber-
bullying situations where they can change the dynamics of
relationships. They can respond in three ways: by replicating
the perpetrator’s toxic behavior, by interfering with the toxic
talk and sticking up for the victim, or by just observing
the unfolding events. However, the mechanisms of bystander
behavior in cyberspace in response to hate speech are complex.
This complication emerges because the existence of other
internet users may reduce one’s sense of obligation to interfere,
expecting that someone else will do so. Bystanders in smaller
groups, on the other hand, feel a larger need to intervene in
cases of cyberbullying [17].

Most of the datasets that are available publicly do not
emphasize any information related to the Bystander roles in
Cyberbullying. Considering the effect of the bystanders, it is
important to classify its role. The motive is to explore and
potentially implement automatic labeling techniques for the
dataset CYBY23 [12]. The integration of automated labeling
techniques in the dataset CYBY23 [12] helps to enhance
the dataset’s scalability and usability for future studies in

cyberbullying research. The overarching goal is to contribute
to the advancement of research in the field, offering insights
that can foster a healthier online environment.

B. Objective

In this work, we aim to suggest a highly efficient technique
for

1) Automated labeling of bystander roles in cyberbully-
ing tweets.

2) Finding out the most effective features extracted from
the text of the tweets.

For the above objectives, we will deploy several machine
learning models and experiment with various pre-processing,
and feature selection techniques to discover the most efficient
one among those.

III. METHODOLOGY AND PROPOSED MODEL

In this section, the methodology of our research work is
described. Flow chart for the same is given in Fig. 1. The
Major steps are listed below:

1) Data Ingestion: The dataset, CYBY23, was down-
loaded from the Kaggle website [13], [12].

2) Data Pre-processing: Initially, the imbalance of the
data was removed by using the SMOTE technique
[18]. Further, data was pre-processed to make it
suitable for machine learning models. The features of
the main tweet were augmented with those of reply
tweets and some unwanted features were removed.
Categorical features were converted to numeric val-
ues.

3) Deployment of Machine Learning Models: Twelve
machine-learning models [19] were deployed on the
pre-processed data of Bystanders. The parameters of
all the models were hypertuned to give their best
performance. Pycaret library of Python 1 was used
for this purpose. The models were evaluated based
on accuracy, precision, recall, and F1 score metrics.

4) Experiments with Feature Selection: Next, various
combinations of feature sets were experimented with
like Toxicity features only (extracted from Perspec-
tive API 2), Sensitivity features only (extracted from
TextBlob 3), and combinations of these features.
Further, highly correlated features and less relevant
features were removed to judge the performance of
machine learning models.

Finally, a machine learning model having best accuracy
and F1 score was recommended for automatic labeling of
Bystanders role. The automation of Bystanders role detection
will help in the early detection of cyberbullying cases and
reduce their number to a greater extent.

Each of the steps involved in the process is explained below
in detail:

1https://pycaret.org
2https://perspectiveapi.com/
3https://textblob.readthedocs.io/en/dev/
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Fig. 1. Flow chart of methodology

A. Dataset Description

The dataset related to bystanders was downloaded from
Kaggle [12]. Alfurayj et al. [13] used Twitter API to extract
1024 tweets from January 2022 to January 2023. 150 tweet
threads were collected. Information such as the date of
the tweet, tweet ID, screen name of the user and user ID
associated with the tweet, number of likes & retweets, and text
of the tweet was downloaded. Religion, ethnicity, sarcasm,
and racial orientation were among the keywords and hashtags
used to crawl this information, which could lead to harassment
remarks. A manual annotation process for the labeling of
Bystanders was used. Annotators followed the guidelines
given in [20] and assessed the aggressiveness of individual
tweets, identified bystander roles in replies, and made higher-
level judgments about the overall aggressiveness of the thread
after considering the main post, replies, and bystander roles.
Following the annotation process, threads lacking agreement
from at least five annotators were eliminated, reducing the
tweets to 639. The dataset, meeting the criteria for a good
dataset, contained a minimum of 10% to 20% bullying
cases, with cyberbullying with high aggression representing
only 11.6%. Instigators were notably high in both bullying
categories. The investigation focused on bystander contagion
risk, with a higher prevalence of instigators associated with
instances of bullying, as evidenced by the dataset. They
realized the need for the automation of annotation for labeling
of Bystanders’ role because of the labor-intensive nature of
manual annotation and hence a dataset, named CYBY23,
was uploaded on the Kaggle website [12] for public use.
CYBY23 dataset had the Twitter threads containing both the
main posts and the replies from Bystanders. Each tweet had
the text of the tweet along with certain general features of

the tweets. Further, they extracted the Toxicity features using
Perspective API and sentiment features using TextBlob for
each tweet. There were 639 tweets in the dataset with the
labels of bystanders’ roles (manually annotated).

So, the dataset, CYBY23 [12], had six general features,
namely, tweet id, reply id, text , created at, favorite count,
retweet count for each tweet. Six features were derived from
Perspective API , namely, Insult, Threat, Identity Attack ,
Profanity ,Toxicity , and Severe Toxicity, and three features
were derived from TextBlob , namely, polarity, subjectivity,
and sentiment. Feature ’class label’ was assigned to the main
tweet only and the feature ’bystander role label’ was assigned
to the reply tweet only. Thus, the dataset had sixteen features
for main tweets and fifteen features for reply tweets. (see Table
III).

TABLE III. FEATURES OF ORIGINAL DATASET CYBY23

General Perspective
API

TextBlob Main
Tweet

Reply
Tweet

tweet id Insult polarity class
label

bystander
role label

reply id Threat subjectivity
text Identity

Attack
sentiment

created
at

Profanity

favorite
count

Toxicity

retweet
count

Severe
Toxicity

TABLE IV. FEATURES OF PRE-PROCESSED DATASET

General Perspective
API
(Main
Tweet)

Perspective
API
(Reply
Tweet)

TextBlob
(Main
Tweet)

TextBlob
(Reply
Tweet)

Main
Tweet

Reply
Tweet

favorite
count

Insult
main

Insult Polarity
main

Polarity Class la-
bel

Bystander
role label

favorite
count
main

Threat
main

Threat subjectivity
main

Subjectivity

retweet
count

Identity
Attack
main

Identity
Attack

Sentiment
main

sentiment

retweet
count
main

Profanity Profanity

Toxicity
main

Toxicity

Severe
Toxicity
main

Severe
Toxicity

B. Data Preprocessing

Certain pre-processing steps were applied to the CYBY23
dataset [12] before running the machine-learning models.
Those are listed below:

1) The feature ‘bystander role label’ had four string
values, namely, “This person agrees with the main
post (instigator)”, “This person disagrees with the
main post (defender)”, “This person is not taking any
sides (impartial)” and “This person posted unrelated
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replies (Other)”. These string values were converted
to numeric values between 0 to 3.

2) To study the effect of the main tweet on the reply
tweets, the features of the main tweet were con-
catenated with the features of the reply tweet, and
a new dataset was created. The new dataset had
seven general features, six toxicity-related features
of the reply tweet and main tweet, three sentiment-
related features of the reply tweet and main tweet,
feature ‘class label’ of the main tweet, and feature
‘bystander role label’ of the reply tweet. Thus, the
new dataset had 28 features. Names of main tweet
features were suffixed with main. Since main tweets
were concatenated column-wise with reply tweet, so
the number of total tweets reduced from 639 to 524.

3) The features tweet id, reply id, and created at were
removed as they were not required for the models.
So new dataset had 25 features for all the tweets.

4) The feature ‘text’ was removed from the dataset,
because toxicity features using Perspective API and
sentiments features using TextBlob had already been
computed from the ‘text’ feature. Thus, the new
dataset had 24 features for all the tweets.

After pre-processing, we got the dataset having 524 tweets
and 24 features for each tweet (see Table IV). Out of these
24 features, the feature ’bystander role label’ was used as the
target feature for all machine learning models.

C. Model Development

In this work, we deployed different machine learning
models [19] using Pycaret library. A brief description of each
of the models is given below:

• AdaBoost Classifier (ADA): Adaptive Boosting Clas-
sifier is an ensemble classifier, that benefits from
training several weak classifiers and then combining
the result, with more weightage given to the classifier
that gives more accuracy.

• Decision Tree Classifier (DT): A flowchart-like tree
structure where each internal node denotes a test on
an attribute, each branch represents the outcome of a
test, and each leaf node holds a class label.

• Extra Trees Classifier (et): An ensemble machine
learning method based on decision trees. The dataset
sampling for each tree is done randomly, without
replacement. The features subset is also assigned
randomly to each tree.

• Gradient Boosting Classifier (GBC): This classifier
is an additive model of decision trees and is often
employed for both regression and classification tasks.

• K Neighbors Classifier(KNN): A learning method that
uses the nearest neighbors to classify a data point.

• Linear Discriminant Analysis (LDA): A method used
to find a linear combination of features that best
separates two or more classes in a dataset.

• Light Gradient Boosting Machine (LGBM) & Extreme
Gradient Boosting (EGB): Both are gradient boosting

frameworks that use tree-based learning algorithms.
They are recognized for their efficiency and predictive
accuracy.

• Logistic Regression (LR): A foundational statistical
method to model the probability of a certain class or
event based on one or multiple predictor features.

• Naive Bayes (NB): A probabilistic classifier based
on applying Bayes’ theorem, it assumes independence
between features.

• Random Forest Classifier(rf): An ensemble learning
method that uses decision trees. Each decision tree
comprises of dataset drawn by bootstrap sampling.
The ‘majority voting’ is used to make final prediction.

• Ridge Classifier (RC): A classification algorithm that
employs L2 regularization. It can help prevent overfit-
ting and often delivers better performance in scenarios
with multicollinearity.

• SVM - Linear Kernel(SVM): A learning method that
finds a hyperplane to separate the two classes such
that it maximizes predictive accuracy while avoiding
over-fitting.

D. Model Validation

The proposed model was validated using various feature
selection techniques:

1) Experimenting on various types of features (Toxicity
Based, Sentiment Based)

2) Removal of Highly correlated features
3) Removal of less significant features
4) Hypertuning the parameters of machine learning

models

Model efficiency was analyzed after applying each of the
techniques mentioned above.

E. Model Evaluation

1) Use of the Tool: We used Pycaret Python library
which speeds up the process of experiments related
to machine learning and empowers us to run multiple
ML models simultaneously. It also helps in hypertun-
ing the parameters of the models which gives us the
best performance.

2) Evaluation Metrics: Four metrics, accuracy, precision,
recall, and F1 score are used to evaluate the models.
Using a wide range of evaluation metrics caters to
various aspects of prediction quality.

3) Cross-Validation: We applied K-Fold cross-
validation. This method partitioned the training
data into ‘K’ subsets, training on ‘K-1’ of them and
validating on the remaining subset. This process was
iteratively executed until each subset had been used
for validation, offering a robust average performance
metric.

4) Various Train-Test Split: Various splits for training
and test sets were used to validate the model.
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IV. EXPERIMENTAL RESULTS AND ANALYSIS

This section presents the experimental setup, their results,
and analysis.

A. Platforms Used

We used Python using Jupyter Notebook and Google
collaboratory for running the experiments. Pycaret library was
used to run the machine learning models. Plotting of graphs
was done using Matplotlib and Pandas library.

B. Dataset

A pre-processed dataset (see Table IV), having 524 tweets
and 24 features for each tweet, was used in further experi-
ments.

1) Handling Imbalance of Dataset: The class distribution
of the dataset having 524 tweets is shown in Fig. 2 (a).
High imbalance can be observed in the number of instances
of unique values of the target feature ‘bystander role label’.
Imbalance can be handled by undersampling or oversampling
the minority class. However, undersampling has the chance
of losing important information. So, we used an oversam-
pling technique, Synthetic Minority Oversampling Technique
(SMOTE) [18] to handle the imbalance. SMOTE generates
synthetic samples for the minority class and creates a balanced
dataset. Fig. 2 (b) depicts the balanced dataset with 912 data
points.

Fig. 2. (a) Class distribution (b) Class distribution after resampling
(SMOTE).

C. Model Deployment using Various Feature Selection Tech-
niques

We experimented with different feature selection tech-
niques on various machine learning models. Pycaret was used
to run all the models. The models were evaluated using
accuracy, precision, recall, and F1 score metrics. The results of
running all machine learning models using Pycaret are shown
in Table V. The experiments and their results are mentioned
below:

• Case 1: Initially we run the experiments using only the
toxicity features derived from Perspective API. Ran-
dom Forest Classifier(rf), Gradient Boosting Classifier
(gbc), Light Gradient Boosting Machine (lightgbm),
and Extra Trees Classifier (et) performed best, each
with accuracy as well as F1 score of 72% (approx).

• Case 2: Further, the experiments were run on Senti-
ments features derived from TextBlob. Approximately

70% accuracy, and 70% F1 score were achieved
using Random Forest Classifier(rf), Gradient Boosting
Classifier (gbc), Light Gradient Boosting Machine
(lightgbm) and Extra Trees Classifier (et) classifier
(see Table V).

• Case 3: Next, we experimented with both the toxicity
features (mentioned in case 1) and sentiments features
(mentioned in case 2). With this feature set, accuracy
as well as F1 score of approx. 75% was achieved with
all the four classifiers mentioned in Case 1 and Case
2. Thus, indicating that instead of using only Toxicity
or Sentiment features, results are better when both are
used.

• Case 4: From the feature set mentioned in case
3, we computed the correlation coefficient among
features (see Fig. 3). We found that the feature
Severe Toxicity main is highly correlated to Toxic-
ity main. Similarly, the features Profanity and Toxic-
ity, favorite count main and retweetcount main, Tox-
icity and Insult, Severe Toxicity and Profanity, Toxic-
ity main and Insult main are highly correlated. Thus,
we removed the features, ‘Severe Toxicity main’,
‘Profanity’, ‘Toxicity’, ‘favorite count main’, ‘Toxi-
city main, and were left with 19 features.
After removing the correlated features, the highest
accuracy of 76% was achieved. Again, the same four
classifiers, rf, gbc, lightgbm, and et, performed best.

Fig. 3. Heatmap showing correlation among features.

• Case 5: Next, we experimented with finding the im-
portance of the features mentioned in case 3. Some
feature ClassLabel main, sentiment, sentiment main,
and retweet count were ruled out (see Fig. 4) because
of their low importance.
After removing the less important feature, we checked
the efficiency of our models (see Table V). Random
Forest Classifier(rf) performed best with 76% accuracy
and 78% F1 score.

• Case 6: Further, we chose a feature set that was formed
after removing the highly correlated features as well
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Fig. 4. Feature importance.

as the less important features from the features given
in Case 3. Running all the machine learning models
using Pycaret gave the results mentioned in Table V.
We observe that Random Forest Classifier(rf) again
performed best with 77.6% accuracy and 79.8% F1
score.

Fig. 5 compares the accuracy of all the classifier models
for each of the feature set case discussed above.

Fig. 5. Comparison of accuracy for different models.

For each of the feature set case discussed above, Fig.
6 compares the accuracy achieved by the different classifier
models. Here, results from only those classifier are plotted,
which achieved more than 50% accuracy.

As is discussed above for all the six cases and is evident
from Fig. 5 and Fig. 6, Random Forest Classifier(rf) performs
best for most of cases. Also, the best result is achieved by
the feature set formed by including both the Toxicity and
Sentiments features and by removing both the least significant
features and the highly correlated features.

Fig. 6. Comparison of accuracy for different feature sets.

D. Feature Importance

Before going for further experimentation, we would like to
give some observations related to the importance of features
as depicted in Fig. 4.

1) We found that the features ClassLabel main, senti-
ment, sentiment main, and retweet count have very
less importance as compared to other features (see
Fig. 4). This indicates that the level of aggression
of the whole thread denoted by ClassLabel main
has little impact on the model performance. The
sentiment of the reply tweet and the sentiment of the
main tweet has very little role to play along with the
number of retweets indicated by retweet count.

2) Features Insult and Toxicity have the highest impor-
tance. One of them can be considered an important
feature since they are highly correlated.

3) Feature Threat of the main tweet and reply tweet is
almost equally important.

4) Features Identity Attack, Profanity, Insult, Toxicity,
Severe Toxicity, Polarity, Sentiment of the main
tweet have low importance as compared to the cor-
responding features of the reply tweet except for the
Threat and Subjectivity feature.

5) Comparing the set of features based on Perspective
API and TextBlob4, we can observe that features
based on Perspective API have more importance.

Summarizing the observations, the top features among
all are Toxicity, Identity Attack, Threat main, Profanity, and
Threat.

E. Different Train-test Split

Then we experimented with different train-test splits for
judging the performance of Random Forest classifier. The data

4https://textblob.readthedocs.io/en/dev/

www.ijacsa.thesai.org 1141 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 15, No. 1, 2024

TABLE V. EVALUATION METRICS FOR DIFFERENT COMBINATIONS

Model Accuracy Recall Precision F1-Score
Ada Boost Classifier
Toxicity Features Only 0.4797 0.4797 0.5374 0.4875
Sentiment Features Only 0.4608 0.5408 0.5489 0.5292
Toxicity & Sentiment Features 0.4766 0.4766 0.5430 0.4838
Removing Correlated Features 0.4872 0.5172 0.56 0.5222
Removing Less Relevant Features 0.4964 0.4764 0.5243 0.4791
Removing Correlated and Less Relevant 0.5031 0.5031 0.5606 0.51
Decision Tree Classifier
Toxicity Features Only 0.6644 0.6444 0.6435 0.6392
Sentiment Features Only 0.6600 0.6600 0.6609 0.6566
Toxicity & Sentiment Features 0.6740 0.6740 0.6746 0.6693
Removing Correlated Features 0.6756 0.6756 0.6763 0.6725
Removing Less Relevant Features 0.6944 0.6944 0.6988 0.6909
Removing Correlated and Less Relevant 0.6982 0.6912 0.7011 0.6885
Extra Trees Classifier
Toxicity Features Only 0.7045 0.7445 0.7476 0.7436
Sentiment Features Only 0.6954 0.7054 0.7150 0.7012
Toxicity & Sentiment Features 0.7186 0.7634 0.7662 0.7611
Removing Correlated Features 0.7217 0.7617 0.7665 0.759
Removing Less Relevant Features 0.7266 0.7666 0.7713 0.7641
Removing Correlated and Less Relevant 0.7418 0.7618 0.7668 0.7605
Gradient Boosting Classifier
Toxicity Features Only 0.7290 0.7290 0.7383 0.7287
Sentiment Features Only 0.7178 0.7178 0.7236 0.7155
Toxicity & Sentiment Features 0.7315 0.7571 0.7590 0.7552
Removing Correlated Features 0.7373 0.7273 0.7278 0.7236
Removing Less Relevant Features 0.7415 0.7415 0.7445 0.7401
Removing Correlated and Less Relevant 0.7563 0.7163 0.7246 0.714
K Neighbors Classifier
Toxicity Features Only 0.6008 0.6708 0.6976 0.6722
Sentiment Features Only 0.5856 0.6456 0.6644 0.6414
Toxicity & Sentiment Features 0.6597 0.6597 0.6765 0.6596
Removing Correlated Features 0.6633 0.6333 0.6393 0.6282
Removing Less Relevant Features 0.6648 0.6348 0.6516 0.636
Removing Correlated and Less Relevant 0.6706 0.6206 0.613 0.6128
Linear Discriminant Analysis
Toxicity Features Only 0.4984 0.4984 0.5117 0.4926
Sentiment Features Only 0.4862 0.5062 0.4799 0.4773
Toxicity & Sentiment Features 0.5301 0.5501 0.5560 0.5435
Removing Correlated Features 0.5376 0.5376 0.5439 0.5329
Removing Less Relevant Features 0.5556 0.5156 0.5255 0.5127
Removing Correlated and Less Relevant 0.5687 0.4987 0.517 0.4991
Light Gradient Boosting Machine
Toxicity Features Only 0.7136 0.7336 0.7358 0.7311
Sentiment Features Only 0.6931 0.7131 0.7187 0.7090
Toxicity & Sentiment Features 0.7233 0.7633 0.7648 0.7617
Removing Correlated Features 0.7337 0.7337 0.7368 0.73
Removing Less Relevant Features 0.7495 0.7695 0.7726 0.7676
Removing Correlated and Less Relevant 0.7587 0.7587 0.7678 0.757
Logistic Regression
Toxicity Features Only 0.4404 0.4404 0.4339 0.4219
Sentiment Features Only 0.4953 0.4953 0.4662 0.4593
Toxicity & Sentiment Features 0.5000 0.5000 0.4883 0.4815
Removing Correlated Features 0.5579 0.5579 0.5389 0.5409
Removing Less Relevant Features 0.5601 0.4701 0.4741 0.4666
Removing Correlated and Less Relevant 0.5722 0.5222 0.52 0.5099
Naive Bayes
Toxicity Features Only 0.4907 0.4907 0.5382 0.4473
Sentiment Features Only 0.4984 0.4984 0.5520 0.4436
Toxicity & Sentiment Features 0.5485 0.5485 0.5881 0.5115
Removing Correlated Features 0.5593 0.5393 0.5775 0.4991
Removing Less Relevant Features 0.5691 0.4591 0.471 0.4204
Removing Correlated and Less Relevant 0.5791 0.4891 0.5066 0.4399
Random Forest Classifier
Toxicity Features Only 0.7226 0.7226 0.7233 0.7200
Sentiment Features Only 0.7085 0.7085 0.7111 0.7036
Toxicity & Sentiment Features 0.7346 0.7346 0.7514 0.7442
Removing Correlated Features 0.7462 0.7462 0.7773 0.7661
Removing Less Relevant Features 0.7606 0.7606 0.7869 0.7778
Removing Correlated and Less Relevant 0.7766 0.7666 0.7987 0.7938
Ridge Classifier
Toxicity Features Only 0.4890 0.4890 0.4739 0.4686
Sentiment Features Only 0.5016 0.5016 0.4623 0.4531
Toxicity & Sentiment Features 0.5439 0.5439 0.5182 0.5155
Removing Correlated Features 0.5455 0.5455 0.5264 0.521
Removing Less Relevant Features 0.5547 0.5047 0.4969 0.4889
Removing Correlated and Less Relevant 0.5697 0.5097 0.5067 0.4952
SVM Linear Kernel
Toxicity Features Only 0.2397 0.2397 0.1374 0.1305
Sentiment Features Only 0.2321 0.2321 0.1438 0.1190
Toxicity & Sentiment Features 0.2492 0.2492 0.2285 0.1450
Removing Correlated Features 0.2541 0.2541 0.1733 0.1568
Removing Less Relevant Features 0.2664 0.2664 0.2388 0.1434
Removing Correlated and Less Relevant Features 0.2765 0.262 0.2297 0.1971

was split in multiple split percentages, starting from 60% till
95% with a window of 5%. Fig. 7 summarizes the results of
running the Random forest classifier when the training set is
split from 60% till 95% with a window of 5%. We observe
that the accuracy increases with the increase in the size of the
training set but almost stabilizes when it reaches 85%. Similar

is the case with F1 score. Hence, best accuracy of 78.83% and
F1 score of 79.45% is reported to be achieved at 85% training
set and 15% test set (see Table VI).

Fig. 7. Model performance on different train-test split.

TABLE VI. MODEL PERFORMANCE FOR VARIOUS TRAIN-TEST SPLITS

Train-Test Split Accuracy Precision Recall F1 Score
60-40 0.7150 0.7241 0.7050 0.7119
65-35 0.7281 0.7509 0.7081 0.7277
70-30 0.7189 0.7506 0.7010 0.7204
75-25 0.7280 0.7637 0.7080 0.7308
80-20 0.7486 0.7846 0.7286 0.7520
85-15 0.7883 0.8179 0.7483 0.7945
90-10 0.7883 0.8126 0.7434 0.7945

V. CONCLUSION AND FUTURE WORK

In this paper, a machine learning model for automatic
labeling of Bystanders detection has been proposed. Initially,
Pycaret was used to find the best model using the features
mentioned in the CYBY23 dataset [12]. Later, various feature
selection techniques have been used to increase the efficiency
of the model. The proposed model has been validated by using
different train-test splits. The results of various combinations
has been discussed in length. Finally, the Random Forest
classifier with a training set of 85% and 15% has been
chosen as the best model for Bystanders detection. Further,
the Importance of various features from the given dataset has
been discussed. Despite the best efforts of applying machine
learning techniques for the given dataset CYBY23 [12], the
authors feel that the small size of the dataset hinders the
research in this area. The achieved results will be more
promising on a larger dataset.

The research work in the future may be directed toward
increasing the dataset size and finding a more efficient model
for automatic labeling. The dataset size can be increased
by extending the work to other social media posts. Various
ways of finding the sentiments can be used using Natural
Language Processing techniques. Deep learning models can be
experimented with for the deployment of an efficient model for
automatic labeling. The mentioned dataset can be regarded as
a multi-label dataset with two class labels, namely aggression
level, and bystanders role and further experiments can be
performed in that direction.
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Abstract—In recent times, many fake faces have been created
using deep learning and machine learning. Most fake faces made
with deep learning are referred to as “deepfake photos.” Our
study’s primary goal is to propose a useful framework for recog-
nizing deep-fake photos using deep learning and transformative
learning techniques. This paper proposed convolutional neural
network (CNN) models based on deep transfer learning method-
ologies in which the designed classifier using global average
pooling (GAP), dropout, and a dense layer with two neurons
that use SoftMax are substituted for the final fully connected
layer in the pretrained models. DenseNet201, the suggested
framework, produced the best accuracy of 86.85% for both the
deepfake and real picture datasets, while MobileNet produced a
lower accuracy of 82.78%. The obtained experimental results
showed that the proposed method outperformed other state-
of-the-art fake picture discriminators in terms of performance.
The proposed architecture helps cybersecurity specialists fight
deepfake-related cybercrimes.

Keywords—Deep learning; machine learning; deepfake; convo-
lutional neural network; global average pooling

I. INTRODUCTION

Artificial intelligence (AI) is the process of creating devices
that mimic human intelligence in terms of behaviour and
thought. The term can also refer to any device exhibiting
characteristics of the human mind, like problem-solving and
learning [1]. An ideal attribute of AI is the capacity to
simplify and carry out actions that are most likely to achieve
a specific goal. A subset of AI is machine learning (ML).
Massive volumes of unstructured data, including text, photos,
and videos, are ingested by deep-learning algorithms to allow
this autonomous learning. ML aims to replicate how humans
learn and increases in accuracy over time by using data and
algorithms [2, 3].

ML is a crucial component of the developing field of
data science. Algorithms are trained in data-mining projects
to categorize, forecast, and unearth important insights using
statistical techniques. With the goal of influencing important
growth metrics, these insights drive decisions within applica-
tions and organizations [4]. As big data continues to grow and
improve, data scientists will become increasingly in demand.
It should be possible to use ML to find the information needed
to answer many important business questions. Deep learning
can be classified as a subset of machine learning [5]. Deep
learning uses less complex concepts than those employed in

ML and uses artificial neural networks that are designed to
imitate human brain networks. Previously, the intricacy of
neural networks has been limited by computer power. Larger
and more complex neural networks are now conceivable due to
advancements in big data analytics, which allow computers to
see, learn from, and respond to complex events more quickly
than people can. Deep learning makes it possible to categorize
images, identify faces, translate languages, recognize audio,
and determine whether a face is real or fake. It can tackle
pattern recognition issues and does not require human inter-
vention [6, 7].

The face is a person’s most recognizable feature. The
security hazards of facial modification are becoming increas-
ingly more significant because of the rapid development of
facial synthesis technology. Several algorithms based on deep-
learning techniques can replace one person’s face with another
person’s realistic-looking visage [8]. Additionally, new AI
technology called deepfake combines the faces of two different
people. A number of methods based on generative adversarial
networks (GANs) produce high-resolution deepfake images
that are more accurate than previous technologies [9]. This
is cause for concern, as deepfake information can circulate
quickly due to the rise of mobile phones and the emergence
of multiple social networking sites [10]. Initially, deepfake
photos could be distinguished by the human eye because of
a pixel collapse phenomenon that tends to produce unnatural
visual contrasts in skin tones and face features. However, over
time and with the development of technology, deepfakes have
essentially merged with natural imagery [11].

Deepfake techniques frequently require enormous volumes
of audio, video, or image data to produce convincing pho-
tographs that look natural. However, while deepfakes represent
huge development in technological capability, there are some
negatives. There is a prevalence of deepfakes of public people,
including athletes, politicians, and celebrities, in the abundance
of films and photos that can be found online [12]. Additionally,
deepfake technologies can be used to ridicule and humiliate
people. Deepfakes are considered to be the most harmful sort
of synthetic media. They utilize celebrities’ voices and photos
without their permission to make political or humorous content
about them. Due to the simplicity of the numerous applications
making deepfakes, anyone can use this technology to make
artificial content that is indistinguishable from actual content.
It is not only public people who can be affected by deepfake
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technology. One use of deepfake content is cyberbullying,
which affects a large population of young people [10]. A
number of factors are taken into account in the sophisticated
approach of deepfake image detection. The basic steps of
image classification include identifying a suitable classification
scheme, collecting training patterns, image pre-processing,
feature extraction, choosing a suitable evaluation method, and
evaluating accuracy.

The remainder of the essay is structured as follows. Section
II provides background on deepfakes, GANs, and a summary
of a range of studies and previous research on image classifi-
cation. Section III focuses on research procedures and methods
of work. It includes a detailed explanation of the models
used. Section IV presents an experimental setup. Section V
describes the results of the experiment obtained using the
selected dataset on a set of models and makes a comparison
between them based on several criteria. Finally, Section VI
presents conclusions and suggestions for further work.

II. LITERATURE REVIEW

The development of technology has made life easier in
many respects. However, there have also been instances where
technology has been abused, which has resulted in some
serious issues. One example is digital image technology. There
are many tools and software that make it is easy to modify
any digital image. For example, anyone with even a basic
understanding of Photoshop can quickly and simply create a
fake image of another person [13].

There has been a lot of recent research on the use of
these kinds of forgeries. Advancements in the disciplines of
AI means that people may now alter a raw image and use it
in both positive and harmful ways because, crucially, these
techniques can provide incredibly life-like outcomes. This
introduced us to the realm of deepfake pictures [14]. For
example, [15] uses deep learning as a technology that creates
face recognition and can determine whether a profile image
is authentic or not, with the aim of finding a reliable method
to distinguish between actual and phony. This study included
real and fake face detection utilizing deep learning methods
built on neural networks in two image datasets. They chose
the ResNet50 model as the best match and used a trained
dataset of 9,000 photos. The training accuracy was 99.18%.
The research in [16], transfer learning methods from previously
trained depth models like ResNet50 and VGG16 were used in
the proposed model and three benchmark datasets were used to
assess the proposed model. The findings collected demonstrate
that the suggested model outperforms the current models.
The study in [17] used enhanced datasets for real and fake
face identification to compare the most popular modern face-
recognition classifiers, including Custom convolutional neural
network (CNN), VGG19, and DenseNet-121. They found
performance can be increased while using fewer computational
resources due to data augmentation. According to the authors
preliminary findings, VGG19 outperforms all other examined
models and has a maximum accuracy of 95%. To create
ensemble-like multi-attention networks for detecting deep fake
media, this work attempts to provide a complete examination
of the mentioned methods, structures, and mechanisms.

The research in [18] attempts to address the difficulty of
differentiating between real and fake pictures by developing an

algorithm that can distinguish between real and fake pictures.
The algorithm used in [18] seeks to differentiate between real
images and deep fakes. The dataset was tested against five
transfer learning methods as well as an 18-layered bespoke
CNN model that was described in the research. The proposed
model was able to test with an accuracy of 98.77%, whereas
InceptionV3 produced the best results of the transfer learning
models with a testing accuracy of 97.10%. Comparing deep-
fake and real photos, the unique CNN model performed better
than any other model previously employed. The main goal
of [19] was to develop a reliable and accurate method for
recognizing deepfake images. The significance of this work
lies in obtaining positive outcomes while utilizing the CNN
architecture. This study employed eight CNN architectures to
identify deep-fake images from big datasets. The findings were
accurate and dependable. For some criteria, like F1 score,
precision, and area under the Receiver operating characteristic
ROC curve, the custom model used in this investigation
performed marginally better than VGG Face in terms of recall.

The research in [20] provided a pipeline for categorizing
and recognizing human faces from input visual samples. The
second stage employed a number of deep learning (DL)-based
techniques to calculate deep features from the returned faces. A
support vector machine (SVM), a type of classifier, was trained
on these characteristics to assess whether the data was real
or fake. They compared the performance of numerous feature
extractors based on their published results and found that
DenseNet169 and its SVM classifier surpassed the competition.
Table I summarizes the previously mentioned studies.

III. MATERIALS AND METHODS

In order to detect fake faces, this work builds a group of
pre-trained models with fine-tuning. A final choice is made
for a testing image by fine-tuning five pre-trained models
(DenseNet201, MobileNet, InceptionV3, ResNet50, and Xcep-
tion) and fusing their projected probabilities. The pre-trained
models use transfer learning to reduce their weights so that
they can perform a similar classification problem. For the
classification of faces, ensemble learning of previously trained
models achieves greater results.

A. Pretrained Dense Net

A variation on the ResNet design is the densely linked con-
volutional network (DenseNet) architecture suggested by [21].
In this architecture, layers are connected to one another using
the summation technique. In comparison to the ResNet design,
the summing operation aids in further improving generalization
ability and better resolving the issue of the vanishing gradient.
The features that are taken from each layer are used as input
for the following layers in this method. Reusing feature maps
could help the overall performance be improved even further.
The architecture of DenseNet201 contains 201 layers, hence
the name. In this paradigm, high performance can be attained
with little memory and little computational expense. DenseNet
comes in a variety of sizes, including 121, 169, 201, and 264.

B. Pretrained MobileNet

The Google research team created the MobileNet archi-
tecture [22] for object identification on portable devices.
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TABLE I. SUMMARY OF THE MOST IMPORTANT CLASSIFICATION STUDIES ON FAKE FACES

Authors Dataset used CNN architectures
Maher Salman et
al. [15]

Real and fake faces detection VGG16, ResNet50 InceptionV3, MobileNet

Taeb et al. [17] Real and fake face detection 140K real and fake
faces

VGG19, DenseNet121

Sharma et al. [16] 140k real and fake faces Fakefaces Real and
fake face detection

VGG16, ResNet50

Dhar [18] 140K real and fake faces VGG16, DenseNet121 InceptionV3, VGG19, ResNet50
Shad et al. [19] 140K real and fake faces DenseNet201, DenseNet169, ResNet50, VGG16, VGG19, VGGFace
Masood et al. [20] DeepFake Detection Challenge (DFDC) VGG16, VGG19, ResNet101, Inception V3, DenseNet-169, InceptionResV2, XceptionNet,

MobileNetv2, EfficientNet, NASNetMobile

MobileNet architecture presented a depth-wise separable con-
volution along with 11 point-wise convolution layers, having
32 times fewer parameters compared to conventional convolu-
tions. MobileNet architecture outperformed VGG16 achieving
higher accuracy during training on ImageNet dataset and
requiring 27 times less computational power. Through depth-
wise convolution, one depth-wise kernel was employed all the
input channel. Point-wise convolution utilizes 11-bit kernel
size CONV layer to calculate a linear combination of several
input channels. The preceding method reduces the feature
maps dimensionality significantly.

C. Pretrained Resnet

The ResNet50 network has a lot of depth. With it, more
complicated networks can be constructed (which might refer
to as networks inside networks) utilizing common network
components known as residual modules and train them us-
ing stochastic gradient descent (SGD). The ResNet architec-
ture [23] was groundbreaking work that demonstrated how
residual modules can be used to train very deep networks
using regular SGD. By applying identity-mapping techniques
to update the residual coefficients, accuracy can be attained.
Its architecture drastically reduces its size by using a global
average pooling layer rather than a fully linked layer. This
network is called ResNet50 because the architecture has 50
levels.

D. Pretrained Xception

Xception architecture, which stands for extreme inception
and was introduced by François Chollet [24], is an improve-
ment on the Inception design. In this architecture, the initial-
ization modules from the Inception design are replaced by
residual connections and depth-wise separable convolutions. It
is possible that the depth-wise separable convolution will lower
memory and processing expenses. The Xception architecture
consists of 14 modules, each with 36 convolutional layers. All
connections between modules, except for the first and last, are
created via linear residual connections.

E. Pretrained Inception

The third iteration of the Inception model, the Inception
V3 architecture [24] has a total of 159 layers. Instead of
utilizing a single kernel size (such as 3x3 or 5x5), the Inception
module uses several convolution sizes, such as 1x1, 3x3, and
5x5 filter sizes. The fundamental concept behind using various
convolution sizes is that it enables the extraction of multi-level
characteristics from the input image during each convolution
process. Pointwise 11 convolution is also employed in this

architecture to cut down on the number of parameters. The
computational cost is decreased by the pointwise convolutions.
The network has undergone numerous iterations due to its
ongoing evolution. InceptionV1, InceptionV2, InceptionV3,
InceptionV4, and Inception-Resent are common variants. Ta-
ble II shows the summary of the deep architectures employed
in this study.

F. Experimental Design

The proposed method for identifying fake or real faces
based on the CNN architecture is described in this section.
By using five different models, this study attempts to create a
deep-learning model for face classification. The entire work-
flow of suggested solution is depicted in Fig. 1. The diagram
illustrates the three basic steps of the model. The first phase is
loading the dataset and image processing, the second is using
the pre-trained model to extract features, and the third is using
the selected features and classifying images. The proposed
model uses datasets as input, and the final output is to classify
images and evaluate and visualize the results.

Five different deep learning models – ResNet50, Inception
V3, DenseNet201, Xception, and MobileNet – have been used
as the base models and pre-trained for classification using
the ImageNet dataset. An approach called transfer learning is
used to train these models. In transfer learning, a pre-trained
network performs better than a network that was trained from
scratch. As shown, constructing classification solutions with
transfer learning is quicker and more effective than doing it
without. CNN also plays a fascinating role in classification.
Two components make up each model: a feature extractor and
a classifier. The classifier is used to categorize the collected
features, whereas the feature extractor works to extract features
using a convolutional base layer. In order to determine if the
output is a fake face or a real face, The convolutional base
layers and adapt the final classification layer are kept by adding
new sets of layers such as global average pooling (GAP),
dropout, and the dense layer.

IV. EXPERIMENTAL SETUP

A. Datasets

The proposed model on a deepfake and real images dataset
acquired from the Kaggle website is tested. https://www.ka
ggle.com/datasets/manjilkarki/deepfake-and-real-images. Five
CNN models were trained to distinguish between fake and
real images. The dataset is divided into a training set and a test
set. The training set has 4,700 images, of which 2,500 are real,
and the rest are fake. The testing set has 540 images, of which

www.ijacsa.thesai.org 1146 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 15, No. 1, 2024

TABLE II. A SUMMARY OF THE DEEP ARCHITECTURES EMPLOYED IN THIS STUDY

Architecture Convolutional layer count Count of face centred cubic (FCC) layers Parameter count for training
DenseNet201 199 2 20.2 million
MobileNet 53 3 3.4 million
ResNet50 48 2 25.6 million
Xception 70 1 22.9 million
InceptionV3 42 1 23.9 million

Fig. 1. Proposed experimental design.

300 are real and the rest are fake. Both real and altered photos
can be found in this dataset. The faces, which are produced
using a variety of techniques, are modified images. To extract
the most value from these photos, this dataset was processed.
Each picture is a 256x256 jpg image of a real or fake human
face.

B. Pre-processing

The most important part of the model is the pre-processing
method. To minimize overfitting, data augmentation was im-
plemented. A 224x224x3 image was provided as the last
input for the recommended model. Image augmentation is the
process of creating new training samples from existing ones.
To create a new pattern, slightly modify the original image; for
example, you can make the new image slightly brighter or crop
part of the original image. The original image can be mirrored
to produce a new one [25]. There are various techniques to
help increase the number of data points, such as rotation, shift,
zooming, and horizontal fling. Augmented datasets were used
for these experiments. To make the expanded dataset better
fit the trained models, and they were scaled it and added
horizontal flips by added a shifting of 0.1, a zoom range of
0.5, and a 45-degree rotation to the datasets.

C. Extraction of Features

In the feature extraction approach, the network of convolu-
tional and pooling layers that serve as the extraction of features
were kept while removing the fully connected layers of a pre-
trained CNN model. The feature extractor can be expanded
with fully linked layers and machine-learning classifiers. As
a result of the dataset being more appropriate for this model,
the network’s performance on it is improved. Also, the final
fully connected layer and retrieved features were kept with
the trained models ResNet50, Inception V3, DenseNet201,
Xception, and MobileNet.

D. Classification

Deep features were extracted and sent through the
ResNet50, Inception V3, DenseNet201, Xception, and Mo-
bileNet models before being transferred to user-specific layers
that were specifically designed for them. Deep features that had
been concatenated were scaled in one-dimension (1D) form
using GAP, producing feature maps that were appropriate for
the succeeding two completely connected layers. Two fully
connected layers and introduced dropout (0.5) in the midst of
the fully connected layers were used to improve efficiency and
generalize learning. The activation function and the output are
ultimately produced by a dense layer with two neurons that
uses the SoftMax activation function for binary classification.

E. Evaluation Criteria

In this study, the TensorFlow package, Keras API, and
Python programming were used to implement all the pre-
trained models (DenseNet201, MobileNet, ResNet50, Xcep-
tion, and Inception V3). Additionally, Google Colab Pro was
used for all tests. The model is trained and optimized using
the Adam optimizer. A cycle of updating network weights
using all the training data is known as an epoch. A model’s
performance will advance over time as the number of epochs
rises. All models were tested across 25 epochs with a learning
rate of 0.001 and a batch size of 32. Dropout was introduced to
expedite training, enhance learning, boost precision, and avoid
overfitting. The inputs used to train the model are shown in
the Table III.

1) Accuracy: The percentage of correctly categorized
images is what is meant by accuracy. TP + TN / (TP
+ TN + FP + FN).

2) Precision: It is the proportion of positively anticipated
categories to positively classed categories that were
effectively recognized. TP/ (TP + FP).
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TABLE III. HYPERPARAMETERS USED IN THE SUGGESTED TRANSFER
LEARNING MODELS

Hyperparameters Value
Image size 224 x 224
Optimizer Adam
Learning rate 0.001
Batch size 32
Dropout 0.5
Number of epochs 25
Activation function SoftMax

3) Recall: The recall rate is the proportion of subjects
who were correctly classified out of all positively
classified subjects. TP / (FN + TP).

4) F1 score: The F1 score is typically employed to
make it possible to measure both precision and recall
simultaneously. The harmonic mean is used in place
of the arithmetic mean. As a result, the penalize
extreme values more. 2*(precision*recall)/ (precision
+ recall)

V. THE RESULTS

The proposed methods were used to test out a number
of pre-trained deep-learning models that were available. Per-
formance in various models was enhanced using different
optimizers. A number of CNN models (see Table IV) were
implemented using the deepfake and real images dataset.
This demonstrated good facial image classification accuracy.
Additionally, the figures of each proposed model were shown
and explained using the dataset. The automatic identification
and classification of faces are presented in depth in this part,
along with the results of the studies. To create a reliable
classifier, numerous trials were carried out with list mod-
els, InceptionV3, DenseNet201, MobileNet, ResNet50, and
Xception. This study’s primary objective is to evaluate the
effectiveness of deep learning architectures. On the basis of
performance metrics for precision, recall, and F1 score, the five
designs employed in the study were assessed. The experimental
results attained for each model are shown in Table IV. The
results table show that the classifier performs well for each
class.

Table IV and Fig. 2 show the results for the accuracy,
precision, and F1-score recall of the deep fake and real images
dataset, which includes two classes of fake faces and real faces
using five of the pre-training models with optimizer Adam,
anumber of epochs of 25 for each model with a SoftMax
activation function, and a batch size of 32. The model that
achieved the highest accuracy was DenseNet201, with a rate
of 86.58% and the highest recall of 0.86, a precision of 0.87,
and an F1 score of 0.87, while ResNet50 had an accuracy of
83.33%. The accuracy for Xception was 84.07% and, 85.0%
for Inception V3. The MobileNet model provided relatively
low accuracy, sensitivity, precision, and F1-score values for
all classes.

Graph (A) from Fig. 2 shows the accuracy of the model
DenseNet201 throughout training and validation over a period
of 25 epochs. As the number of epochs rises, the accuracy
of training and validation appears to increase. However, there
are some variations in the validation accuracy over time. The
validation accuracy fell below 65% in the first three epochs.

However, the results approached a score of 86% by the 25th
epoch, while the validation loss fluctuated, eventually falling
to zero across the remaining epochs.

Fig. 3 (A) shows the accuracy of the model MobileNet
throughout training and validation over a period of 25 epochs.
As the number of epochs rises, the accuracy of training
and validation appears to increase. However, there are some
variations in the validation accuracy over time. The validation
accuracy fell below 66% in the first 15 epochs. However, the
results approached a score of 82% by the 25th epoch, while
the validation loss fluctuated, eventually falling to zero across
the remaining epochs.

Fig. 4 graph (A) shows the accuracy of the model ResNet50
throughout training and validation over a period of 25 epochs.
As the number of epochs rises, the accuracy of training
and validation appears to increase. However, there are some
variations in the validation accuracy over time. The validation
accuracy fell below 55 in the first five epochs. However, the
results approached a score of 83% score by the 25th epoch,
while the validation loss fluctuated, eventually falling to zero
across the remaining epochs.

Fig. 5 graph (A) shows the accuracy of the model Xception
throughout training and validation over a period of 25 epochs.
As the number of epochs rises, the accuracy of training
and validation appears to increase. However, there are some
variations in the validation accuracy over time. The validation
accuracy fell below 72% in the first 10 epochs. However, the
results approached a score of 84% by the 25th epoch, while
the validation loss fluctuated, eventually falling to zero across
the remaining epochs.

Fig. 6 graph (A) shows the accuracy of the model Incep-
tionV3 throughout training and validation over a period of 25
epochs. As the number of epochs rises, the accuracy of training
and validation appears to increase. However, there are some
variations in the validation accuracy over time. The validation
accuracy fell below 68% in the first 15 epochs. However, the
results approached a score of 85% by the 25th epoch, while
the validation loss fluctuated, eventually falling to zero across
the remaining epochs.

A. Performance Evaluation Metrics

There is a concept known as a confusion matrix in the con-
text of machine learning, deep learning, and, more specifically,
the issue of statistical classification. A table that summarizes
how well a classification model works on a collection of test
data or real values from the set is known as a confusion
matrix. A result, the algorithm’s performance can be assessed
and commonalities between classes can be quickly found. In
further detail, the confusion matrix is a clear account of the
outcomes of a categorization task that contains a summary
of the right and wrong predictions. The true negative (TN)
condition occurs when the model predicts the negative class ac-
curately. The negative type in this instance relates to an actual
face. A false negative (FN) occurs when the model forecasts
the negative class inaccurately and incorrectly predicts that the
face was real. A false positive (FP) occurs when the model
forecasts the positive class inaccurately; that is, it predicted
the face to be a fake but it was incorrect. When the model
accurately predicts the positive class, it is said to be a true
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TABLE IV. THE EXPERIMENTAL RESULTS OBTAINED ON THE DEEPFAKE AND REAL IMAGES DATASET USING MODELS

Pretrained models Accuracy Precision Recall F1-score
DenseNet201 86.58% 0.87 0.86 0.87
MobileNet 82.78% 0.83 0.83 0.83
ResNet50 83.33% 0.83 0.83 0.83
Xception 84.07% 0.85 0.83 0.84
InceptionV3 85.00% 0.87 0.84 0.84

Fig. 2. The accuracy (A) and Loss (B) of the DenseNet201 model during training and validation.

Fig. 3. The accuracy (A) and Loss (B) of the MobileNet model during training and validation.
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Fig. 4. The accuracy (A) and Loss (B) of the ResNet50 model during training and validation.

Fig. 5. The accuracy (A) and Loss (B) of the Xception model during training and validation.

positive (TP). The positive category in this instance refers to
a fake face.

Fig. 7 displays the confusion matrix for the DenseNet201
model for the deepfake and real images dataset. The number of
images is 540, divided into 240 fake images and 280 real im-
ages. Forty-five images were incorrectly labeled as fake when
they were real faces and 26 images were real but incorrectly
labeled as fake. Furthermore, 195 of the photographs were
accurately identified as fake, while 274 of the images were
correctly identified as real.

Fig. 8 displays the confusion matrix for the MobileNet
model for the deepfake and real images dataset. The number of
images is 540, divided into 240 fake images and 280 real im-

ages. Forty-five images were incorrectly labeled as fake when
they were real faces and 48 images were real but incorrectly
labeled as fake. Furthermore, 195 of the photographs were
accurately identified as fake, while 252 of the images were
correctly identified as real.

Fig. 9 displays the confusion matrix for the ResNet50
model for the deepfake and real images dataset. The number
of images is 540, which were divided into 240 fake images
and 280 real images. Forty-seven images were incorrectly
labeled as fake when they were real faces and 43 images were
real but incorrectly labeled as fake. Furthermore, 193 of the
photographs were accurately identified as fake, while 257 of
the images were correctly identified as real.
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Fig. 6. The accuracy (A) and Loss (B) of the InceptionV3 model during training and validation.

Fig. 7. The result of the prediction of the DenseNet201.
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Fig. 8. The result of the prediction of the MobileNet.

Fig. 9. The result of the prediction of the ResNet50.
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Fig. 10. The result of the prediction of the Xception.

Fig. 11. The result of the prediction of the InceptionV3.
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Fig. 10 displays the confusion matrix for the Xception
model for the deepfake and real images dataset. The number of
images is 540, which were divided into 240 fake images and
280 real images. Fifty-eight images were incorrectly labeled
as fake when they were real faces and 26 images were
real but incorrectly labeled as fake. Furthermore, 182 of the
photographs were accurately identified as fake, while 272 of
the images were correctly identified as real.

Fig. 11 displays the confusion matrix for the Inception
V3 model for the deepfake and real images dataset. The
number of images is 540, which were divided into 240 fake
images and 280 real images. Sixty-six images were incorrectly
labeled as fake when they were real faces and 16 images were
real but incorrectly labeled as fake. Furthermore, 174 of the
photographs were accurately identified as fake, while 285 of
the images were correctly identified as real.

VI. CONCLUSION AND FUTURE WORKS

A new technique called “deepfake” is being employed
to uses AI to generate realistic but fake images of people,
particularly public figures. While not all fake information is
harmful, some of it genuinely threatens the global community
and should be identified. The main goal of this research was
to develop a reliable and accurate method for spotting phony
pictures. Researchers have used a number of techniques to
find deep-fake content. However, the significance of this work
lies in obtaining positive outcomes while utilizing the CNN
architecture. In this study, the paper employed transfer-learning
techniques in the proposed framework to enhance the accuracy
of detection and reduce execution time. Also, the paper applied
the proposed model to several pre-trained models, and a
comparison was made in terms of accuracy, sensitivity, recall,
and F1 score. This research used five pre-trained models —
Resnet50, Inception V3, DenseNet201, Xception, and Mo-
bileNet — to detect deep-fake images using public datasets.
The dataset contained deepfake and real images, with 4,700
training images and 540 test images. The final fully connected
layer in the pre-trained models was eliminated in this study
and replaced with a classifier that uses dropout, GAP, and a
dense layer with two neurons that employs SoftMax. Image
augmentation techniques were also used, with the help of the
optimizer Adam. Some improvements can be made to the
deep-learning framework used in this paper, such as applying
the framework to different datasets, performing experiments
using pre-trained models different from those used in this
paper, and merging two CNN models with each other. The
aim of this research was to design an application that detects
deepfakes and gives an accurate and automatic performance
evaluation. Additionally, we intend to evaluate this work on
low-resolution, low-light imagery and extend it to real and
fake video recognition.
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Abstract—This research investigates the escalating issue of
adversarial attacks on neural networks within AI security, specif-
ically targeting image recognition using the MNIST dataset. Our
exploration centered on the potential of a combined approach
incorporating feature masking and gradient manipulation to
bolster adversarial defense. The main objective was to evaluate
the extent to which this integrated strategy enhances network
resilience against such attacks, contributing to the advancement
of more robust AI systems. In our experimental framework, we
utilized a conventional neural network architecture, integrating
various levels of feature masking alongside established training
protocols. A baseline model, devoid of feature masking, func-
tioned as a comparative standard to gauge the efficacy of our
proposed technique. We assessed the model’s performance in
standard scenarios as well as under Fast Gradient Sign Method
(FGSM) adversarial assaults. The outcomes provided significant
insights. The baseline model demonstrated a high test accuracy
of 98% on the MNIST dataset, yet it showed limited resistance
to adversarial incursions, with accuracy diminishing to 60% un-
der FGSM onslaughts. Conversely, models incorporating feature
masking exhibited a reciprocal relationship between masking
proportion and accuracy, counterbalanced by an enhancement in
adversarial resilience. Specifically, a 10% masking ratio achieved
a 96% accuracy rate coupled with a 75% robustness against
attacks, a 30% masking led to a 94% accuracy with an 80%
robustness level, and a 50% masking threshold resulted in a
92% accuracy, attaining the apex of robustness at 85%. These
results affirm the efficacy of feature masking in augmenting
adversarial defense, highlighting a pivotal equilibrium between
accuracy and resilience. The study lays the groundwork for
further investigations into refined masking methodologies and
their amalgamation with other defensive strategies, potentially
broadening the scope of neural network security against adver-
sarial threats. Our contributions are significant to the realm of
AI security, showcasing an effective strategy for the development
of more secure and dependable neural network frameworks.

Keywords—Feature masking; neural networks; gradient manip-
ulation; adversarial resilience; fast gradient sign method

I. INTRODUCTION

Enhancing adversarial defense in neural networks, partic-
ularly for image recognition tasks like those involving the
MNIST dataset, can be effectively addressed by integrating
feature masking and gradient manipulation. This combined
approach leverages the strengths of both methods to fortify
the network against adversarial attacks.

Feature Masking: This technique modifies or conceals
certain features in the input data. In the context of the MNIST
dataset, which comprises images of handwritten digits, feature
masking could involve partially obscuring these digits. This

strategy prevents the neural network from becoming overly
reliant on specific features, thus reducing its vulnerability
to adversarial attacks. Research has shown that diversifying
the features used by a model for classification enhances its
robustness [18][19][20].

Gradient Manipulation: Neural networks adjust their pa-
rameters based on the gradient of the error relative to their
current parameters. Adversarial attacks often manipulate these
gradients to deceive the model. Altering the gradients, through
methods like noise addition, modification, gradient clipping,
or smoothing, can make the network less susceptible to minor
input variations typical in adversarial attacks [5][12].

By combining feature masking and gradient manipulation,
a more resilient defense against adversarial attacks can be
achieved. Feature masking ensures the model does not fixate
on certain input features, and gradient manipulation renders the
learning process less predictable and more resistant to gradient-
based adversarial methods. This holistic approach is crucial
for tasks like the MNIST dataset, where inputs are relatively
simple and uniform, necessitating a robust and generalizable
model.

The fundamental challenge lies in the vulnerability of neu-
ral networks to adversarial perturbations. Adversarial attacks
exploit the model’s reliance on specific features and manipulate
gradients during the learning process, leading to misclassifica-
tions. The aim of this research is to fortify neural networks
against such attacks, particularly in the context of the MNIST
dataset, by integrating feature masking and gradient manip-
ulation. This paper discusses the importance of diversifying
features to prevent overreliance on specific aspects of the input
data and explores various gradient manipulation techniques,
such as noise addition, modification, gradient clipping, or
smoothing, and their potential to enhance model resilience
[13][14][15][16].

Also the synergistic effects of integrating feature masking
and gradient manipulation for a more comprehensive defense
strategy are studies to see the impact of combining feature
masking and gradient manipulation in creating a holistic
defense mechanism against adversarial threats. This research
aims to contribute to the development of robust neural network
models, particularly for image recognition tasks like those
involving the MNIST dataset. By addressing the vulnerability
of neural networks to adversarial attacks through the combined
approach of feature masking and gradient manipulation, the
proposed methodology seeks to enhance the overall security
and reliability of image recognition systems.As the field of
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neural network security advances, it becomes imperative to
devise comprehensive defense strategies. This paper introduces
a novel approach that leverages feature masking and gradient
manipulation to fortify neural networks against adversarial
attacks, with a specific focus on image recognition tasks using
the MNIST dataset. The research questions and objectives
outlined in this paper guide the investigation into the ef-
fectiveness of this combined approach, aiming to contribute
to the ongoing efforts in enhancing the security of neural
networks in practical applications. The objective of the our
research is to investigate the effectiveness of feature mask-
ing in preventing neural networks from fixating on specific
features in the MNIST dataset. Describes the experimental
setup for evaluating feature masking and its impact on model
fixation,explore various gradient manipulation techniques to
render the learning process less predictable and more resistant
to adversarial attacks and to evaluate the combined approach of
feature masking and gradient manipulation in creating a more
resilient defense against adversarial attacks on neural networks
trained on the MNIST dataset. Significance of the our research
highlights the contribution of the proposed methodology in
advancing the field of neural network security, particularly
in the context of image recognition tasks. Emphasizes the
potential impact on real-world applications and the broader
implications for enhancing the reliability of neural network
systems. This research article establishes itself as a cornerstone
in advancing neural network security, presenting a holistic
and innovative approach that transcends the immediate context
of the MNIST dataset. The integrated feature masking and
gradient manipulation methodology stands as a transformative
blueprint for enhancing the security and reliability of neural
network systems, with broad applications across diverse do-
mains.

II. BACKGROUND AND MOTIVATION

Evolution of Neural Networks: Neural networks have
evolved remarkably over the last few decades, becoming more
complex and powerful. They are particularly adept at image
recognition tasks, outperforming traditional algorithms in most
benchmarks.Rise of Adversarial Attacks: With the growing
reliance on neural networks, their susceptibility to adversarial
attacks has become evident. An adversarial attack involves
subtly altering the input data (like images) in a way that
leads the network to make incorrect predictions or classifi-
cations, while the changes remain imperceptible to the human
eye.The MNIST dataset, comprising hand-written digits, is a
foundational benchmark in the field of machine learning for
image recognition tasks[21][35]. The simplicity and uniformity
of this dataset make it an ideal testbed for studying neural
network behaviors, including their vulnerability to adversar-
ial attacks.The primary motivation is to ensure the security
and reliability of neural networks in critical applications.
In contexts like medical diagnosis, autonomous driving, or
facial recognition, the consequences of erroneous decisions
due to adversarial attacks can be severe.Improving adversarial
defense helps in understanding the limitations and weak-
nesses of current neural network models. This understanding
is crucial for developing more robust and generalizable AI
systems.Enhancing adversarial defense aligns with the broader
goals of AI safety and ethics. It ensures that AI systems
perform reliably and safely, even in the presence of poten-

tially malicious inputs.Addressing the challenge of adversarial
attacks inspires new research directions in neural network
architecture design, training methodologies, and general AI
robustness.As AI becomes more pervasive, regulatory bodies
are increasingly focusing on the robustness and security of AI
systems. Enhancing adversarial defense is thus also motivated
by the need to comply with emerging regulations and standards
in AI governance. The drive to enhance adversarial defense
in neural networks is fueled by the need for secure, reliable,
and ethical AI systems, particularly in applications where the
stakes are high. The MNIST dataset serves as a fundamental
platform for testing and developing these enhancements due
to its simplicity and widespread use in the AI community.

III. RELATED WORK

In recent times, the security of machine learning models
has been increasingly threatened by a phenomenon known as
adversarial attacks. These attacks cleverly manipulate the mod-
els by introducing subtle, often undetectable alterations, known
as ”adversarial examples”. These alterations are designed to
mislead the models into making erroneous predictions. In
response to this critical issue, the scientific community has
been proactive in devising a range of defensive strategies to
mitigate the risks posed by these attacks.

A. Machine Learning Security

In the field of machine learning security, recent research
has introduced innovative methods to counteract adversarial
attacks.

Frequency Domain Analysis (FDA), a technique that ad-
vances the principles of Spectral Signature Matching (SSM).
FDA analyzes the frequency components of both input data and
gradients, showcasing heightened sensitivity in detecting subtle
adversarial perturbations. This method marks a significant
improvement over traditional SSM approaches, particularly in
identifying less perceptible adversarial attacks[33].

Complementing FDA, Outlier Detection with Autoencoders
(ODAE), which employs autoencoders to reconstruct what
is considered clean data. Adversarial examples, characterized
by significant reconstruction errors, are effectively identified
by ODAE. This method emphasizes a data-driven approach
in anomaly detection, harnessing the distinct reconstruction
capabilities of autoencoders [32].

Another novel approach with Explainable Gradient Consis-
tency (EGC). EGC merges Interpretable Gradient Consistency
(IGC) with interpretable saliency maps, thus enabling the
identification of specific regions in input data that have been
manipulated in adversarial examples. EGC stands out for its
transparency and fairness in the detection process, offering
visual explanations for identified adversarial inputs. Together,
these methods represent significant strides in the ongoing
effort to secure machine learning models against sophisticated
adversarial threats [22].

Concentrating on adversarial training, the regularization
into Graph Neural Networks (GNNs) by considering the
inherent structure of the underlying graph. The potential of
adversarial training in bolstering the robustness of GNNs. The
robustness of GNNs and offers a comprehensive overview
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of current research on adversarial attacks, providing valuable
insights into both challenges and opportunities for fortifying
GNN security. Emphasizing the necessity for collaborative
efforts among experts in graph theory, machine learning, and
cybersecurity, the study underscores the intricate challenges
presented by adversarial attacks on GNNs. Bridging this
interdisciplinary gap holds the promise of developing more
thorough and effective defense mechanisms [37].

In the evolving landscape of machine learning security,
recent studies have introduced innovative approaches to en-
hance model robustness against adversarial attacks. A method
that involves pruning weights that are particularly sensitive
to adversarial perturbations during the training phase. This
technique aims to improve the model’s robustness without
incurring a significant loss in accuracy. By selectively elim-
inating weights that contribute to vulnerabilities, the model
becomes more resilient to adversarial manipulations [25].

In a different approach, focused on training models with
adversarial examples that are generated from a diverse set of
pre-trained models. This strategy significantly enhances the
model’s ability to generalize and defend against a wide range
of unseen adversarial attacks. The diversity in the training
process ensures that the model is exposed to a wide spectrum
of potential threats, thereby fortifying its defenses [26].

A method that employs an ensemble of models with dy-
namically adjusted weights. These weights are calibrated based
on adversarial confidence scores, which enables the ensemble
to adaptively respond to varying degrees of adversarial threats.
This method not only improves the robustness of the model
but also its adaptability, allowing it to effectively counteract
evolving adversarial tactics [10].

Collectively, these studies represents the significant con-
tributions to the field, offering novel strategies to strengthen
machine learning models against the continuously advancing
nature of adversarial attacks [25][26][31].

The field of adversarial attack mitigation in machine learn-
ing continues to evolve with innovative strategies. A method
specifically targeting the mitigation of Carlini and Wagner at-
tacks through a technique known as Feature Disentanglement.
This approach involves separating the features that are essential
for the task prediction from those that are susceptible to adver-
sarial manipulations. By isolating and protecting the vulnerable
features, this method effectively counters the sophisticated
mechanisms employed in Carlini and Wagner attacks. This
separation not only enhances the model’s resistance to these
specific types of attacks but also maintains the integrity and
effectiveness of the model in its primary predictive tasks [22].

In a parallel development, a defense mechanism against
DeepFool attacks, employing a technique termed Adaptive
Smoothing. This method involves applying a smoothing filter
to the input data, which essentially blurs the potential points of
attack. By doing so, it becomes significantly more challenging
for DeepFool attacks to precisely alter the input data in a
way that misleads the model. The key advantage of Adaptive
Smoothing is its ability to mitigate attacks without compromis-
ing the fidelity of the clean data. This ensures that the model’s
performance on legitimate data is not adversely affected while
enhancing its resilience against these adversarial attacks [22].

Together, the methods developed represents significant ad-
vancements in safeguarding machine learning models. They
address the dual need of maintaining model accuracy and
robustness against increasingly sophisticated adversarial at-
tacks, thus contributing to the overall reliability and security
of machine learning systems [8].

The susceptibility of deep learning models lacks emphasis
on fostering interdisciplinary collaboration. Closing the gap
between machine learning experts, security researchers, and
domain-specific professionals is vital for crafting holistic ad-
versarial defense strategies.To address these gaps, the research
community needs to delve deeper into the intricate chal-
lenges of adversarial attacks. This involves considering diverse
application contexts and constructing adaptive, interpretable,
and collaborative defense mechanisms. Integration of technical
expertise across disciplines is essential for developing compre-
hensive strategies that mitigate adversarial threats effectively
[38].

Utilizing formal verification techniques to mathematically
prove the robustness of models against specific attack types
offers a promising direction for future research. Incorporating
human expertise into detection and mitigation strategies can
enhance defense effectiveness, particularly against novel at-
tacks. Evolving Attack Landscape: Continuous adaptation and
improvement of defense mechanisms are crucial as attackers
develop new and more sophisticated techniques.

A method that focuses on the logit outputs, which are the
model’s raw predictions before the final activation function
like softmax. This method detects adversarial examples by
comparing the logit outputs for both the original and the
perturbed samples. A significant discrepancy in these logits
is indicative of a potential adversarial attack. This approach
is particularly effective as it doesn’t just rely on the final
prediction but probes deeper into the model’s processing,
making it a more nuanced way to detect subtle adversarial
manipulations [1][4].

A defense mechanism leveraging the capabilities of
Meshed Tensorflow. This advanced framework is utilized to
compute gradients in a way that efficiently detects adversarial
examples. The strength of this method lies in its high accu-
racy, as Meshed Tensorflow allows for a more intricate and
detailed analysis of the gradients, which are key to identifying
adversarial perturbations [2].

The methods that transform input data into a space where
the model exhibits increased robustness to adversarial perturba-
tions. Techniques such as random cropping, color jittering, and
various forms of data augmentation are employed to achieve
this. These transformations effectively create a more complex
training environment, teaching the model to focus on the
most relevant features and thereby reducing its sensitivity to
adversarial modifications [3].

B. FGSM Attack

The need for sophisticated defenses against stronger at-
tacks. This includes ensemble methods or robust optimization
techniques, which are essential to withstand these advanced
adversarial methods.Many defense methods struggle to gen-
eralize against novel or varied attack types. It’s crucial for
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defenses to be evaluated against a diverse array of attacks
to ensure their effectiveness in real-world scenarios.Some de-
fense mechanisms require significant computational resources
or memory. Balancing efficiency with effectiveness is vital,
especially in practical applications where resources may be
limited [28].

The field of adversarial defense is characterized as an
ongoing race between attackers and defenders. Continuously
developing new, robust defense mechanisms is essential to
stay ahead of increasingly sophisticated attacks.Choosing the
most appropriate defense strategy depends on various factors,
including the type of attack, the specific model architecture
in use, and the desired balance between accuracy and robust-
ness.While significant strides have been made in developing
defenses against adversarial attacks, the field remains dynamic
and challenging, with a constant need for innovation and
adaptation to new threats.

SSM, focuses on analyzing the power spectrum of both
the input and its gradient. Adversarial noise often disrupts the
natural data patterns, which can be detected using SSM. This
method is particularly effective in identifying subtle noise that
deviates from the expected spectral characteristics of legitimate
data [6].

Input Gradient Consistency, IGC checks for the consis-
tency of gradients across different input channels. Adversarial
manipulations, which typically introduce inconsistencies in
these gradients, are effectively flagged by IGC. This method
hinges on the premise that legitimate inputs would maintain
a certain level of gradient consistency, unlike their adversarial
counterparts [7].

Kernel Deep Density Estimators (K-DDEs), learn the un-
derlying distribution of the data and are adept at identifying
outliers indicative of adversarial perturbations. This approach
is grounded in statistical learning and provides a robust way to
detect anomalies that stray from the learned data distribution
[8].

A research on DAT involves training the model with a
diverse set of adversarial examples. This enhances the model’s
resilience to future attacks by exposing it to a wide range of
potential adversarial tactics during the training phase [9].

C. Generative Adversarial Attack (GAN)

A method that co-trains the model alongside a GAN, which
generates realistic adversarial examples. This joint training
enables the model to better distinguish between legitimate and
adversarial inputs, thereby improving its robustness [2].

MAT, which utilizes meta-learning algorithms to develop
a generalizable strategy for adapting to various types of
adversarial attacks. This approach allows models to quickly
adapt to new and unseen adversarial tactics based on learned
meta-strategies. Each of these methods contributes to a more
comprehensive and multi-faceted approach to defending ma-
chine learning models against the ever-evolving landscape of
adversarial attacks, focusing on both preemptive training and
active detection to enhance model robustness and security [11].

A method that utilizes multi-scale gradient filtering to
defend against DeepFool attacks. This approach focuses on

modifying the gradient information at multiple scales, effec-
tively mitigating the impact of these attacks. A key advantage
of this method is its ability to preserve the fidelity of the input
data, ensuring that the defensive process does not degrade the
quality of legitimate inputs [30].

Certified robustness methods, aiming to guarantee model
robustness against adversarial examples within specific norm
bounds. These methods provide a mathematical assurance of
robustness, offering a more reliable and quantifiable defense
against adversarial manipulations [2][10][17][27][31][36].

A novel feature pruning technique to enhance the efficiency
of adversarial training. By pruning less relevant features, this
technique reduces the computational cost associated with train-
ing models on adversarial examples, while still maintaining a
high level of robustness against attacks [23][32][37].

The concept of ensemble learning, utilizing a collection
of diversified models to improve the detection and mitigation
of adversarial examples. This approach bases its defense on
the confidence scores from different models, enhancing the
overall accuracy and reliability of detecting adversarial attacks
[22][24][29][33][38].

Wasserstein distance divergence in the generation of ad-
versarial examples. This method produces more diverse and
realistic adversarial inputs for robust training, thereby improv-
ing the model’s generalizability to unseen attacks. The use
of Wasserstein distance helps in creating more challenging
and varied adversarial scenarios, which is crucial for com-
prehensive and effective adversarial training. Each of these
studies contributes uniquely to the field of adversarial defense,
showcasing the diverse range of approaches being developed
to safeguard machine learning models against the continuously
advancing techniques of adversarial attacks [34].

Despite significant advancements in adversarial defense
mechanisms for machine learning models, there remain chal-
lenges in developing universally robust, computationally ef-
ficient, and adaptable defense strategies that can effectively
counter a wide range of adversarial attacks, including novel
and sophisticated ones.

IV. METHODOLOGY

The MNIST dataset is a collection of grayscale images of
handwritten digits (0 through 9). Each image is 28 pixels in
height and 28 pixels in width, resulting in a 2D array of pixel
values representing the digit.

Let X ∈ RM×N represent an image in the MNIST dataset.
Here, M is the height of the image (number of rows), and N
is the width of the image (number of columns). Each element
Xij of the matrix X corresponds to the intensity value of the
pixel at row i and column j. The intensity values are real
numbers in the range of 0 to 255, where 0 represents black
(no intensity) and 255 represents white (maximum intensity).
The intensity values are typically integers ranging from 0 to
255, with 0 being completely dark and 255 being fully illumi-
nated. This grayscale representation captures the variations in
pixel intensity without considering color information. - Xij :
Intensity value of the pixel at row i and column j. - M :
Height of the image (number of rows). - N : Width of the
image (number of columns). - Each image in the MNIST
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dataset is essentially a 2D grid of pixels, forming a matrix
X . - The grayscale intensity values provide information about
the darkness or brightness of each pixel. - The size of the
matrix (M ×N ) is fixed for all images in the MNIST dataset
(28x28 pixels). - This representation is suitable for machine
learning algorithms that can learn patterns and features from
the pixel values to recognize handwritten digits.

- If X12 = 150, it means the pixel at the 1st row and 2nd
column has an intensity value of 150, which corresponds to a
shade of gray.

Understanding the input data representation is crucial for
preprocessing and feeding the data into machine learning
models to effectively learn and make predictions based on the
patterns within these pixel values.

A. Feature Masking Process

1) Setting pixels to constant value: This can be achieved
by setting pixel values in specific regions to a constant value.
For example, you can set a rectangular region of the image to
0 or 255. Mathematically:

X ′
ij =

{
c if (i, j) is in the masked region
Xij otherwise

(1)

Here, X ′
ij represents the modified pixel value, and c is the

constant value.

2) Applying filters: Filters, such as blurring or distortion
filters, can be applied to certain areas of the image. Let F be
a filter matrix, and ∗ denotes the convolution operation. The
masked image can be obtained as:

X ′ = X ∗ F (2)

3) Dropout: Dropout is a technique where certain pixels
are randomly set to zero during training. Mathematically:

X ′
ij = Xij ·Mij (3)

where Mij is a binary mask with elements randomly set to 0
or 1.

B. Reducing Dependency on Specific Features

Feature masking disrupts the input data in a controlled
manner, preventing the neural network from relying too heavily
on specific pixels for classification. During feature masking,
specific pixels are modified or set to constant values, introduc-
ing controlled perturbations to the input data. Mathematically,
this disruption is represented by modifying the pixel values,
such as in the setting pixels to a constant value or applying
filters.The controlled disruption reduces the model’s depen-
dence on individual pixel values, promoting a more generalized
understanding of the features in the data. By reducing the
network’s reliance on specific pixels, the model becomes less
sensitive to noise or variations in those pixels.This helps
the model focus on more relevant features, leading to better
generalization on unseen data. Particularly useful in scenarios
where certain pixels may be subject to noise or variations that
are not indicative of the overall pattern.

C. Regularization Effect

Feature masking acts as a form of regularization during
training, preventing overfitting and encouraging the model to
learn more robust and generalizable features. The disruption in-
troduced by feature masking, such as setting pixels to constant
values or applying filters, adds noise to the training process.
This regularization effect is achieved by modifying the input
data in a controlled manner. During dropout, random zeros are
introduced in the input, preventing the network from relying
too heavily on specific pixel values. Regularization helps
prevent overfitting, where the model memorizes training data
rather than learning the underlying patterns.Feature masking
introduces a level of uncertainty, forcing the model to be more
flexible and less prone to memorizing noise.The regularization
effect contributes to a more robust model that performs well
on unseen data. Feature masking disrupts the input data in a
controlled manner, preventing the neural network from relying
too heavily on specific pixels for classification. Feature mask-
ing acts as a form of regularization during training, preventing
overfitting and encouraging the model to learn more robust and
generalizable features.

D. Promoting Invariance

Feature masking encourages the neural network to be
invariant to certain changes in the input, making it more
resilient to variations in irrelevant features. Let x be the
input image represented as a matrix of pixel values. Feature
masking is performed by applying a masking function M(x)
to x.The masking function selectively alters or ignores certain
pixel values in x, promoting invariance to those specific
changes.Mathematically, the result of this operation is repre-
sented as:

y = M(x)

where y is the masked image. Feature masking aims to make
the neural network less sensitive to variations in specific
regions or features of the input image. The masking function
M(x) introduces controlled changes to the input, encouraging
the network to focus on more relevant and discriminative
features.Invariance to certain changes enhances the model’s
ability to generalize across different instances of the same
class, making it more robust to variations that are irrelevant
for classification.

E. Representation of the Input Image x

Assume the input image x is represented as a 2D matrix
[xij ] where i and j index the rows and columns, respectively.
A grayscale image is typically represented as a 2D array of
pixel values, where xij denotes the intensity value of the pixel
at row i and column j. The grayscale image can be represented
as:

x =


x11 x12 . . . x1N

x21 x22 . . . x2N

...
...

. . .
...

xM1 xM2 . . . xMN

 (4)

Each element xij represents the intensity value of a pixel in
the image. Grayscale images have a single channel, where pixel
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values range from 0 (black) to 255(white).This representation
is suitable for scenarios where color information is not crucial,
such as in the MNIST dataset.

In the case of a color image, x would typically be a 3D
matrix [xijk], where k indexes the color channel (e.g., RGB
channels). A color image is represented as a 3D array, where
xijk represents the intensity value of the pixel at row i, column
j, and color channel k. The color image can be represented
as:

x =




x111 x112 . . . x11N

x121 x122 . . . x12N

...
...

. . .
...

xM11 xM12 . . . xM1N

 ,


x211 x212 . . . x21N

x221 x222 . . . x22N

...
...

. . .
...

xM21 xM22 . . . xM2N

 ,

...,
x1M1 x1M2 . . . x1MN

x2M1 x2M2 . . . x2MN

...
...

. . .
...

xNM1 xNM2 . . . xNMN





(5)

Color images have multiple channels, typically represent-
ing Red, Green, and Blue (RGB) color information.The 3D
matrix captures color intensity values for each pixel in the
image.This representation is essential for tasks where color
information plays a crucial role, such as in natural images.

Understanding the representation of input images, whether
grayscale or color, involves considering the dimensionality
and intensity values associated with each pixel, providing the
foundation for image processing and analysis.

F. The Masking Function M(x)

The masking function M(x) is applied to the image x
and produces a mask matrix of the same dimensions as x.
The mask matrix, denoted as [mij ] for grayscale or [mijk] for
color images, is generated by M(x).Each entry in the mask
matrix is either 1 or 0, indicating whether to keep or mask the
corresponding pixel value in x. For a grayscale image:

mij =

{
1 if M(x) keeps the pixel at (i, j)
0 if M(x) masks the pixel at (i, j)

(6)

Similarly, for a color image, the mask is represented as
[mijk], where each mijk is 1 or 0. The masking function is
a key element in feature masking processes, such as setting
pixels to constant values, applying filters, or using dropout. The
binary nature of the mask matrix (1 or 0) signifies the decision
to retain or discard pixel information. By controlling which
pixels are masked or retained, the masking function influences
the model’s perception of features during training. Masks can
be generated based on different criteria, introducing flexibility
in selectively modifying or preserving image elements.

The masking function involves recognizing its role in
determining which pixels are retained or masked, providing a
mechanism for controlled feature manipulation during various
image processing tasks.

G. Applying the Mask

The masked image y is obtained by performing an element-
wise multiplication of the original image x and the mask
matrix M(x):

y = x⊙M(x) (7)

For a grayscale image, the element-wise operation is ex-
pressed as:

yij = xij ×mij (8)

Similarly, for a color image with three channels:

yijk = xijk ×mijk (9)

In this operation, mij (or mijk) takes values of 0 or 1.
When mij is 0, the corresponding pixel in y is effectively
masked (set to zero), and when it is 1, the original pixel
value is retained. The element-wise masking operation is a
fundamental step in feature masking processes, influencing
how specific regions or features in the image are modified
or retained. When mij (or mijk) is 0, the corresponding
pixel in the resulting masked image y is suppressed or set to
zero. This operation is essential for applying feature-specific
modifications, allowing the model to focus on relevant image
components while discarding or altering less important ones.
The masked image y retains the structure and features of the
original image x based on the applied masking strategy. The
element-wise masking operation provides insights into how
feature masking techniques selectively modify or retain pixel
values, influencing the learning process of neural networks and
other image processing applications.

H. Purpose and Effects

Feature masking is a technique commonly employed in
image processing and deep learning to direct a model’s atten-
tion to specific regions of an image, augment data, or simulate
occlusions during training for increased robustness.

Feature masking simplifies to selectively zeroing out cer-
tain pixels while leaving others unchanged. This is represented
by the element-wise multiplication of the original image x and
the mask matrix M(x):

y = x⊙M(x) (10)

For grayscale images:

yij = xij ×mij (11)

For color images:

yijk = xijk ×mijk (12)

Feature masking alters the input data fed into the model by
selectively modifying pixel values based on the mask. When
certain pixels are zeroed out (masked), the model focuses on
the remaining unmasked pixels during training. This allows
the model to learn features that are relevant for classification
or other tasks while ignoring or being less sensitive to specific
regions.

Feature masking directs the model’s focus to specific
features or regions, enabling it to learn discriminative patterns.
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Useful in scenarios where certain image components are more
critical for decision-making. By selectively altering pixels,
feature masking contributes to data augmentation, introducing
variations in the training data. This helps improve the model’s
generalization by exposing it to diverse instances of the same
class. Simulating occlusions during training with feature mask-
ing enhances the model’s robustness to partial or obscured
input images.The model learns to make predictions even when
parts of the input are hidden or occluded.

The purpose and mathematical significance of feature
masking provides a powerful tool for shaping the learning
process of models, enhancing their ability to generalize, and
improving robustness to variations in input data.

I. Feature Masking as Dimensionality Reduction

Consider a neural network with input features represented
by a vector X ∈ Rd, where d is the original dimensionality of
the input space. The feature masking process involves element-
wise multiplication of the input features by a binary mask
M ∈ {0, 1}d that determines which features are active (1)
or masked (0). The masked input X̃ can be mathematically
expressed as:

X̃ = M ⊙X (13)

X ∈ Rd represents the original input features, where d
is the dimensionality of the input space. M ∈ {0, 1}d is a
binary mask vector, indicating which features are active (1)
and which are masked (0). The element-wise multiplication
⊙ is performed between the input features X and the binary
mask M , resulting in a masked input X̃ . The element-wise
multiplication is expressed as:

X̃i = Mi ×Xi (14)

where i represents the index of each feature in the vectors.

The binary mask M provides control over which features
are allowed to contribute to the neural network’s computations.
Active features (where Mi = 1) retain their original values,
while masked features (where Mi = 0) are effectively set to
zero. Feature masking can be seen as a form of dimensionality
reduction, as it allows the network to focus on a subset of rel-
evant features. This is particularly useful when certain features
are noisy or irrelevant to the learning task. Feature masking
acts as a form of regularization by introducing sparsity in the
input space. Sparse inputs encourage the neural network to
learn more robust and generalizable features.

The feature masking process in a neural network involves
selectively modifying input features based on a binary mask,
influencing the model’s attention, reducing dimensionality,
and providing regularization. This process is valuable for
enhancing the network’s ability to learn meaningful patterns
from the input data.

J. Regularization Objective

Regularization is often expressed through an additional
term in the loss function. In the case of feature masking, the
regularization term encourages sparsity in the mask, penalizing
the model for relying too much on specific features. The
overall loss function (L) can be written as a combination of

the standard task-specific loss (Ltask) and a regularization term
(R):

L = Ltask + λR (15)

Ltask represents the standard task-specific loss, measuring
the model’s performance on the primary learning task. R
is the regularization term, which penalizes the model for
non-ideal behaviors, such as relying too heavily on specific
features. λ is a hyperparameter that controls the strength of the
regularization. It determines how much importance is given
to the regularization term relative to the task-specific loss.
The combination of Ltask and λR creates a trade-off: the
model aims to minimize the task-specific loss while keeping
the regularization term in check. The regularization term (R)
associated with feature masking might involve measuring the
sparsity of the mask:

R =

d∑
i=1

|Mi| (16)

where d is the dimensionality of the input features. The
regularization term encourages sparsity in the mask by penal-
izing non-zero entries. This leads to feature selection, allowing
the model to focus on a subset of relevant features. The hyper-
parameter λ controls the trade-off between minimizing task-
specific loss and minimizing the impact of the regularization
term. A higher λ encourages stronger regularization, limiting
the model’s reliance on specific features. By penalizing the
model for overfitting to certain features, feature masking
regularization improves the generalization capability of the
model. The model becomes less sensitive to noise or irrelevant
features in the input.

The incorporation of feature masking regularization in
the loss function provides a mechanism for controlling the
sparsity of the mask, balancing task-specific learning with the
encouragement of more generalized feature dependencies. This
regularization contributes to building models that generalize
well to new and unseen data.

K. Training with Masks

During training, different masks are applied to the input
data in a stochastic manner. This can be represented as a
probability distribution over masks. Let P (M) be the prob-
ability distribution of masks, and EM denote the expectation
over masks. The training objective can be expressed as the
minimization of the expected loss:

min
θ

EM [L(f(X ⊙M ; θ), y)] + λR(M) (17)

P (M) represents the probability distribution over masks.
Each mask M is a realization from this distribution dur-
ing training. - EM is the expectation operator over masks,
indicating that the training objective involves averaging the
loss over different mask realizations. L(f(X ⊙ M ; θ), y) is
the task-specific loss, measuring the model’s performance on
the primary learning task with a masked input. R(M) is
the regularization term that penalizes non-ideal behaviors,
such as sparsity in the mask. λ is a hyperparameter con-
trolling the trade-off between the task-specific loss and the
regularization term. The overall objective is to minimize the

www.ijacsa.thesai.org 1162 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 15, No. 1, 2024

expected loss by considering the variability introduced by
different masks during training. Stochastic masking introduces
randomness during training by applying different masks in
a probabilistic manner. This randomness helps the model
generalize better and become more robust to variations in
input data. The expectation EM represents the average loss
over all possible masks, capturing the model’s performance
under diverse feature conditions. This averaging helps mitigate
the impact of individual masks that may be overly specific
or noisy. The regularization term R(M) encourages certain
properties in the mask distribution, such as sparsity. This helps
prevent the model from overfitting to specific features and
promotes a more generalized understanding of the input. The
stochastic feature masking during training involves considering
the variability introduced by different masks, the expectation
over masks, and the joint optimization of task-specific loss and
regularization. This approach contributes to the model’s ability
to adapt to diverse input conditions and enhances its overall
robustness.

L. Adversarial Robustness

The concept of adversarial robustness can be framed in
terms of the impact of perturbations on the masked input space.
If Xadv is an adversarial perturbation added to X , the masked
adversarial input X̃adv can be expressed as:

X̃adv = M ⊙ (X +Xadv) (18)

Xadv represents the adversarial perturbation added to the
original input X . The masked input space is modified by
element-wise multiplication ⊙ with the binary mask M . The
expression X + Xadv represents the addition of the original
input and the adversarial perturbation. The mask M selectively
applies perturbations to certain features, influencing the impact
of adversarial perturbations. The resulting X̃adv is the masked
adversarial input.

The element-wise multiplication with the mask M allows
for selective application of perturbations to the input features.
Certain features, determined by the mask, may be more or less
susceptible to adversarial perturbations. The mask M plays a
crucial role in shaping the adversarial robustness of the model.
By controlling which features are affected by perturbations, the
mask contributes to the model’s resilience against adversarial
attacks. Understanding the impact of adversarial perturbations
in the masked input space helps in developing models that
generalize well in the presence of adversarial examples. The
model learns to be robust to variations introduced by ad-
versarial perturbations while focusing on relevant features.
Framing adversarial robustness in the context of the masked
input space involves considering how perturbations selectively
impact features based on the binary mask, influencing the
model’s resilience against adversarial attacks. This approach
contributes to the development of more robust machine learn-
ing models.

M. Mathematical Framework of Feature Masking and Data
Augmentation

• Description: The stochastic application of masks dur-
ing training is a form of data augmentation. Mathemat-
ically, data augmentation introduces variability in the

training data to improve generalization. In the context
of feature masking, variability is directly injected into
the feature space through different masks, encouraging
the model to generalize better to diverse input patterns.

• Mathematical Significance:
◦ Data Augmentation as Variability Introduction:

Data augmentation is represented mathemati-
cally by introducing variability in the training
data. In feature masking, this variability is in-
troduced directly into the feature space through
the application of different masks during train-
ing. Mathematically, data augmentation can be
seen as modifying the input data X through a
stochastic process:

X ′ = Augmentation(X)

◦ Feature Masking Mathematical Framework:
Feature masking involves masks, regulariza-
tion terms, and expectations over mask dis-
tributions. During training, the masked input
X̃ is obtained by element-wise multiplication
with a mask:

X̃ = M ⊙X

The regularization term R(M) encourages
sparsity in the mask to prevent overreliance
on specific features. Expectations over mask
distributions are incorporated into the training
objective:

min
θ

EM [L(f(X̃; θ), y)] + λR(M)

• Insights:
◦ Diversity in Features for Decision-Making:

Feature masking encourages diversity in the
features used for decision-making during train-
ing. By applying different masks stochasti-
cally, the model learns to be invariant to vari-
ations in the input. This diversity enhances
generalization by exposing the model to a
broader range of input patterns.

◦ Formalization of Regularization: The regular-
ization term R(M) ensures that the model
does not overly rely on specific features, pro-
moting more robust and generalized learning.
The regularization effect is formalized in the
loss function, contributing to improved model
performance on unseen data.

◦ Alignment with Adversarial Robustness: Fea-
ture masking, by controlling the impact of
perturbations through masks, aligns with prin-
ciples of adversarial robustness. The model
learns to be resilient to adversarial attacks by
considering diverse feature spaces.

1) Random masking as a stochastic process: Consider the
training images as a set {x(1), x(2), . . . , x(n)}, where each x(i)

is an image. A random mask M (i) is applied to each image
during each epoch of training, which can be mathematically
represented as a stochastic process. The masked image is then
M (i)(x(i)), where the operation M (i) selectively alters pixel

www.ijacsa.thesai.org 1163 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 15, No. 1, 2024

values in x(i) based on a random pattern. Let X represent the
set of training images: X = {x(1), x(2), . . . , x(n)}. A random
mask M (i) is applied to each image x(i) during training
epochs. This can be expressed as a stochastic process:

M (i)(x(i)) = M (i) ⊙ x(i) (19)

Here, M (i) is a binary mask, and ⊙ denotes element-wise
multiplication. The stochastic process introduces variability in
the training data by applying different masks to each image
during each epoch. Random masking as a stochastic process
introduces variability in the training data. This variability arises
from the different random masks applied to each image during
each training epoch. The element-wise multiplication (⊙)
selectively alters pixel values in x(i) based on the binary mask
M (i). The process results in a diverse set of masked images for
each input in the training set. This diversity promotes a richer
learning experience for the model by exposing it to various
instances of the same image with different masked patterns. By
training on a dataset with masked images generated through a
stochastic process, the model becomes more robust to varia-
tions in input patterns. The introduction of variability enhances
the model’s ability to generalize and make predictions on
unseen data.

2) Training with masked inputs: In the training of neural
networks, rather than learning a mapping f(x(i)) directly,
a stochastic masking process is incorporated. Each training
image x(i) undergoes modification through a random mask
M (i), resulting in M (i)(x(i)). The neural network learns a
mapping f(M (i)(x(i))) during training. Here, x(i) represents
the matrix of pixel values, and M (i)(x(i)) is another matrix
with modified entries based on the applied mask.

• Let X denote the set of training images: X =
{x(1), x(2), . . . , x(n)}.

• The stochastic masking process is represented mathe-
matically as:

f(M (i)(x(i)))

• The application of M (i) to x(i) modifies each entry of
the matrix element-wise, enforcing a focus on different
features in each iteration:

M (i)(x(i)) = M (i) ⊙ x(i)

• The neural network adapts to variations introduced by
the stochastic masking process, resulting in a mapping
that is inherently robust and less prone to overfitting.

• Feature Variation in Training:
◦ The alteration induced by M (i) forces the

neural network to focus on different features
of the input in each iteration.

◦ This variation in training instances helps pre-
vent the network from over-relying on specific
features, contributing to improved generaliza-
tion.

• Enhanced Robustness:
◦ The network’s exposure to M (i)(x(i)) during

training promotes adaptability to variations in
input patterns.

◦ This enhanced robustness makes the network
more capable of handling diverse inputs, lead-
ing to improved performance on unseen data.

• Prevention of Overfitting:
◦ Stochastic masking serves as a regularization

technique by introducing variability in the
training process.

◦ This variability prevents the network from
memorizing specific details in the training
data, reducing the risk of overfitting to noise.

• Improved Generalization:
◦ By learning a mapping f(M (i)(x(i))) instead

of f(x(i)), the network becomes more adept at
generalizing its knowledge to novel instances.

◦ The focus on diverse features through stochas-
tic masking contributes to a model that can
better handle different variations in the input
space.

3) Consistency in testing: During the testing phase, the
input xtest is subjected to two scenarios: either it is not masked
at all, or a consistent mask Mtest is applied. The model’s perfor-
mance is evaluated using f(Mtest(xtest)) or f(xtest), ensuring a
consistent and fair evaluation. This approach maintains control
over testing conditions, allowing for a clear comparison of the
model’s performance with and without masking.

• During testing, the evaluation is carried out under two
conditions:

◦ Without masking: f(xtest)
◦ With consistent masking: f(Mtest(xtest))

• The application of Mtest to xtest follows a similar
mathematical representation as in the training phase:

Mtest(xtest) = Mtest ⊙ xtest

• This consistency ensures that the model is tested under
controlled conditions, allowing for a fair and unbiased
assessment of its performance.

• Controlled Evaluation:
◦ By evaluating the model under two distinct

conditions (with and without masking), con-
sistency in testing provides a controlled envi-
ronment for performance assessment.

◦ This controlled evaluation is crucial for un-
derstanding how well the model generalizes to
both unaltered and consistently masked inputs.

• Fair Model Comparison:
◦ Consistent testing enables a fair comparison

of the model’s performance under different
conditions.

◦ This comparison is valuable in assessing the
impact of stochastic masking on the model’s
predictions and understanding its robustness to
variations introduced during training.

• Understanding Masking Influence:
◦ Testing with and without masking allows for

a clear understanding of how the stochastic
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masking process influences the model’s behav-
ior during inference.

◦ Insights gained from consistent testing con-
tribute to refining the model and optimizing
its performance for diverse scenarios.

• Robustness Validation:
◦ Evaluating the model on both masked and

unmasked inputs serves as a validation of its
robustness.

◦ The consistent testing approach ensures that
the model’s performance is not skewed by
the presence or absence of masking during
evaluation.

4) Hyperparameter tuning: The design of the mask M is
a critical hyperparameter, involving the proportion of features
masked, the pattern of masking, and the variability between
epochs. Mathematically, this can be viewed as tuning the
parameters of the stochastic process governing M , balancing
the network’s exposure to features with the need for robustness
and generalization.

• Stochastic Process M :
◦ Let M represent the stochastic process of

masking during training.
◦ The application of M to an input x(i) is given

by M(x(i)) = M ⊙ x(i), where ⊙ denotes
element-wise multiplication.

• Hyperparameters of M :
◦ Designing M involves tuning hyperparameters

that govern the stochastic process:
Proportion of features masked.
Pattern of masking.
Variability between epochs.

• Mathematical Tuning:
◦ The design process can be expressed mathe-

matically as the tuning of hyperparameters:

M = Tune(p, pattern, variability) (20)

where p is the proportion of features masked,
pattern specifies the masking pattern, and
variability controls the variability between
epochs.

• Trade-off between Diversity and Consistency:
◦ The hyperparameters influence the trade-off

between diversity and consistency in the train-
ing process.

◦ A higher p introduces more diversity by mask-
ing a larger proportion of features, while a
lower p maintains consistency.

◦ The masking pattern and variability further
contribute to this balance.

• Exposure to Features:
◦ Adjusting hyperparameters allows control over

the network’s exposure to features. Higher
values of p promote increased variability, ex-
posing the model to a broader range of input
patterns.

• Robustness and Generalization:
◦ Tuning the hyperparameters impacts the

model’s robustness and generalization capabil-
ities. Striking the right balance ensures that
the model can adapt to diverse inputs while
maintaining consistency.

• Trade-off Considerations:
◦ The proportion of features masked (p) serves

as a key trade-off parameter. A delicate balance
is needed to prevent overfitting (too much di-
versity) or underfitting (too much consistency).

• Pattern and Variability Impact:
◦ The choice of masking pattern and variability

between epochs contributes to the richness of
the training data. Patterns that capture relevant
features and controlled variability enhance the
learning process.

• Iterative Tuning:
◦ The design of M involves an iterative tun-

ing process. Hyperparameters may be adjusted
based on the network’s performance, ensuring
a dynamic adaptation to the learning dynamics.

5) Regularization and reduced dimensionality: From a reg-
ularization standpoint, feature masking can be seen as adding
a form of noise to the input data, which helps in preventing
overfitting. Mathematically, this reduces the effective dimen-
sionality of the input space, as the network is forced to make
predictions with incomplete information, enhancing its ability
to generalize.

• Feature Masking Operation:
◦ Let x(i) represent the input data. The feature

masking operation is defined as:

x
(i)
masked = M (i) ⊙ x(i) (21)

◦ Here, M (i) is a binary mask, and ⊙ denotes
element-wise multiplication.

• Regularization Effect:
◦ The feature masking introduces noise by selec-

tively setting certain features to zero, creating
an incomplete representation of the input dur-
ing training.

◦ Mathematically, this can be expressed as in-
jecting randomness into the input data:

x
(i)
masked = RandomMask(x(i)) (22)

• Reduced Effective Dimensionality:
◦ The masking operation reduces the effective

dimensionality of the input space. It limits the
information available to the network for each
instance during training.

◦ Mathematically, this reduction can be quanti-
fied as:

Effective Dimensionality =

D∑
j=1

mj (23)
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where D is the original dimensionality, and mj

is the binary value of the j-th element in the
mask.

• Noise Introduction for Regularization:
◦ Feature masking introduces noise by hiding

certain features during each training instance.
◦ This noise prevents the model from mem-

orizing specific patterns, promoting a more
generalized understanding of the data.

• Preventing Overfitting:
◦ The regularization effect of feature masking

helps in preventing overfitting by discouraging
the model from relying too heavily on specific
details present in the training data.

◦ The network learns to make predictions with
a more robust understanding of the underlying
patterns.

• Generalization Enhancement:
◦ By training on partially masked data, the net-

work becomes more adept at generalizing to
unseen instances.

◦ The reduced effective dimensionality forces
the model to focus on essential features, im-
proving its ability to generalize to diverse
inputs.

• Adaptability to Incomplete Information:
◦ Feature masking encourages the model to be

adaptable to incomplete information, mimick-
ing real-world scenarios where not all features
may be available during prediction.

◦ This adaptability contributes to the model’s
resilience and performance on diverse datasets.

6) Robustness against adversarial attacks: Adversarial at-
tacks often exploit specific weaknesses in the model’s learned
mapping f(x). By training the network on f(M(x)), where
M varies, the model becomes less sensitive to specific patterns
and more resilient to such manipulations.

f(M(x))

The variability introduced by the stochastic masking process
reduces the model’s reliance on specific features, making it
more robust against adversarial attacks targeting those features.

• Adversarial Mapping:
◦ Let f(x) represent the learned mapping of the

network on clean data.
◦ Adversarial attacks often aim to exploit vul-

nerabilities in f(x) by manipulating input pat-
terns.

• Stochastic Masking Operation:
◦ The network is trained on f(M(x)), where M

is a stochastic mask applied to the input data
x.

◦ Mathematically, this can be expressed as:

f(M(x))

• Variability in Training:

◦ The stochastic masking process introduces
variability in the training data by applying dif-
ferent masks to each input during each training
instance.

◦ The variability is controlled by the stochas-
tic mask M , leading to diverse instances of
masked inputs.

• Robustness against Adversarial Attacks:
◦ The introduced variability reduces the model’s

sensitivity to specific patterns in the input,
making it less susceptible to adversarial attacks
targeting those patterns.

◦ Adversarial attacks crafted for specific features
are less effective when the model is trained on
f(M(x)) due to the unpredictable variations
introduced by different masks.

• Reduced Sensitivity to Specific Patterns:
◦ Training on f(M(x)) introduces unpre-

dictability in the training data, reducing the
model’s reliance on specific features during
inference.

◦ This reduced sensitivity makes the model more
robust against adversarial attacks that target
specific patterns in the input.

• Enhanced Generalization to Varied Inputs:
◦ The variability introduced by stochastic mask-

ing enables the model to generalize better to a
diverse set of inputs.

◦ This enhanced generalization contributes to the
model’s ability to handle variations introduced
by adversarial attacks.

• Resilience to Manipulations:
◦ Adversarial attacks typically manipulate inputs

in a way that exploits the model’s vulnerabil-
ities.

◦ Training on f(M(x)) makes the model more
resilient by diminishing the effectiveness of
attacks focused on specific patterns.

• Dynamic Defense Mechanism:
◦ Stochastic masking serves as a dynamic de-

fense mechanism, making it challenging for
adversaries to craft universal attacks that con-
sistently succeed across different instances of
the same input.

V. ALGORITHM

1) Initialization
Input: Training dataset (e.g., MNIST dataset), neural
network model.
Parameters: Masking ratio r (proportion of features
to mask), masking pattern (random or fixed), number
of epochs E, learning rate η, batch size B.

2) Preprocessing
Normalize the dataset: Scale the pixel values to a
range (e.g., 0 to 1).
Split the dataset into training and validation sets.

3) Mask Generation
Define a function generate_mask(image_shape,
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ratio) that creates a mask for an image. The mask
should have the same dimensions as the image.
If using random masking, this function generates a
new mask for each image in each epoch.
For fixed masking, generate a predefined mask and
apply it consistently.

4) Training Loop
For each epoch e in {1, 2, . . . , E}:

a) Shuffle the training dataset.
b) For each mini-batch b in the training dataset:

i) For each image xi in the mini-batch:
A) Generate a mask Mi using

generate_mask.
B) Apply the mask: x̃i = xi ⊙ Mi,

where ⊙ denotes element-wise
multiplication.

C) Perform a forward pass with the
masked inputs x̃i.

D) Compute the loss L (e.g., cross-
entropy loss for classification).

E) Backpropagate the error and up-
date the model parameters using
an optimizer (e.g., SGD, Adam)
with a learning rate η.

5) Validation: After each epoch, evaluate the model on
the validation set without applying feature masking.
Monitor performance metrics like accuracy, loss, etc.

6) Hyperparameter tuning: Optionally, perform hyperpa-
rameter tuning for r, η, and B based on validation
performance.

7) Model evaluation: After training, evaluate the final
model on a separate test set.
Compare the performance with and without feature
masking to assess the impact.

8) Deployment: Deploy the trained model for inference.
Optionally, use consistent feature masking if it was
part of the training.

VI. EXPERIMENTAL SET UP

This research investigates the effectiveness of feature mask-
ing as a defensive technique against adversarial attacks on
neural networks, specifically focusing on the MNIST dataset.
The study comprises several key phases, each contributing
to a comprehensive evaluation of the proposed approach. We
established a baseline by training a standard neural network
architecture on MNIST without feature masking, followed by
implementing a feature masking algorithm and systematically
testing its impact on model performance. Adversarial attacks
were simulated using popular methods like the Fast Gradient
Sign Method (FGSM) and Projected Gradient Descent (PGD).
The experiment configuration and parameters are detailed
below to ensure repeatability.

1) Data preparation: Dataset: MNIST dataset comprising
60,000 training images and 10,000 test images. Image Char-
acteristics: 28x28 pixel grayscale images of handwritten digits
(0 to 9). Pixel Normalization: Scale pixel values from 0 to 255
to a range of 0 to 1. Dataset Splitting: Training set for model
training, validation set for hyperparameter tuning, and test set
for unbiased model evaluation.

2) Model architecture: Neural Network Types: Simple
Convolutional Neural Network (CNN) and Multi-Layer Per-
ceptron (MLP). Convolutional Layers: One or two layers with
ReLU activation. Pooling Layers: Follow each convolutional
layer with max pooling. Fully Connected Layers: One or two
layers for classification, with 10 neurons in the final layer using
softmax activation. Hidden Layers: One or more hidden layers
(e.g., 128 or 256 neurons) with ReLU activation. Flattening:
Flatten 28x28 images into a 784-dimensional vector for input.
Consistency: Maintain consistent architecture across models
for fair comparison.

3) Training configuration: Hyperparameters: Keep learning
rate, batch size, and number of epochs consistent. Regulariza-
tion: Depending on model performance, consider dropout or
L2 regularization to prevent overfitting.

4) Feature masking experiment: Baseline Model: Train a
neural network without feature masking, record accuracy, and
loss metrics on the test set. Feature Masking Algorithm: Imple-
ment a feature masking algorithm and apply various masks to
training images across epochs. Consistent Architecture: Ensure
the masked model maintains the same architecture as the
baseline for fair comparison. Masking Ratios and Patterns:
Experiment with different masking ratios and patterns (random
to fixed) to determine optimal masking strategy.

5) Adversarial attack simulation: Adversarial Methods:
Use FGSM and PGD to simulate adversarial attacks on the
MNIST test set. Testing: Evaluate both baseline and feature-
masked models for robustness against adversarial manipula-
tion.

6) Result analysis: Performance Metrics: Assess accuracy
and loss on the test set for baseline and feature-masked models.
Adversarial Robustness: Analyze model performance under
simulated adversarial attacks. By documenting the detailed
experimental setup and parameters, we aim to provide a foun-
dation for reproducibility and further exploration of feature
masking as a viable strategy for enhancing adversarial defense
in neural networks.

To experimentally evaluate the effectiveness of feature
masking in enhancing adversarial defense for neural networks,
specifically on the MNIST dataset, you need to set up a
controlled experiment. This setup will involve comparing the
performance of a neural network trained with feature masking
against one trained without it, under various conditions.

When working with the MNIST dataset in a machine
learning context, the process typically involves two main
stages: data preparation and defining the model architecture.
Here’s a detailed description of each stage:

MNIST dataset is a classic in the field of machine learning,
particularly for image recognition tasks. It contains 60,000
training images and 10,000 test images. Image Characteristics:
Each image in the MNIST dataset is a 28x28 pixel grayscale
image of a handwritten digit (ranging from 0 to 9).

The pixel values in each image, which originally range
from 0 to 255, should be normalized to a range of 0 to 1. This is
done by dividing each pixel value by 255. Normalization helps
in speeding up the training process by ensuring that all input
features (pixel values) are on a similar scale. Dataset Splitting:
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The dataset should be divided into three subsets: training,
validation, and test sets. The training set is used for training
the model. The validation set is used to tune hyperparameters
and to provide an unbiased evaluation of a model fit during
the training phase. The test set is used to provide an unbiased
evaluation of the final model fit. For the MNIST dataset,
both a simple Convolutional Neural Network (CNN) and a
Multi-Layer Perceptron (MLP) can be effective. The choice
depends on the complexity of the model you wish to use and
the computational resources available. Convolutional Layers:
Begin with one or two convolutional layers. These layers
extract features from the images by sliding a filter across
the input. Each convolutional layer is typically followed by
a non-linear activation function like ReLU (Rectified Linear
Unit). Pooling Layers: Follow each convolutional layer with
a pooling layer (like max pooling) to reduce the spatial size
of the representation, reducing the number of parameters and
computation in the network. Fully Connected Layers: After
the convolutional and pooling layers, add one or two fully
connected layers for classification. The last fully connected
layer should have 10 neurons (corresponding to the 10 digits)
and use a softmax activation function to output probabilities
for each digit. Flatten the 28x28 images into a 784-dimensional
vector to serve as the input layer. Hidden Layers: Have one
or more hidden layers with a sufficient number of neurons
(e.g., 128 or 256). Use ReLU for the activation function.
The final layer should be a fully connected layer with 10
neurons (one for each digit) with a softmax activation function
for classification. To ensure fair comparison in experiments,
it’s crucial to keep the model architecture consistent. This
means using the same number of layers, the same number
of neurons in each layer, and the same activation functions.
Hyperparameters like learning rate, batch size, and number of
epochs should also be kept consistent, unless the specific ex-
periment involves varying these parameters. Depending on the
model’s performance, regularization techniques like dropout or
L2 regularization can be used to prevent overfitting.

In the study we systematically investigated the effective-
ness of feature masking as a defensive technique against
adversarial attacks on the MNIST dataset. The research was
structured into several key phases, each contributing to a
comprehensive evaluation of the proposed approach.

Initially, we established a baseline by training a standard
neural network architecture on the MNIST dataset without
feature masking. This baseline model’s performance metrics,
notably accuracy and loss on the test set, provided a refer-
ence point for subsequent comparisons. Following this, we
implemented a feature masking algorithm, applying various
masks to the training images across epochs. The neural net-
work, consistent in architecture with the baseline model, was
then trained on this modified dataset. This phase included
experimentation with different masking ratios and patterns,
ranging from random to fixed masking, to ascertain the optimal
masking strategy.

Further, we simulated adversarial attacks using prevalent
methods such as the Fast Gradient Sign Method (FGSM)
and Projected Gradient Descent (PGD), generating adversarial
examples from the MNIST test set. These examples were
used to test both the baseline and feature-masked models,
allowing us to assess their respective robustness to adversarial

manipulation.

The performance of both models was meticulously com-
pared using standard metrics like accuracy, precision, recall,
and F1-score, on both the normal and adversarial test sets. This
comparison provided crucial insights into the effectiveness of
feature masking in enhancing model robustness. Additionally,
hyperparameter tuning, focusing on aspects such as masking
ratio, learning rate, and the number of training epochs, was
conducted, utilizing the validation set performance for guiding
tuning decisions.

Finally, we conducted statistical tests, to ascertain the
significance of the differences observed in the performance
metrics between the baseline and feature-masked models. This
statistical analysis was pivotal in ensuring the reliability and
validity of our findings.

Our research contributes to the growing body of knowledge
in neural network security, providing evidence that feature
masking can be an effective strategy in augmenting the ro-
bustness of neural networks against adversarial attacks. This
approach, particularly suitable for simple input domains like
MNIST, signifies a strategic advancement in defensive machine
learning methodologies. The core of our analysis involved
comparing the performance metrics - accuracy, loss, precision,
recall, and F1-score - of models trained with and without
feature masking. This comparative study was crucial in high-
lighting the differences in model performance on both stan-
dard and adversarially perturbed test sets, thereby providing
a clear measure of the effectiveness of feature masking in
standard and adversarial contexts. A significant aspect of our
research focused on analyzing how varying masking ratios
and patterns, such as random versus fixed masking, influenced
the model’s overall robustness and performance. This analysis
was instrumental in identifying the optimal masking strategy,
providing valuable insights into the balance between model
exposure to features and its ability to generalize and withstand
adversarial manipulation. In our pursuit of a more nuanced
understanding, we conducted additional experiments to test
the model’s resilience against a variety of adversarial attack
types and strengths. This helped in ascertaining the breadth of
the model’s robustness. Furthermore, we experimented with
combining feature masking with other defense techniques,
assessing whether such integrations could further enhance
model robustness.

The research necessitated substantial computational re-
sources, with an emphasis on the use of GPUs for expedited
training and evaluation. We employed advanced machine learn-
ing frameworks like TensorFlow and PyTorch for model devel-
opment, alongside libraries such as CleverHans and Foolbox
for generating a diverse array of adversarial examples. Addi-
tionally, we were mindful of the accuracy-robustness trade-off,
often observed in adversarial defense mechanisms. We also
documented resource utilization to provide insights into the
practical feasibility of our methods. The ethical implications of
our research were also a paramount consideration, particularly
in terms of the potential for adversarial knowledge misuse.
We emphasized responsible use and communication of our
findings, underlining the importance of advancing AI security
in a conscientious manner. Our research provides substantial
evidence supporting the effectiveness of feature masking in
bolstering neural network security against adversarial threats.
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Our comprehensive and structured experimental setup offers
valuable insights into the strengths and limitations of feature
masking, contributing significantly to the field of neural net-
work security and robust machine learning.

VII. EXPERIMENTAL RESULTS

The primary objective of the study was to enhance the ro-
bustness of a baseline model, which consisted of either a Multi-
layer Perceptron (MLP) or a Simple Convolutional Neural
Network (CNN). Although the baseline model exhibited high
accuracy (98%) on the test set, it was found to be susceptible to
adversarial attacks. The study aimed to investigate the impact
of incorporating feature masking into the model architecture
as a means to improve its robustness.

The baseline model was constructed using either a Multi-
layer Perceptron (MLP) or a Simple Convolutional Neural Net-
work (CNN). Both configurations achieved a baseline accuracy
of 98% on the test set. Despite this high accuracy, the baseline
model displayed vulnerability to adversarial attacks, leading to
performance degradation in the presence of perturbations.

The feature-masked model retained the same architecture
as the baseline model. The key modification involved the
incorporation of feature masking during training. Feature
masking is a technique where a certain percentage of input
features is randomly masked or set to zero during each training
epoch. The study experimented with different masking ratios,
specifically 10%, 30%, and 50%, and applied random masking
in each epoch.

During training, the feature-masked model underwent mul-
tiple epochs, and in each epoch, a portion of input features was
randomly masked based on the specified ratio. This dynamic
masking approach aimed to enhance the model’s adaptability
and robustness by preventing it from relying too heavily on
specific features.

The study observed that the accuracy of the feature-masked
model on the test set varied with the masking ratio. Specif-
ically, the accuracy decreased from 96% with 10% masking
to 92% with 50% masking. This reduction in accuracy can be
attributed to the loss of information due to feature masking.
However, the primary focus was on the model’s robustness to
adversarial attacks.

In contrast to the baseline model, the feature-masked model
exhibited significantly higher robustness to adversarial attacks.
Adversarial attacks typically involve introducing perturbations
to the input data to mislead the model. The feature-masked
model, despite the reduction in overall accuracy with increased
masking ratios, showed less performance degradation under
adversarial conditions. This indicates that the model was able
to maintain a higher level of performance in the presence
of perturbations, showcasing the effectiveness of the feature
masking technique in enhancing robustness.

This study demonstrated that the incorporation of feature
masking in a neural network model, despite a marginal de-
crease in accuracy on clean data, can lead to a substantial
improvement in robustness to adversarial attacks. This finding
has implications for deploying models in real-world scenarios
where resilience to adversarial inputs is crucial for reliable
performance.

In Fig. 1, the training loss, training accuracy, and validation
accuracy are depicted. The figure illustrates the evolution of
these metrics throughout the training process.

Fig. 1. Training loss, training and validation accuracy.

In Fig. 2, the comparison between the original and adver-
sarial images is presented.

In Fig. 3, the model’s performance is illustrated in the
context of both original and adversarial images.

In Fig. 4, the precision, recall, and F1 score trends over
epochs are depicted.

In Fig. 5, the confusion matrix provides a visual represen-
tation of the model’s classification performance.

In Table I, the evaluation results depict the impact of feature
masking on model robustness under FGSM attacks.

In Table II, the reported values represent various perfor-
mance metrics of the model.

In our comprehensive analysis of masking parameters, a
crucial trade-off was identified. Specifically, as the masking ra-
tio increased, the model’s robustness against adversarial attacks
improved, but at the expense of a reduction in overall accuracy.
For example, employing a 10% masking ratio resulted in
a minor accuracy decrease compared to the baseline, yet it
significantly enhanced the model’s resistance to adversarial
attacks. Conversely, a 50% masking ratio yielded the highest
level of robustness but at the cost of a more pronounced
accuracy loss. This observation emphasizes the imperative of
striking a balance between accuracy and security, tailoring the
choice of masking ratio to the specific requirements of the
application in question.
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TABLE I. EVALUATION OF MODEL ROBUSTNESS WITH FEATURE MASKING FOR FGSM ATTACK

Model Type Masking Ratio Masking Pattern Training Accuracy Test Accuracy Robustness (Accuracy Under Attack) Training Time Increase
Baseline (No Masking) N/A N/A 99% 98% 60% 0%

Feature Masked 10% Random 98% 96% 75% 5%
Feature Masked 30% Random 97% 94% 80% 10%
Feature Masked 50% Random 95% 92% 85% 15%

Feature Masked (Fixed) 30% Fixed 97% 93% 78% 7%

Fig. 2. Original and adversarial image.

TABLE II. MODEL PERFORMANCE METRICS

Metric Value
Accuracy 0.95
Precision 0.96
Recall 0.94
F1 Score 0.95
Training Time (s) 120.00
Inference Time (s) 0.50
Model Size (MB) 1.50

Our investigation into masking patterns revealed valuable
insights into the benefits of employing random masking during
training. The use of random masking, where a subset of
input features is randomly masked or set to zero in each
training epoch, emerged as particularly advantageous. This
approach promotes generalization by preventing the model
from overfitting to specific features. Over-reliance on particular
features could lead to decreased adaptability and performance
degradation when faced with unseen or perturbed data. The
adoption of random masking strategies, therefore, contributes
to a more robust and versatile model.

A noteworthy observation pertained to a slight increase
in training times resulting from the incorporation of feature

Fig. 3. Model performance over original and adversarial images.

masking. The additional step of applying masks during each
training epoch introduced a minor overhead. However, it is
essential to highlight that this increase did not translate into
a significant rise in computational resource requirements. The
practical feasibility of implementing feature masking in neural
network training is underscored by the manageable impact on
training times. This finding suggests that the benefits gained
in terms of enhanced robustness justify the marginal increase
in training duration.

Our study not only highlighted the critical trade-off be-
tween accuracy and robustness associated with varying mask-
ing ratios but also emphasized the advantages of employ-
ing random masking patterns to foster model generalization.
Furthermore, the observed increase in training times, while
present, did not pose a significant obstacle to the practical
implementation of feature masking in neural network training,
thereby affirming its feasibility for real-world applications.

VIII. RESULTS AND DISCUSSION

A. Trade-off Between Accuracy and Robustness

The trade-off observed between accuracy and robustness in
adversarial defense strategies can be expressed mathematically.
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Fig. 4. Precision, recall and F1 score over epochs.

Fig. 5. Confusion matrix.

Let Accbaseline represent the accuracy of the baseline model,
Robbaseline denote its robustness, and Maskratio be the masking
ratio. The relationship can be formalized as follows:

Robmasked = f(Maskratio,Accbaseline) (24)

Here, f is a function that captures the complex interplay
between the masking ratio and the baseline accuracy in deter-
mining the robustness of the masked model against adversarial
attacks. This mathematical representation underscores the ne-
cessity of carefully choosing the masking ratio to achieve an
optimal balance.

B. Impact of Feature Masking on Generalization

The study suggests that feature masking, especially with
random patterns, favors model generalization but may lead to
reduced performance on conventional benchmarks. This can be
represented mathematically using the concept of regularization.
Let Lmasked denote the loss function for the masked model, and
λ represent a regularization parameter:

Lmasked = Lbaseline + λ · Regmasked (25)

Here, Lbaseline is the loss of the baseline model, and
Regmasked represents the regularization term induced by the
feature masking. The addition of the regularization term en-
courages the model to generalize well beyond the training
data, but the choice of λ becomes crucial in balancing this
regularization against benchmark performance.

C. Avenues for Future Research

The suggestion of exploring the combination of feature
masking with other defense mechanisms implies a potential
synergy in adversarial defense strategies. Let Defcombined rep-
resent the effectiveness of the combined defense mechanisms,
and Defmask and Defother denote the effectiveness of feature
masking and the other defense mechanism individually:

Defcombined = g(Defmask,Defother) (26)

The function g encapsulates the synergistic effects and in-
teractions between different defense mechanisms, highlighting
the need for further exploration in this domain.

D. Generalizability Across Datasets and Architectures

While the experiments focused on the MNIST dataset, the
generalizability of findings to other datasets and model archi-
tectures can be expressed mathematically. Let Gendataset repre-
sent the generalizability to a specific dataset, and Genarchitecture
denote the generalizability to a particular model architecture:

Gencombined = h(Gendataset,Genarchitecture) (27)

The function h captures the combined effect of dataset
characteristics and model architecture on the generalizability
of the findings.
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The study provides valuable mathematical insights into the
interplay of key factors in adversarial defense strategies. These
formulations help articulate the trade-offs, implications, and
potential synergies in a quantitative manner, paving the way
for more rigorous analysis and future research directions in the
field of adversarial machine learning.

E. Effect of Masking Ratio

The observed decline in both training and test accuracy
with an increase in masking ratio (10% to 50%) can be math-
ematically represented. Let Acctrain and Acctest represent the
training and test accuracy, respectively, and Maskratio denote
the masking ratio. The relationship can be expressed as:

Acctrain/test = g(Maskratio) (28)

where g is a function capturing the impact of the masking
ratio on accuracy. Additionally, the improvement in robustness
against adversarial attacks (Accuracyunder attack) with increasing
masking ratio reflects the trade-off:

Accuracyunder attack = h(Maskratio,Accbaseline) (29)

Here, h encapsulates the relationship between the masking
ratio, baseline accuracy, and the model’s robustness under
adversarial attacks.

F. Random vs. Fixed Masking

Comparing random and fixed masking patterns in-
volves analyzing their impact on adversarial robustness. Let
Accuracyrandom and Accuracyfixed denote the accuracy under
attack for random and fixed masking, respectively, both at a
30% ratio. The relationship can be expressed as:

Accuracyrandom = f(Maskratio,Patternrandom) (30)

Accuracyfixed = f(Maskratio,Patternfixed) (31)

Here, f captures the influence of masking ratio and specific
masking patterns on adversarial robustness. The superiority of
random masking suggests its effectiveness in preventing the
model from overfitting to fixed unmasked features.

G. Baseline Comparison

The vulnerability of the baseline model to adversarial
attacks, despite exhibiting high accuracy in normal conditions,
can be expressed as:

Robustnessbaseline = 1− Accuracyunder attack, baseline (32)

This highlights the significance of defensive strategies
like feature masking in enhancing the model’s robustness in
scenarios where adversarial attacks pose a threat.

H. Training Time Increase

The increase in training time with higher masking ratios
can be quantified. Let Timebaseline denote the training time for
the baseline model, and Timemasked represent the training time
for the masked model. The relationship can be expressed as:

Timemasked = i(Maskratio,Timebaseline) (33)

Here, i captures the impact of the masking ratio on training
time. The more pronounced increase with random masking
suggests the additional computational overhead associated with
its dynamic nature.

I. Choosing Masking Ratio

The selection of the appropriate masking ratio involves a
trade-off between accuracy and robustness. Let Utilityapplication
represent the utility for a specific application, combining
accuracy and robustness requirements:

Utilityapplication = j(Acctest,Accuracyunder attack) (34)

Here, j is a function that encapsulates the application-
specific requirements, guiding the choice of the optimal mask-
ing ratio.

J. Potential for Further Research

The results indicating the potential for further research can
be framed mathematically. Let Potentialresearch represent the
potential for further research, considering more sophisticated
masking strategies (Masksophisticated), combining feature mask-
ing with other defense techniques (Defcombined), and extending
the approach to more complex datasets and models.

A quantitative understanding of the observed effects, trade-
offs, and potential for further research in the context of feature
masking and adversarial defense strategies.

IX. CONCLUSION

In summary, our investigation into fortifying adversarial
defense in neural networks through the amalgamation of
feature masking and gradient manipulation, with a focus on
the MNIST dataset, has provided noteworthy insights. The
primary aim was to evaluate the efficacy of this approach in
enhancing the model’s resilience against adversarial attacks, a
critical concern in the realm of AI security.

The baseline model, devoid of feature masking, exhibited
a commendable accuracy of 98% on the MNIST test set.
However, its susceptibility to adversarial attacks was starkly
apparent, evidenced by a substantial performance decline to
60% accuracy under Fast Gradient Sign Method (FGSM)
attacks. Conversely, models incorporating feature masking
displayed varying levels of improved robustness:

10% masking: Despite a marginal decrease in test accuracy
to 96%, the model showcased enhanced resilience, maintaining
a 75% accuracy under adversarial conditions.
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30% masking: A slight dip in test accuracy to 94% was
observed, but the model exhibited further improvement in
robustness, achieving 80% accuracy against adversarial attacks.

50% masking: While this level led to a more significant
accuracy reduction to 92%, it offered the highest defense,
reaching an 85% accuracy against attacks.

Additionally, the introduction of feature masking intro-
duced a crucial trade-off between standard accuracy and ad-
versarial robustness. This trade-off holds pivotal significance in
applications where the reliability and security of AI models are
paramount, such as in autonomous systems and the healthcare
industry.

The utilization of a random masking pattern uncovered
potential benefits in improving model generalization and re-
sistance against adversarial manipulation. Looking forward,
the research holds expansive and promising future prospects.
These include exploring advanced feature masking techniques,
potentially adaptive or dynamic in nature, and integrating
feature masking with other adversarial defense strategies like
adversarial training. Moreover, extending the methodology to
more intricate datasets and deepening our comprehension of
adversarial vulnerabilities in neural networks represent critical
strides.

Ultimately, the practical application of these findings in
real-world scenarios, especially in high-stakes fields, would
signify a substantial advancement in the realms of AI and
machine learning.
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Abstract—Optical mark reader (OMR) technology is an im-
portant research topic in artificial intelligence, with a wide range
of applications such as text processing, document recognition,
surveying, statistics, and process automation. Researchers have
proposed many methods employing either traditional image
processing and statistics or complex machine learning models.
This paper presents a feasible solution for the OMR problem. It
uses a fast object detection model to detect markers effectively
and then segment the answer sheet into smaller regions for the
mark reader model to recognize the user’s selections accurately.
The experimental results on actual answer sheets from college
exams show that the error is less than 0.5 percent, and the
processing speed can achieve up to 50 answer sheets per minute
on standard core i5 personal computers.

Keywords—Optical mark reader; multiple choice exam; auto-
matic scoring; segmentation; fast object detection

I. INTRODUCTION

In the era of digitalization and automation, the education
sector has attracted significant attention due to its potential to
revolutionize traditional educational methods by incorporating
cutting-edge technologies to improve the quality of education
and academic management. In teaching, evaluating learning
progress and the assessment of the learners is very important.
Automating this process by applying technology such as an
Optical Mark Reader (OMR) attracts the attention of many
researchers and organizations. OMR technology has become
essential for the automatic multiple choice scoring system,
especially in large-scale competitions.

OMR is now widely used for exams or surveys with
multiple choice answers [1]. According to Zhang et al. [2], this
is the most common type of exercise used in education. This
technology focuses on rapidly detecting data extracted from
filled-in forms created with a pencil or pen. OMR technology
involves the use of Multiple Choice Questions (MCQs) in
exams, which allows quick results for students, serves as
a tool for teachers and educational institutions to apply in
their exams, reduces the need for manual labor, and improves
performance. OMR initially appeared as a dedicated hardware
solution [3, 4, 5, 6] or using paid resources [7, 8, 9, 10]. These
approaches have often been studied before. But then, software
solutions [11, 12, 13, 14, 15] appeared along with the develop-
ment of technology, gradually replacing specialized hardware
devices. OMR approaches can be divided into two main cat-
egories: Using conventional image processing [4, 16, 17, 18],
and using artificial intelligent machine learning [11, 19, 20]. In
conventional image processing approaches, first, they adjust
the orientation of the input image [5, 11, 20], then apply

the segmentation techniques to search for areas that need
identification [5, 14]. After that, they detect whether the answer
area is circled based on the grayscale level [21, 22] or the
number of pixels in the area [18, 23, 24]. These approaches
are easy to build and have a short implementation and runtime.
However, they may need to fully capture the complex attributes
and variations of each specific test, leading to low accuracy.

The limitation of conventional methods has led to growing
interest in deep learning methods, especially the convolutional
neural networks (CNN), which have demonstrated superior
image processing and recognition capabilities. Deep learning
offers the potential for many research fields such as image
and signal processing [25, 26]. It provides more accurate and
robust OMR systems capable of handling diverse types of
tests. In addition to the processing algorithms used in the
pure image processing approach, this method builds a neural
network suitable for the problem. The classification techniques
[13, 19, 23, 27] are commonly used. This technique can accu-
rately and quickly identify an answer box to identify whether
an answer is selected.

In addition, the input images may come from many
sources like cameras, webcams [2, 28] or from smartphones
[16, 19, 20, 29]; this factor also dramatically affects construc-
tion costs and model implementation time. Models using many
image formats and sources will save time and effort and reach
more users.

Several methods of deploying the system into software
[4, 12] on desktop or mobile devices have built a relatively
complete system. The benefit of this is that it can be used
flexibly in many places and has high practical applications.
These systems often require users to print or create exam
papers using predefined software [9]. However, this must
ensure excellent and stable performance because it is difficult
to maintain, modify, and add features.

According to Sumit Tiwari and colleagues [30], manipula-
tion of OMR board data is shared and affects exams nowadays.
This form of data tampering has not been taken into account
by existing systems. This article aims to use an algorithm
to encode the characteristics of the answers and information
students have highlighted in the answer sheet. Then, create a
QR code and use that QR code to evaluate whether the exam
paper is fake or not. A novel method that achieves successful
research results can be applied in practice.

This article addresses the above research limitations by
proposing a deep learning method based on the YOLO (You
Only Look Once) algorithm to score multiple choice tests
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accurately. We use YOLOv8 because it stands out as the fastest
model with lower parameters compared to the other versions
[31]. This study uses a data set of real-life multiple choice test
sets and training and testing processes to create a powerful
and effective model. The contributions of the research include
flexible use of input images, low implementation costs, and
high accuracy requirements, which is important to propose a
fast, easy-to-use method with the use of an optimal resource.

The rest of the article is presented as follows: Section II
offers the proposed system architecture and detailed algorithm
implementation. Section III presents the test and the results
evaluations. The final section concludes the article with the
future direction of the system given in Section IV.

II. METHOD

A. Answer-sheet design

The answer sheets given to students in each exam are
designed as shown in Fig. 1. The above form was redesigned
from the answer sheet in Vietnam’s national high school exam.

Fig. 1. Sample answer sheet.

The answer sheet has the student’s registration number,
exam code, and exam-class sections to get information about
students and exam questions, making the process of statistics
and data processing easier when the data set is large. In
addition, the answer section has a maximum of 60 questions,
and you can optionally score specific questions, which is
suitable for multiple-choice exams.

B. Overall System Implementation

In Fig. 2, we build a general system diagram for the
system analyzed in the previous section. This diagram can be
used to understand how the system’s components interact with
each other, as well as provide an overview of the system’s
architecture and functionality.

We propose to divide the method into phases: Segment
and preprocess data phase, Labeling phase, Training phase,
and Online Recognition phase. These stages are presented in
detail in the following sections.

C. Segmentation and Pre-processing Phases

Before entering recognition, to achieve a balanced accuracy
and performance, YOLO recommends that the model’s input

image be sized 640x640. The model will even resize the input
image to have the most significant side size set to 640 and
maintain the original aspect ratio. Because of this, if the image
is not segmented into small parts, small details will be lost
when the input image is trained. Therefore, we improved the
accuracy by focusing on the desired portion of the original
input image (segmenting the portion and keep the original
resolution).

We can find the constant lines that surround the blocks and
shapes to segment the input image into student’s information
section and the question answer choice section as showed in
Fig. 3:

Fig. 3. Segmented image.

Segmented image components after cropping will be re-
sized prior to recognition. Here, we will resize to have the most
significant edge size set to 640 and keep the same proportions.

The training answer sheets are divided into two sets:
training and validation with 85% and 15%, respectively.

D. Labeling phase

After having preprocessed data, we build a labeling process
for the model. Labeling is defining bounding boxes around
class types in the image and placing captions for each box.
The model can be trained to detect and classify classes in the
following training phase by accurately locating the courses
in the photo. Here, we label each cropped image with the
LabelImg software.

1) Marker: In reality, the input images can be skewed,
rotated, etc. The coordinates of the markers that help us
specifically handle these problems will be presented in the next
part. We placed three markers in three corners: Top left, top
right, and bottom left of the exam paper with the same shape
and labeled them as “marker1”. The marker in the lower right
corner using other shape type and labeled as ’marker2’ shown
in Fig. 4.

2) Question-Answer Section: In this section, each question
will have four answer options; each question can have many
correct answers, so we will have 24 cases where the answer
is selected. Therefore, we use 16 labels, encoded in bits 0 and
1, shown in Table I and labeled as in Fig. 5.

3) Student Information Section: Student information in-
cludes the exam class code, student registration number, and
exam code. These fields are identified by integer numbers from
0 to 9. Therefore, we use 10 labels, shown in Table II and
labeled as in Fig. 6.
E. Training phase

During the training process, there are several main steps as
the following description:
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Fig. 2. System overview diagram.

Fig. 4. Marker-labeled image.

Fig. 5. Labeling answers.

a) How to use the training set: The training set ac-
counts for 85% of the total data collected. This data set
includes labeled images that correspond to each class.

b) Select parameters: YOLOv8’s training configuration
contains parameters such as Number of classes, Image size,
Number of epochs, and Batch size. The training process is
monitored to evaluate the progress and effectiveness of the

TABLE I. LABEL ANSWER

Label Value Label Value
1000 A 0101 B and D
0100 B 0011 C and D
0010 C 1110 A, B and C
0001 D 1101 A, B and D
1100 A and B 1011 A, C and D
1010 A and C 0111 B, C and D
1001 A and D 1111 A, B, C and D
0110 B and C 0000 Not selected

Fig. 6. Labeling student information,

model. Metrics such as loss, mAP are monitored to assess the
model. These parameters are explicitly described in Table III.

TABLE III. CUSTOM TRAINING MODEL

Parameter Value
Model YOLO

Image size 640× 640
Number of Epochs

Trained 150

Batch Size 16
Number of classes 29
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TABLE II. LABEL INFO

Label Value
0 0
1 1
2 2
3 3
4 4
5 5
6 6
7 7
8 8
9 9

unchoice Not selected

c) Model Optimization: After completing model train-
ing, the next step is to test and fine-tune the model. This step
is done to ensure that the model can perform well in new tests
and is accurate in different types of questions.

The performance and accuracy of the model are evaluated
through commonly used parameters in Machine Learning in
general and object recognition problems in general: Precision,
recall, mean precision (AP) and mean average precision (mAP)
[32]:

Precision =
TP

TP + FP
Recall =

TP

TP + FN
(1)

In the Formula 1:

• TP : Number of cases correctly predicted as Positive.

• FP : Number of cases predicted to be Positive but
actually Negative.

• FN : Number of cases predicted to be Negative but
actually Positive.

From Precision and Recall, we calculate the average accuracy
of the object detection model:

AP =

i=n−1∑
i=0

[Recalls(i)−Recalls(i+ 1)]× Precisions(i)

(2)

Thence inferred:

mAP =
1

h

i=n∑
i=1

APk (3)

In the Formulas 2 and 3:

• h is the number of classes

• Recalls(i) and Precisions(i) are the value of the ith

element of the Recalls and Precisions array

• APk is the AP value of the ith class

F. Online Recognition Phase

The input image is taken directly from the camera or
smartphone, so it is impossible to avoid the cases where the
input image has different angles and distances from the camera
to the answer sheet or cases where the input image is blurry,

incorrect and misaligned. This stage’s purpose is to process
the image to extract the part of the image that only contains
multiple-choice answer sheets. The test paper must be aligned
in the most appropriate direction, brightness, and color to be
included in the identification model.

First, predict the input image, the target to identify four
markers, and we get position marker. After the YOLO model
recognized four markers (3 square markers and one circle
marker), we got the coordinates of the four markers on the
original exam paper. Note that the order of the detected angles
is unconventional. Because of the above reason, we need to
rearrange the four corners in the correct order. Based on
the Position Marker (PM), we determine the direction of the
image by placing three markers1 in positions: top-left, top-
right, bottom-left, and marker 2 in the bottom-right position.
Therefore, to retrieve the part of the image that only contains
multiple-choice answer sheets, we rotate the image so that
marker 2 is always in the bottom-right position.

Call the top left point P1, the top right point P2, the bottom
right point P3, the bottom left point P4. Suppose that each
point is defined by the coordinates (x,y):

PM = {(x1, y1) , (x2, y2) , (x3, y3) , (x4, y4)} (4)

Fig. 7. Illustration of the input image.

Fig. 7 illustrates the first image of the process. After
obtaining the position of marker 2 through identification, we
consider this position to be the new bottom-right position. Then
rotate the remaining corners according to this marker2 position.
P

′

4 is the new bottom-left position. In fact, P
′

4 can be in many
places around P3. We need to determine the rotation angle α,
wherever P

′

4 is.

First, determine the coordinates P4 among the 3 marker1
coordinates. Because P4 is considered a bottom-left point,
based on the distance, we determine P4 is the point with
the shortest distance to P3, specifically d1 < d3 < d2:
P4 = {(xi, yi) ⊂ PM |dP4 = min {d1, d2, d3}}. In the next
step, determine the coordinates P

′

4, P
′

4 at the new bottom-left
position, with a distance equal to P4 to P3, so the coordinates
of P

′

4 are always equal to:{
xP

′
4
= xP1

− d1

yP ′
4
= yP3

(5)
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From the coordinates P
′

4, applying the trigonometric for-
mula for triangle P

′

4P4P3, we calculate angle alpha with
dP4P

′
4

is the distance from P4 to P
′

4:

α = cos−1.
2d21 − d2

P4P
′
4

2d21
(6)

Rotating the input image with angle α, we obtain a new
image rotated in the correct direction. After corner points have
been identified and target points have been calculated, we use
the getPerspectiveTransform and warpPerspective functions to
transform and align the input image. This image processing
step, which includes markers, produces a transformed image
that only contains the answer sheet. Additionally, the image is
correctly rotated.

We will obtain an image that only includes the answer sheet
and has been transformed accurately. We tested our model on a
variety of image samples, including different orientations and
lighting conditions, to obtain an image that only contains the
answer sheet. The model still works well in most cases. The
algorithm used in this procedure is shown in Algorithm 1.

Algorithm 1 Image Preprocessing

INPUT: Input image
OUTPUT: Preprocessed image
1: begin
2: Read input_image
3: Recognition input_image
4: Position marker
5: PM = Initial array position marker
6: if (PM has 3 marker1) and (PM has 1 marker2) then
7: Find dP4 = min {d1, d2, d3}

8: Find α = cos−1.
2d2

P4
−d2

P4P
′
4

2d2
P4

9: Rotate input_image with angle α
10: Find destination corners (DC):

DC = [ [0, 0], [ maxWidth, 0], [maxWidth, maxHeight],
[0, maxHeight] ]
11: Get the background removed image from the
DC: image_extracted. Using getPerspectiveTransform and
warpPerspective
12: return image_preprocessed = image_extracted
13: else:
14: break
15: end

Fig. 8 shows the final result of Algorithm 1. With this
processed image, the following segmentation and identification
of each component is much easier.

Get the image after preprocessing, crop the image to
get: column answer image and student information image,
recognition these images. Based on recognition results, we can
extract the information of students and the answers from each
answer sheet of the exam. Subsequently, comparisons with the
correct answers associated with each exam class code were
made, allowing each candidate to receive an automated scoring
process. In addition, a threshold coefficient called θ was intro-
duced. This threshold is the decisive parameter that determines
the confidence level required to consider a prediction to be

Fig. 8. Input image and pre-processed image.

"correct". If the confidence exceeds the specified threshold,
the result of the recognition will be confirmed as accurate. On
the contrary, if the confidence falls below the threshold, the
prediction is considered wrong. The algorithm below describes
the systematic identification and scoring process:

Algorithm 2 Recognition and Grading

INPUT: Pre-processed image
OUTPUT: Recognized images and mark
1: begin
2: Read preprocessed_image
3: Segmentation preprocessed_image: info_student and
column_answer
4: Recognition info_student and column_answer
5: Threshold = θ
6: If confidence ≥ threshold then
7: Insert to database
8: Write mark
9: else
10: Issue a warning
11: end:

III. EXPERIMENTAL RESULTS

A set of experiments was performed to evaluate the ac-
curacy of the methods presented and the automated scoring
systems. With an algorithm written in Python, the automatic
scoring system is evaluated on a laptop running on an Intel
Core i5 11th processor with 16GB RAM, recognizing input
images including three parts that need to be recognized:
marker, information, student, and answer information. The
system will take a variable amount of time for the recognition
process proportional to the number of questions on the answer
sheet. When identifying votes with fewer answers, it will take
less time. We experimented and calculated that the average
time to recognize a 60-question answer sheet is 1.2 seconds.

The model is used to predict results for new tests. These
results are transmitted to the scoring system to produce the
final results shown in Fig. 9:

After testing and refining the model and continuing to train,
our team achieved the following results after training in Fig.
10:

The Confusion Matrix chart shows the confusion between
classes in the entire system. It can be seen that the confusion
model is very little, shown in points other than the main diag-
onal (representing noise) and mainly confusion. between the
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Fig. 9. Precision and recall.

Fig. 10. Confusion matrix normalized chart.

background and the labels, not between the labels themselves,
and this confusion level has very low reliability (0.01, 0.02,
0.03...).

According to the chart, we can see that the main diagonal
is very thick and almost reaches 1, which means the model
has high accuracy because the main diagonal of the matrix
represents the number of cases in which the model correctly
classifies objects into corresponding classes. The Fig. 11
depicts many graphs of the results after training the process.

Fig. 11. Training results chart.

The train/box_loss and val/box_loss plots help us eval-
uate how well the model locates classes by measuring the
difference between the predicted bounding-box coordinates
and the class in reality. The decreasing trend in these two charts
shows that the model is improving its accuracy in identifying
the correct location of labels in the training and validation data
sets.

The train/cls_loss and val/cls_loss plots illustrate the
classification error. This histogram measures the difference be-
tween the predicted class probability and the actual label. The
decreasing cls_loss plot shows that the model is improving its
ability to identify classes correctly.

The train/dfl_loss and val/dfl_loss plots illustrate the
imbalance between classes with many labels and classes with

few labels. This histogram corrects the difference between the
predicted probability and the target probability, especially on
data sets with class imbalance. The decreasing dfl_loss plot
shows that the model made more balanced predictions and
improved performance.

The precision and recall charts have curves near the highest
curve, showing that the model achieves high precision and
recall when changing the probability threshold. This indicates
that the object recognition model can detect and locate objects.

mAP50 plots: This chart depicts the average accuracy;
the model achieves a high value (approaching 1), showing
that the model achieves high accuracy in object recognition;
mAP50-95 chart If the model reaches a high value, it shows
that the model can recognize objects well on many different
levels of probability threshold. By monitoring these graphs
and continuously improving the model based on the insights
we gain, we can train the YOLOv8 model to accurately detect,
locate, and classify classes for multiple choice exams.

The test set contains new tests that are not used to train
the model. Based on Formula 3 and the results after training,
the system can evaluate the performance of a model in a new
test and calculate the parameters as described in Table IV:

TABLE IV. MEAN AVERAGE PRECISION

Parameter Value
Evaluation Metric mAP
Best Metric Scores 0.996

After completing the training phase, analyzing the input
image and applying the recognition process, rectangles will be
drawn on points that the model recognizes: around markers,
student information and selected sentences (fill). The results
obtained are shown in Fig. 12.

Fig. 12. Input image prediction.

To get an accurate experiment, we will use a data set such
that input images are from different angles and resolutions,
taken from many types of devices with diverse light intensities.
In addition, on each of those answer sheets, the number of
answers varies, with multiple answer choices. To make the test
data set diverse, accurate, and most importantly, "realistic," we
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used this system to automatically score 300 real-life multiple-
choice tests with the semester’s final exam at Hanoi University
of Science and Technology.

Choosing the threshold value is an integral part of eval-
uating model performance. The input image is likely wrong
when one of the detected model objects has a confidence
level below the Threshold threshold that we have previously
chosen. Perform the first rough tuning experiment: Choose
0.6 ≤ θ ≤ 0.9, each increment of 0.05 each (see Fig. 13).

Fig. 13. Relationship between error and threshold θ.

According to the results of the diagram above, perform
the second experiment for fine tuning (see Fig. 14): Choose
0.75 ≤ θ ≤ 0.85, each mark is 0.01 apart. The purpose
is to choose the most suitable θ value: Our system shows

Fig. 14. Relationship between error and threshold θ (fine
tuning).

high accuracy when input images are of good quality, such as
answer sheets taken in suitable, flat, and transparent lighting
conditions. However, the system needs better-quality input
images. For example, when the answer sheets are blurry,
uneven, or have a lot of extra lines due to uneven scanning, the
model needs help identifying the answers and information from
the student. Especially when the input image lacks corners,
markers are lost, leading to the image preprocessing process
being unable to process. The accuracy of the system can
be significantly reduced if necessary information is lost or
contaminated. Based on the analysis results of Fig. 14, we
decided to choose θ = 0.79 - a value large enough to have the
lowest probability of errors occurring in the data set.

IV. CONCLUSION

This paper presented an automated paper-based multiple
choice grading system with the ulitization of using fast object
detection algorithm. Research and experimental results on
actual college exams have shown that employing YOLOv8
model together with pre-processing techniques improved the
performance of the OMR system with the error rate less
than 0.5% and processing time on stand personal computer
around 1 second. This can help educational and assessment
organizations perform test administration tasks more effec-
tively. The article also highlights challenges and potential
development directions. Integrating the system into real-world
applications and improving the real-time application ability are
also challenges worth considering in the future.
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Abstract—The accurate prognosis of epileptic seizures has
great significance in enhancing the management of epilepsy,
necessitating the creation of robust and precise predictive models.
EpiNet, our hybrid machine learning model for EEG signal
analysis, incorporates key elements of computer vision and ma-
chine learning , positioning it within this advancing technological
domain for enhanced seizure prediction accuracy. Hence, this
research aims to provide a thorough investigation using the Bonn
Electroencephalogram (EEG) signals dataset as an alternative
method. The methodology used in this study encompasses the
training of five machine learning models, such as Support Vector
Machines (SVM), Gaussian Naive Bayes, Gradient Boosting,
XGBoost, and LightGBM. Performance criteria, including ac-
curacy, sensitivity, specificity, precision, recall, and F1-score, are
extensively used to assess the efficacy of each model. A unique
contribution is the development of a hybrid model, integrating
predictions from individual models to enhance the overall accu-
racy of epilepsy identification. Experimental results demonstrate
notable success, with the hybrid model achieving an accuracy
of 99.81%. Performance matrices for both classes demonstrate
the hybrid model’s epileptic seizure prediction reliability. Vi-
sualizations, including ROC-AUC curves and accuracy curves,
provide a nuanced understanding of the models’ discriminative
abilities and performance improvement with increasing sample
size. A comparative analysis with existing studies reaffirms the
advancement of our research, positioning it at the forefront of
epileptic seizure prediction. This study not only highlights the
promising integration of machine learning in medical diagnostics
but also emphasises areas for future refinement. The achieved
results open avenues for proactive healthcare management and
improved patient outcomes.

Keywords—Epilepsy; seizure prediction; computer vision; hy-
brid model; electroencephalography; bonn dataset; proactive
healthcare

I. INTRODUCTION

In this study, we introduced EpiNet, a novel hybrid machine
learning model, designed to significantly advance epileptic
seizure prediction using EEG signals. EpiNet uniquely com-
bines the strengths of various advanced machine learning
techniques, resulting in a model that not only outperforms
existing single-model systems in accuracy but also addresses
critical challenges in seizure prediction such as high variability
in EEG signals and the need for reducing false positives. Our
model stands out in its ability to integrate complex patterns
from a large dataset of 500 patients, providing a more robust
and reliable prediction mechanism. The introduction of EpiNet
represents a pivotal step forward in epilepsy management,
promising to enhance patient care through more precise and

proactive strategies. Despite the advancements in medical
science, epilepsy is a prevalent cerebral disease affecting a
substantial portion of the global population [1]. The primary
mode of treatment involves the use of medications; however, a
considerable proportion of individuals diagnosed with epilepsy
have difficulties effectively managing their medication, result-
ing in a substantial decrease in their overall state of life. For
some individuals, the consideration of respecting portions of
the brain becomes a drastic option to eliminate the seizure
focus, yet this measure does not guarantee freedom from
seizures. In response to the limitations of existing treatments,
there has been a burgeoning interest in the development of
clinically effective seizure prediction systems. A successful
prediction method could offer timely warnings to patients,
allowing for preventive measures or interventions such as
electrical stimulation, medication release, or cooling of the
seizure focus area. Despite early attempts to predict seizures,
the scientific and clinical communities have faced persistent
challenges, partly attributed to the absence of a detailed
definition of the preictal stage, the critical period preceding
a seizure. The unpredictable nature of seizures adds a layer of
complexity and concern for individuals living with epilepsy.

This research endeavour aims to tackle the aforementioned
issues by investigating other approaches that might enhance the
accuracy of seizure prediction. In our earlier conference paper
[2], we conducted an extensive review of machine learning and
deep learning approaches for epilepsy diagnosis, identifying
critical research gaps such as dataset limitations, preprocessing
challenges, and the need for ensemble methods. Building upon
these insights, our current paper addresses these challenges
head-on. Furthermore, our study delves into the critical aspects
of data, feature selection, and model selection, drawing on
the recommendations outlined in our previous work. Notably,
we emphasise the application of ensemble learning, an idea
proposed in our conference paper, demonstrating its effective-
ness in enhancing prediction accuracy and mitigating false
alarm rates. This seamless connection highlights the evolu-
tionary progression of our research agenda, from identifying
challenges to proposing practical solutions. The aim is to
predict upcoming seizures before their occurrence, facilitating
prompt management and mitigating associated dangers. The
subsequent sections delve into a comprehensive methodology
and findings, contributing significantly to the advancement of
seizure prediction research.

Fig. 1 provides a visual representation of the basic tech-
nique used for the recording of epileptic seizures through EEG.
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Fig. 1. General methodology for recording epileptic seizures.

During this procedure, electrodes are carefully set on the top of
the head in order to assess the electroencephalographic signals,
which measure the neural electrical signals produced by the
brain. The electrodes are capable of capturing the complex
signals produced by neurons in the cerebral cortex.

A. Key Contributions

In this study, we introduce an innovative machine learning-
based approach to epileptic seizure prediction, labelled EpiNet.
While significant strides have been made in the realm of
epileptic seizure detection, current methods continue to face
challenges, and numerous unresolved issues persist. In light of
this, our work aims to address a few pivotal questions, outlined
below:

1) Single-Model Limitation in Epilepsy Prediction: Prob-
lem: Existing approaches to epilepsy prediction often rely on
single machine learning models, limiting the overall accuracy
and robustness of the predictions.

Contribution: Proposed a novel hybrid model that amal-
gamates predictions from diverse models, demonstrating su-
perior performance with heightened accuracy, sensitivity, and
specificity compared to individual models. Despite the limited
number of existing hybrid models, our approach stands out by
consistently outperforming them, underscoring the effective-
ness of our tailored combination of models in epileptic seizure
prediction.

2) Feature Redundancy and Noise: Problem: The accu-
racy of prediction models heavily depends on the quality of
their features. The presence of redundant or noisy features
can compromise the precision of predictions. Identifying and
addressing this problem becomes pivotal for enhancing the
reliability of epilepsy prediction models.

Contribution: By implementing RFE, the study actively
contributes to refining the feature selection process. It goes
beyond recognising the issue and presents a strategic solution
that decreases noise and improves epilepsy prediction. This
work improves prediction model robustness by advancing
methodology.

3) Need for High Accuracy and Reliability: Problem:
For successful patient treatment, medical diagnostics, notably
epilepsy prediction, need great accuracy and dependability.

Contribution: Effectively predicted seizures with 99.81%
accuracy using EpiNet.

4) Future Research Directions and Validation: Problem:
The application of current research to a variety of situations
and real-world healthcare settings often presents difficulties.

By pointing out the areas that need attention and development,
acknowledging these limitations creates the foundation for a
significant contribution.

Contribution: This contribution goes above and beyond just
identifying limits by providing a clear path for further study.
It takes the lead in resolving the issue by outlining concrete
measures to improve the generalizability of the model and to
verify its efficacy in actual healthcare settings. This prospective
strategy sets the research up to be a driving force behind real
improvements in the area of epilepsy prediction.

The remainder of this paper is structured as follows:
Section II represents the overview of epilepsy. In Section
III we have the literature review. The dataset processing and
feature extraction is provided in Section IV. The proposed
methodology is described in Section V. Section VI analyzes
the results of the conducted experiments. Lastly, Section VII
concludes the paper with some future works.

II. OVERVIEW OF EPILEPSY

Epilepsy, an illness that is rather common, has a substantial
influence on the lives of millions of people all over the globe.
The purpose of this introductory part is to offer a compre-
hensive viewpoint on the difficulties that epilepsy presents, so
laying the groundwork for a more in-depth investigation into
the various seizure prediction approaches.

A. Introduction to Epilepsy

Epilepsy is characterised by recurrent seizures, affecting
a considerable portion of the global population. Despite ad-
vancements in medical interventions, a substantial number
of epilepsy patients face challenges in symptom manage-
ment with traditional medications. Patients facing resistance
to conventional treatments often endure a severely diminished
quality of life. Some explore extreme measures, such as brain
resection, in pursuit of relief, yet this drastic approach remains
ineffective for a notable proportion of individuals. The Fig. 2
visually represents the intricate activity within the brain during
an epileptic seizure.

Fig. 2. Illustration of epileptic seizure activity in the brain.

B. Seizure Types and Symptoms

Epileptic seizures manifest in various types, including focal
and generalised seizures, each presenting unique characteris-
tics. A nuanced understanding of these manifestations is es-
sential for accurate diagnosis and prediction. The diverse man-
ifestations of epileptic seizures encompass various types, each
characterised by distinct symptoms. Simple Partial Seizures,
or Focal Onset Aware Seizures, affect a specific region of the
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brain, resulting in altered emotions, sensory perceptions, or
movements without loss of consciousness. As depicted in Fig.
3, these seizures may progress to Complex Partial Seizures, or
Focal Onset Impaired Awareness Seizures, where conscious-
ness becomes altered, accompanied by involuntary repetitive
movements. Notably, these partial seizures can evolve into
Generalized Seizures, involving the entire brain.

Fig. 3. Types of seizures.

The visualisation in Fig. 3 offers a thorough and inclusive
depiction of the development and unique attributes associated
with these many kinds of seizures. This visualisation serves
to enhance comprehension and facilitate the categorization
of epileptic occurrences. Recognising the diverse symptoms
accompanying seizures is critical, emphasizing the need for
tailored diagnostic and predictive approaches that consider the
individualised nature of epilepsy.

C. Motivation for Advanced Seizure Prediction Approaches

The primary motivation behind this research stems from the
pressing challenges in epilepsy management, particularly the
limitations of current diagnostic tools and treatment strategies.
One of the key difficulties lies in the unpredictable nature of
seizures, which significantly affects patients’ quality of life and
complicates treatment planning. Current methods lack the pre-
cision and foresight needed for effective seizure management.
This gap highlights the necessity for more accurate and timely
seizure prognosis, where machine learning approaches hold
significant promise. Machine learning’s ability to analyze com-
plex EEG data and identify patterns indicative of impending
seizures presents a transformative opportunity in epilepsy care
with minimum costs. Our research with the EpiNet model is
directly motivated by these challenges. We aim to leverage the
advanced capabilities of machine learning to enhance seizure
prediction accuracy, ultimately leading to more personalized
and effective epilepsy management strategies. This approach
not only addresses a critical need in epilepsy care but also
opens up new avenues for research and treatment methodolo-
gies in the field.

III. LITERATURE REVIEW

Kapoor et al. [3] introduce an innovative seizure pre-
diction method using ensemble classifiers and hybrid search
optimization, achieving a high accuracy of 96.61% on the
CHB-MIT database. Their approach addresses existing limi-
tations, sets a standard for researchers, and explores COVID-
19-related data applications for enhanced seizure prediction.
Savadkoohi et al.[4] used K-nearest neighbours (KNN) and

support vector machine (SVM) prediction models to predict
seizures, demonstrating efficiency, reliability, and flexibility
across different frequency ranges. The technique has phase
information and directionality issues, despite its merits. [5]
introduced a spike rate-based seizure detection approach with
great accuracy, improving the quality of life for epileptic
patients. However, without a complete deep learning method
for prediction, performance may decline.

Usman et al. [6] developed generative adversarial networks
using LSTM units to improve sensitivity and reduce false posi-
tives. However, anticipation time improvement was inefficient.
Author in [7] developed a seizure prediction component using
deep learning approaches, improving sensitivity and specificity.
The approach has limitations, including a low Signal-to-Noise
Ratio (SNR) and dependency on several factors. Emara et
al. [8] developed a technique to identify abnormalities in
multi-channel EEG signals with high prediction accuracy. This
method relied on samples, which was a drawback. Wang et al.
[9] pioneered a CNN and DTF-based seizure prediction sys-
tem, offering potential benefits for epilepsy patients in closed-
loop therapy. However, the method was noted for its effective-
ness despite time constraints. In a recent study [10], a DWT-
transformed EEG data approach, coupled with a DenseNet-
LSTM hybrid model, demonstrated improved seizure pre-
diction accuracy, outperforming prior methods on the CHB-
MIT scalp EEG dataset. Notably, this integration of Discrete
Wavelet Transform and hybrid models signifies progress in
the field. Viana et al. [11] explored remote subcutaneous EEG
monitoring for individualized seizure forecasting.

Behnoush et al. [12] meticulously assessed machine learn-
ing algorithms for predicting seizures, emphasizing critical
patient identification in emergency department data. A study
enhanced signal-to-noise ratio by combining 23 EEG channels
into one [13]. Ouichka et al. [14] delved into the challenges of
predicting epileptic episodes using iEEG data. Deep learning
models, including 3-CNN and 4-CNN, achieved 95% accu-
racy in autonomous seizure prediction, surpassing previous
approaches. In [15], a successful seizure prediction method
employs deep learning on preprocessed scalp EEG signals,
achieving 92.7% sensitivity and 90.8% specificity in 24 pa-
tients. Meanwhile, [16] introduces a novel seizure detection
approach using sparse representation with the Stein kernel,
leveraging old data to simplify and understand new EEG
samples.

The study by [17] employed a two-step strategy, utiliz-
ing multi-lead EEG samples to train SE-Net for short-term
features and LSTM for long-term characteristics. Adversarial
learning enhanced the LSTM feature mapping, resulting in
a 5% improvement in classification accuracy on the TUH
EEG Seizure Corpus and CHB-MIT databases. This study [18]
introduces an innovative approach utilizing SLT and VGG-
19 neural networks for precise seizure detection, achieving
remarkable 100% accuracy in distinguishing seizure and non-
seizure events across seven instances. Notably, its effectiveness
extends to improved classification in three- and five-class
scenarios, outperforming conventional methods. Tested on the
CHB-MIT scalp EEG database, the proposed technique attains
a notable 94.3% accuracy in distinguishing seizures from non-
seizure episodes.

Studies by [19] highlight LSTM and Random Forest’s
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efficacy in epileptic episode prediction with 97% and 98%
accuracy. [20] conducts a comprehensive literature review
emphasizing the critical role of ML in automating epilepsy
diagnosis, discussing feature extraction methods, and advo-
cating for relevant characteristics and classifiers. Researchers
discovered a novel method for simultaneous epilepsy predic-
tion in adults and children, leveraging a linear mixed model
and recording over 1.2 million seizures [21]. Emphasizing
the distinct seizure patterns in different age groups, they
underscored the need for early diagnosis and treatment to
prevent potential brain damage. In a separate investigation,
a researcher achieved 100% accuracy in epileptic episode
detection using innovative SVM-PCA methodologies, outper-
forming traditional algorithms [22]. The Local Binary Pattern
(LBP) method, assessing key points in EEG data, proves
effective for real-time seizure diagnosis [23]. Toraman et al.
[24] successfully distinguish preictal and interictal occurrences
using SVM, forecasting seizures up to 33 minutes in advance.

Weighted Majority Voting Ensemble (WMVE) stands out
by dynamically evaluating and adjusting each classifier, priori-
tizing accurate categorization, particularly for challenging data.
In comparison to Simple Majority Voting Ensemble (SMVE),
WMVE demonstrates superior classification accuracy across
diverse datasets [25]. Additionally, support vector machines
(SVM), particularly when paired with a radial basis function
kernel, emerge as highly effective in EEG signal categorization
for epilepsy detection [26]. The proposed approach in [27]
accurately predicted seizures with an average lead time of 23.6
minutes, utilizing “optimum allocated techniques” for sample
selection. In [28], a three-part procedure combining LSTM,
regression-based SNR enhancement, and statistical properties
achieved superior results (94% accuracy) on the CHB-MIT
dataset. Another study [29] employed three machine learning
methods for effective seizure detection.

In one approach [30], a phase-space adjacency graph
achieved a 97% success rate, while another method using
hypergraph analysis reached 93% accuracy. A third method
employing deep learning and CNN in phase-space analysis
achieved perfect 100% accuracy. Additionally, an ensemble
classifier in epilepsy research demonstrated superior perfor-
mance with a 90% success rate, outperforming others in the
range of 85% to 89.5%. Sharma et al. [31] introduce a novel
hybrid method, combining higher-order statistics, sensitivity
analysis, and the residual wavelet transform, to assess brain
signal frequencies affected by transient events. This approach
effectively detects and characterizes non-stationary time series
alterations in neural activity across different brain areas.

Researchers in [32] developed a machine learning approach
for epilepsy prediction using correlation dimension, which
converges quickly due to its simplicity. The model predicts
seizures by analyzing EEG spike rates, employing a mean
filter to smooth spikes and activating an alert when preictal
spike numbers exceed a threshold. The suggested technique
in [33] predicts seizure activity with 92% accuracy using
the CHB-MIT dataset for all patients. Researchers in [34]
advocate using reconstructed phase space (RPS) over raw EEG
data for seizure detection, citing improved accuracy rates of
95% for tertiary and 98.5% for binary classification. In [35],
a two-layer LSTM model achieves an exceptional 98.14%
average accuracy, enhancing the quality of life for epilepsy

patients. Additionally, [36] introduces an approach to extract
time-frequency features using STFT, addressing CNN and
Transformer limitations with an innovative alternating structure
for enhanced predictions.

To address the challenge of limited EEG data, the study in
[37] employs a deep learning approach, specifically a DCGAN,
to generate synthetic EEG data. The proposed method com-
bines transfer learning with popular DL models and utilizes
synthetic data for training, showcasing improved epileptic
seizure prediction. The study [38] evaluated an EEG-based
seizure detection model on CHB-MIT scalp data, demonstrat-
ing robustness with sensitivity and specificity values reaching
approximately 100%. The updated XG Boost classifier sur-
passed previous methods, enhancing sensitivity by 0.05% and
specificity by 1%. Syed Muhammad Usman et al. [39] created
a more sensitive ensemble learning technique for epileptic
prediction. Importantly, our technique doesn’t use heart rate
variability and EEG measurements.

IV. DATA PROCESSING AND FEATURE EXTRACTION

In this section, we delve into the details of the dataset
employed in our study. We’ll walk you through the different
categories within the dataset, the distinctive features that shape
its structure, and the meticulous steps we took to make sure
the data is not only accurate but also well-suited for machine
learning purposes.

A. Dataset Description

The Bonn EEG dataset [40], selected for our study, is
renowned in epilepsy research for its high-quality and diverse
data. This dataset is a benchmark in the field, offering a
broad spectrum of EEG signal patterns from various types of
epileptic seizures, which is crucial for developing robust and
comprehensive seizure prediction models. Its widespread use
and proven success in previous studies underscore its reliability
and effectiveness. The practicality and accessibility of the
Bonn dataset, combined with its ethical soundness, make it
an ideal choice for our research, facilitating the advancement
of machine learning approaches in epilepsy prognosis. It was
collected from the brain activity recordings (EEG) of 500
different individuals. To make the data more manageable for
analysis, we divided each 23.6-second EEG recording into
4097 data points. The dataset is neatly organized into 23
segments, each containing a total of 4097 data points. We then
mixed things up a bit by shuffling the segments randomly, and
within each segment, we have 178 data points. Each of these
data points corresponds to a one-second interval in the EEG
recording, helping us capture a more detailed snapshot of the
brain activity. Consequently, 11,500 rows of data are generated,
where each row stands for one second of an individual’s EEG
recording. A bandpass filter with a frequency range of 0.53–40
Hz and a sampling rate of 173.61 Hz was used in order to
do the preprocessing on the dataset first. The preprocessed
dataset is made up of electroencephalogram recordings that
were taken under a variety of situations, with each condition
being assigned a unique class label.

The EEG signals from the Bonn University dataset that
represent the five classes are shown in Fig. 4 This picture
displays exemplars of the EEG signals that reflect the five
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Fig. 4. Data set representing five classes EEG signals.

distinct categories. (a) Set A represents the state of having open
eyes, (b) Set B represents the condition of having closed eyes,
(c) Set C represents the state of the hippocampal formation
during the period between seizures, (d) Set D represents the
epileptogenic zone during the period between seizures, and (e)
Set E represents the state of having a seizure, also known as
the ictal state.

B. Dataset Structure

The Bonn University Epilepsy dataset comprises five sets,
labeled A, B, C, D, and E. Each set contains 100 files,
representing recordings from different individuals. Each file
corresponds to a single subject and has a duration of 23.6
seconds. The EEG signals in each file are discretized into 4097
data points.

TABLE I. DATASET OVERVIEW

Class Patient Status Setup Phase
A Non-Epilepsy Surface EEG Open Eyes
B Non-Epilepsy Surface EEG Close Eyes
C Epilepsy Intracranial EEG Interictal Hippocampal Position
D Epilepsy Intracranial EEG Interictal Epileptogenic Zone
E Epilepsy Intracranial EEG Ictal

Table I displays the dataset with category labels. The
dataset is categorised into five distinct classes, each represent-
ing various situations. As follows:

• Class A: EEG recorded with the patient’s eyes open.

• Class B: EEG recorded with the patient’s eyes closed.

• Class C: EEG recorded from the healthy brain area
where the tumor was not present.

• Class D: EEG recorded from the area where the tumor
was located.

• Class E: Seizure activity.

C. Data Cleaning and Missing Value Handling

For the purpose of ensuring that the data contains no errors,
a data cleaning operation was carried out. For the purpose of
removing rows from the dataset that were missing values, the
dropna() function was used. It was essential to get rid of any
data that was erroneous or missing. It made certain that we
have trustworthy data.

D. Outlier Detection and Removal

Using the Local Outlier Factor (LOF) technique, we found
and removed any strange data points that may have skewed
our estimates. Basically a digital investigator. The “LocalOut-
lierFactor” algorithm from the scikit-learn module proved to
be instrumental in resolving the problem. It helped us find the

data points that didn’t seem to fit and get rid of them so they
wouldn’t mess up the calculations later on.

E. Feature Scaling and Standardisation

Standardisation of the features was accomplished by using
the StandardScaler function that is available in the scikit-
learn package. As a component of this, the attributes were
normalised by bringing their range to a value of one and with
zero serving as the centre of their average. Through the use
of a single scale, this step ensured that the features could be
compared in a manner that was both accurate and relevant
across a variety of characteristic categories.

F. Feature Selection

Selecting high-quality features is like assembling a winning
dish in our machine learning adventure. For the purpose of
epilepsy prediction, we are interested in the most relevant ones.
Therefore, we used a method known as Recursive Feature
Elimination (RFE) to determine the most important charac-
teristics. It’s as if we had a handy reference (the RFE class
from the scikit-learn package) that highlighted the essential
components for precise epilepsy prediction.

1) Recursive Feature Elimination (RFE): In the face of
information overload, Recursive Feature Elimination (RFE)
goes about its business. The process begins with an expansive
viewpoint, seeing all characteristics as possible indicators. In
order to determine the relative value of each feature, RFE
uses a Random Forest classifier as its investigation tool.
While RFE iteratively reduces the least significant features,
the investigative process starts. Imagine it as a detective
selecting the best number of characteristics by sorting through
clues and eliminating irrelevant ones. To guarantee that the
final collection of features reflects the most important bits
of information for the work at hand, RFE’s unique technique
replicates a seasoned investigator’s tactics.

2) Selected Feature Subset: When we applied the Recur-
sive Feature Elimination (RFE) method, it helped us identify a
subset of the most crucial features. We selected these variables
because they demonstrated a remarkable ability to predict
epileptic episodes. The idea behind choosing these particular
features was to enhance the predictive performance of our
models. By focusing on these key variables and narrowing
down the feature space, we significantly improved the models’
ability to make accurate predictions of epileptic episodes.

V. PROPOSED METHODOLOGY

In our study, we selected a diverse array of machine
learning models, each chosen for its specific strengths in
handling the complexities of EEG data. Support Vector Ma-
chines (SVM) and Gaussian Naive Bayes were chosen for
their effectiveness in high-dimensional spaces and probabilis-
tic approach, respectively. Gradient Boosting, XGBoost, and
LightGBM were included for their robustness to overfitting
and efficiency in processing large datasets. These models
collectively address the challenges of EEG data analysis, such
as noise, high dimensionality, and class imbalance. Training
and evaluation were challenging due to the intricate nature
of EEG signals, with specific strategies employed to mitigate
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issues like overfitting and ensure model accuracy and relia-
bility. Figuring out when seizures may take place was the
objective of this study. Therefore, the whole concept hinged on
the utilisation of these ingenious models in order to properly
forecast epileptic episodes.

A. Model Network

Support Vector Machines (SVM), Gaussian Naive Bayes
(GNB), Gradient Boosting (GB), XGBoost, and LightGBM
are some of the machine learning models that are part of the
application. These models are carefully chosen for their ability
to handle different aspects of the prediction.

B. Algorithmic Steps

The proposed algorithm comprises the following key steps:

1) Data Loading and Preprocessing:
• Load the EEG dataset and Preprocess target

variable for consistency.
• Drop rows with missing values to maintain

data integrity.
• Apply the “Local Outlier Factor (LOF)” algo-

rithm for outlier identification and exclusion.
2) Feature Scaling and Selection:

• Scale features using “StandardScaler” for nor-
malisation.

• Use Recursive Feature Elimination (RFE)
with “RandomForestClassifier” to select infor-
mative features.

3) Dataset Splitting:
• Extract the dataset into training and test sets

using “train test split” function.
4) Model Training and Evaluation:

• Train various machine learning models on
the training set, including SVM, Gaussian
Naive Bayes, Gradient Boosting, XGBoost,
and LightGBM.

• Evaluate trained models using performance
metrics (accuracy, sensitivity, specificity, pre-
cision, recall, and F1-score).

5) Hybrid Model Creation:
• Average predictions from individual models

to create a hybrid model.
6) Performance Analysis and Visualization:

• Compare the performance of each model.
• Plot ROC curves for model performance vi-

sualization.
• Generate accuracy curves to illustrate ac-

curacy improvement with increasing sample
size.

Fig. 5 shows our proposed methodologies flowchart. In
the end, by demonstrating the efficacy of ML models and FS
methods on the Bonn dataset, this study advances the area
of epilepsy prediction. The findings highlight the potential of
these approaches in developing reliable and accurate prediction
systems for epilepsy management.

Fig. 5. Overall architecture of proposed methodology.

C. Setup

The suggested system requires importing numpy, pandas,
scikit-learn, matplotlib, xgboost, and lightgbm. The target
variable is preprocessed after loading the CSV dataset. Detect
and eliminate outliers, then scale features using “Standard-
Scaler”. Features are chosen using RFE. After separating the
dataset into training and test sets using the ‘train test split’
function, we trained our models using the set. Next, we
assessed accuracy, sensitivity, specificity, precision, recall, and
F1-score. Then performance comparison has done to show the
practicality of the proposed hybrid model.

D. EpiNet

Within the suggested approach, a simple averaging tech-
nique is used to build the hybrid model, named EpiNet.
After training multiple machine learning models, including
SVM, Gaussian Naive Bayes, Gradient Boosting, XGBoost,
and LightGBM, the average predictions are pooled. This
cooperative strategy uses each model’s advantages to ensure
fair and efficient decision-making. For each instance, the
hybrid model’s output is the average forecast from the group’s
insights, improving epileptic seizure prediction accuracy and
reliability. The hybrid model is built using simple averaging
in the provided way. After training multiple machine learning
models, including SVM, Gaussian Naive Bayes, Gradient
Boosting, XGBoost, and LightGBM, the average predictions
are pooled. This cooperative strategy uses each model’s ad-
vantages to ensure fair and efficient decision-making. The
Hybrid model’s final output for a given instance is the average
forecast from the group’s insights, improving epileptic seizure
prediction accuracy and reliability.

VI. RESULTS AND DISCUSSION

Our extensive epileptic episode prediction study comprised
machine learning models and innovative feature selection
methods. This method validated each model and explained
seizure prediction. This discussion will explain the findings
and any surprises. Linking our findings to earlier research aids
comprehension. Comprehensive analysis is needed to improve
epileptic seizure prediction.

A. Model Performance Dissection

To evaluate models’ prediction ability, the suggested tech-
nique uses major performance metrics. Model accuracy, sensi-
tivity, specificity, precision, recall, and F1-score show perfor-
mance. The accuracy metric the ratio of accurate predictions
to total forecasts indicates correctness. Recall, or sensitivity,
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measures how effectively models detect positive cases. Speci-
ficity, which assesses negative projections, boosts sensitivity.
Recall retrieves all positive events, whereas precision assesses
positive prediction accuracy. The balanced F1-score com-
bines recollection and accuracy for a detailed evaluation. The
mathematical formulations of these metrics’ equations give a
solid foundation for assessing model performance in varied
circumstances. The formulaś used to calculate the evaluation
metrics are as follows:

Accuracy =
TP + TN

TP + TN + FP + FN
(1)

Sensitivity(Recall) =
TP

TP + FN
(2)

Specificity =
TN

TN + FP
(3)

Precision =
TP

TP + FP
(4)

F1 =
2 ∗ Precision ∗Recall

Precision+Recall
=

2 ∗ TP
2 ∗ TP + FP + FN

(5)

TABLE II. PERFORMANCE ANALYSIS OF THE PROPOSED EPINET MODEL

Model Sensitivity Specificity Precision
.

Recall
.

F1-Score Support ROC AUC

.
SVM

.
0.909 1.000 0.998 0.998 0.998 22 0.995

.
GaussianNB

.
0.954 0.983 0.989 0.998 0.984 22 0.993

Gradient
Boosting
Classifier

0.909 0.999 0.997 0.997 0.997 22 0.974

.
XGB

Classifier
.

0.909 1.000 0.998 0.998 0.998 22 0.996

.
LGBM

Classifier
.

0.909 1.000 0.998 0.998 0.998 22 0.985

.
Hybrid

.
0.909 1.000 0.998 0.998 0.998 22 0.971

Our method is evaluated using SVM, Gaussian Naive Bayes,
Gradient Boosting, XGBoost, LightGBM, and the innovative
hybrid model in Table II. Each epileptic seizure prediction
method has merits and downsides. SVM and XGBoost excel
in accuracy and sensitivity. They recognise non-seizure circum-
stances well. For seizure prediction, Gaussian Naive Bayes and
Gradient Boosting are more sensitive. Seizure treatment relies
on their sensitivity to detect true positives. We now notice the
hybrid model (EpiNet) for another reason. It balances several
variables well. Its strength is combining the best features
of various models without compromising others. It predicts
epileptic seizures well due to its comprehensive approach.
This hybrid model’s success raises questions regarding its
components’ interactions. Exploring each model’s strengths
reveals their goal: accurate seizure prediction. Details on the
hybrid model reveal its effectiveness and probable linkages,
raising interest in its role in epilepsy forecasting.

B. Insights into Hybrid Model Superiority

Table III shows the mixed model ratings where the evalua-
tion metrices such as accuracy, precision, recall, and F1-score
of Class 0 (Non-Epilepsy) and 1 (Epilepsy) are measured. Also
macro and weighted averages are provided. The hybrid model
predicts epileptic episodes with 99.81% accuracy. The Hybrid
Model adeptly amalgamates predictions from diverse models,
showcasing superior performance in specificity and precision
compared to individual models. Simultaneously, it achieves
heightened sensitivity, signifying its efficacy in achieving an
optimal balance. This amalgamation strategically leverages the
strengths of individual models, providing a robust and superior
framework for epileptic seizure prediction. Importantly, our
findings demonstrate that the Hybrid Model outperforms indi-
vidual models in key metrics, aligning with emerging research
[3] advocating for hybridization to substantially enhance pre-
dictive accuracy. Our findings echo and extend the conclusions
drawn by prior studies [21] that emphasized the significance of
feature selection techniques in enhancing predictive accuracy.
The nuanced performance variations observed in SVM models
align with previous assertions regarding the impact of dataset
characteristics on SVM effectiveness [22]. Additionally, the
superior performance of the hybrid model resonates with recent
research advocating for ensemble methods [10] in achieving
superior predictive accuracy.

TABLE III. EVALUATION METRICES FOR THE EPINET MODEL

Metric Precision Recall F1-Score Accuracy
Class 0 (Non-Epilepsy) 1.00 1.00 1.00

Class 1 (Epilepsy) 1.00 0.91 0.95
Macro Avg 1.00 0.95 0.98

99.81%

Weighted Avg 1.00 1.00 1.00 99.81%

Fig. 6. Accuracy curve.

As shown in Fig. 6, the relationship among the amount of
specimens and the precision of the predictions is represented
by the accuracy curve. It illustrates how the precision of the
models increases with the inclusion of additional samples.
Sensitivity, denoted by the ROC AUC curve in (see Fig.
7) is the compromise between the FPR and the TPR. The
graphical depiction illustrates the capacity of the models to
distinguish positive from negative classifications. An increased
AUC (Area Under the Curve) signifies superior data classifi-
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Fig. 7. ROC AUC curve.

cation performance. The ROC curve analysis shows not only
the exceptional classification performance of individual models
and EpiNet but also indicates their specificity and sensitivity
balance. The perfect AUC score of 1.00 for EpiNet suggests no
overlap between the true positive rate and false positive rate,
indicating an ideal separation of classes. The hybrid model’s
confusion matrix (see Fig. 8) shows that the vertical elements
show the true positive and true negative forecasts, which
show cases that were correctly labelled as Non-Epilepsy and
Epilepsy, respectively. Specifically, the model’s perfect success
rate of 100% for non-epilepsy instances demonstrated its
exceptional ability to identify such situations. For the Epilepsy
class, the model’s sensitivity was 90.91%, indicating that it
accurately detected 90.91% of actual instances. In contrast,
the model’s ability to accurately identify genuine negative
instances is shown by the 100% accuracy for the Non-Epilepsy
class. On the accuracy curve, EpiNet maintains a plateau of
high accuracy across sample sizes, demonstrating robustness
against overfitting—a challenge often encountered with smaller
datasets. The nuanced fluctuations observed in other models’
accuracy curves could be attributed to their individual handling
of the dataset’s complexity, which is mitigated in EpiNet’s
ensemble strategy. These insights into the model performance
dynamics affirm the superiority of the hybrid approach, where
collective intelligence effectively captures the intricate patterns
in EEG data critical for seizure prognosis.

The hybrid model distinguishes epilepsy from non-
epilepsy. This prepares for epilepsy prediction and classifi-
cation. Our method diagnoses epilepsy patients with 99.81%
accuracy. The findings demonstrate that our epilepsy prediction
method is accurate and reliable. This confirms our model’s
applicability.

From Table IV, we can see that the EpiNet Model, a com-
bination of different techniques for epileptic seizure prediction,
outperforms individual Support Vector Machines (SVM) mod-
els, achieving an accuracy of 99.81%. Given the scarcity of
studies on hybrid models, our approach, incorporating SVM
alongside other methods, demonstrates enhanced prediction
accuracy. Overall, our system, leveraging various machine
learning models, presents promising results, with the Hybrid

Fig. 8. Confusion matrix.

TABLE IV. PERFORMANCE ANALYSIS OF THE PROPOSED EPINET
MODEL WITH STATE-OF-ARTS BASED ON SVM MODEL

Publication Models Accuracy
[26] SVM 94%
[21] “SVM” with “LBP” 97.80%
[10] SVM 92.23%
[30] SVM 97%
[23] SVM 95.33%
[22] SVM 94%

Proposed Method Hybrid Model 99.81%

Model showing superior performance and accuracy compared
to individual models.

C. Identification of Model-Specific Strengths

Delving deeper, the unexpected prominence of specific
models in certain metrics prompts a nuanced understanding.
SVM emerges as a stalwart in specificity, a characteristic
well-documented in studies focusing on Support Vector Ma-
chines for epilepsy detection [26]. XGBoost, with its gradient
boosting prowess, excels in overall accuracy, an attribute
substantiated in recent research [38]. Identifying these model-
specific strengths contributes valuable insights for tailored
model selection based on the diagnostic emphasis.

VII. CONCLUSION AND FUTURE WORK

In the pursuit of advancing automatic epilepsy detection
from EEG signal data, this study introduces a novel hybrid
machine learning model, exhibiting a remarkable accuracy
of 99.81% in the classification of five distinct classes (A-
B-C-D-E) based on a dataset from the University of Bonn.
In this study, we carefully prepared EEG data, addressed
outliers, scaled features, and trained our model. What sets
our approach apart is the use of a straightforward averaging
method to combine model predictions, yielding outstanding
classification results. This work establishes a strong foundation
for advancing accurate epileptic seizure prediction techniques.
By contributing to the landscape of medical diagnostics, this
research holds the potential to significantly enhance healthcare
strategies tailored to epilepsy patients.
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While this study demonstrates promising results in auto-
matic epilepsy detection, it is essential to acknowledge the
limitations stemming from dataset specificity and potential
challenges in generalization. Though our model excelled on the
Bonn dataset, its generalizability to diverse datasets requires
careful consideration. It signifies a need for further exploration
and adaptation to diverse data sources. Adapting and fine-
tuning the model for consistent performance across different
data sources is necessary. Our findings in epileptic seizure pre-
diction using EpiNet open new avenues in proactive healthcare
management. By achieving a high accuracy rate, this model can
be integrated into real-time monitoring systems, offering early
warning signals for impending seizures. This advancement
holds the potential to drastically improve patient outcomes,
enabling timely interventions and personalized treatment plans.
Future work will focus on enhancing the generalizability of
EpiNet across diverse datasets, ensuring its applicability in
various clinical settings. By doing so, we aim to contribute sig-
nificantly to the evolution of healthcare strategies for epilepsy
patients, making a tangible difference in their quality of life
and care. Future research endeavors should focus on addressing
these constraints by exploring diverse datasets, refining model
robustness, and incorporating real-time monitoring systems.
Overcoming these challenges will contribute to the continuous
evolution of accurate and reliable epileptic seizure prediction
techniques, further advancing the field of medical diagnostics
and improving healthcare for individuals with epilepsy.
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Abstract—Sentence parsing is a fundamental step in the
conversion of a text document into semantic graphs. In this
research, novel phrase parsing techniques for semantic graph-
based induction are presented, namely the ChatGPT-based and
Hybrid Parser-based approaches. The performance of these two
approaches in the context of inducing semantic networks from
textual data is assessed through a comprehensive analysis in this
study. The primary purpose is to enhance the construction of
semantic graphs, specifically focusing on capturing detailed event
descriptions and relationships within text. The research finds that
the Hybrid Parser-Based approach exhibits a slight advantage in
accuracy (acc hybrid = 0.87) compared to ChatGPT (acc GPT
= 0.85) in sentence parsing tasks. Furthermore, the efficiency
analysis reveals that ChatGPT’s response quality varies with
different prompt sizes, while the Hybrid Parser-Based method
consistently maintains an “excellent” response quality rating.

Keywords—Adverb prediction; ChatGPT; hybrid parser-based;
natural language processing; sentence parsing; semantic graph
induction

I. INTRODUCTION

Semantic Graph Induction is a computational approach
in Natural Language Processing (NLP) and artificial intelli-
gence that aims to extract and represent structured knowledge
and semantic relationships from unstructured textual data.
Semantic Graph visually represents the semantic structure of a
document extracted from sentences [1]. Semantic graphs play a
multifaceted role in various applications, spanning information
retrieval, knowledge representation, question answering, text
summarization, document clustering, and classification.

Furthermore, in the finance industry, semantic graphs have
emerged as a crucial tool for managing financial knowledge se-
curely [11], enabling applications like transaction surveillance,
financial crime detection and prevention, and non-compliant
user detection [12]. In the entertainment industry, particularly
social media, knowledge graphs power social graphs that help
platforms like Facebook connect users within the context of
their relationships, while also enhancing recommender systems
to offer personalized content recommendations based on user
interests [13]. Moreover, semantic graphs play a vital role in
cybersecurity by mapping historical cyber attacks and predict-
ing potential future breaches, thus bolstering cyber defense
strategies [14].

This study explores the creation of semantic graphs, which
are visual representations of knowledge and the intercon-
nections between concepts. Specific tools within the domain

of NLP parsing are working for constructing these semantic
graphs. However, there are limitations in their ability to present
detailed event descriptions, particularly concerning time and
place. Recognizing the limitations present in current NLP
parsing tools, the primary objective of this research is to
enhance the existing approach. To address these limitations,
this paper introduces a solution that involves identifying all
functional components, including Subject, Predicate, Direct
Object, Indirect Object, and Conjunction. Simultaneously, the
method explores the prediction of adverb types, encompassing
Time, Place, Manner, Degree, and Frequency, thus enriching
the depth of linguistic analysis.

To gain a deeper understanding of knowledge, concepts,
and the complex web of relationships between them, this re-
search extends beyond traditional limitations by incorporating
a more comprehensive set of components. Specifically, the
study introduces novel ChatGPT-based and Hybrid Parser-
based Semantic Graph Construction and conducts a compar-
ative analysis. This analysis assesses the details of these two
approaches, dissecting their respective strengths, weaknesses,
and applications.

In this regard, ChatGPT is one of the state-of-the-art
Large Language Models (LLMs) [15], that has emerged as
a transformative force in the field of NLP. It plays a pivotal
role in the construction of semantic graphs by leveraging their
natural language understanding capabilities. These models are
trained on extensive text corpora and can extract and encode
intricate relationships between concepts and entities within
textual data. ChatGPT’s previous experiences with these tasks
are informed by its extensive pre-training on a diverse range
of internet text [16]. This pre-training allows it to understand
and generate human-like text and perform tasks related to
semantic graph construction with high accuracy. By leveraging
this understanding, ChatGPT can contribute significantly to the
creation and enrichment of semantic graphs across various
domains, from healthcare [10] and finance to information
retrieval and content recommendation [17]. It has demonstrated
remarkable skill in a wide array of language understanding
tasks, including question-answering, language generation, and
text summarization [18]. However, the question arises: can
ChatGPT be effectively harnessed to tackle the difficulties of
semantic graph-based induction? On the other hand, Hybrid
Parser-based methods integrate multiple NLP components,
combining rule-based and machine-learning techniques, to
extract and represent semantic relationships from text. The
marriage of these disparate approaches promises enhanced
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robustness and adaptability. This study sets out to investigate
which of these approaches outshines in the domain of semantic
graph construction, and whether a hybrid approach provides a
balanced solution. The contributions of this work are Semantic
Graph Construction Enhancement, Testing a novel ChatGPT-
based parsing for functional sentence parsing, and Comparative
Analysis of Methodologies.

The paper is structured as follows: In the second section, a
semantic graph construction model is presented, and a detailed
procedure for building the presented model is provided. We
discuss the latest NLP background technology and results.
Additionally, we explore different knowledge base resources
and their applications. The third section describes the proposed
Hybrid Parser-based method, explaining all process steps. In
the fourth section, we describe the ChatGPT-based method,
encompassing the environment, dataset size, benchmark, and
evaluation methods. Next, we present the experimental results,
analyze the evaluation findings from multiple perspectives,
and demonstrate the potential applications of our approach.
In the sixth section, we conduct an efficiency analysis and
engage in a discussion. Finally, in the concluding section,
we summarize our findings and offer suggestions for future
research directions.

II. LITERATURE REVIEW

A. Basics of Semantic Graph

A semantic graph is a graph model where nodes represent
concepts and edges (or arcs) represent relationships between
those concepts [19]. This model type is often used in artificial
intelligence applications for representing knowledge.

B. Definition 2.1

A graph G = (V,E) is defined by a set of nodes V and
a set of edges E between these nodes. Let E ⊆ V × V
represent directed edges or arcs [20]. Each directed edge
(u, v) ∈ E signifies a connection from a start (tail) vertex
u to an end (head) vertex v, where u and v are elements
of the node set V . The graph’s structure is characterized
by these directed connections, providing a representation of
relationships between nodes. Each node is associated with a
label Label(v).

Building semantic graphs is essential for many practical
uses and ongoing research [8], [21], [22]. As we have more and
more data available, creating these meaningful graphs becomes
increasingly important for learning from different sources.
Scientists keep looking for new ways to make this field
better, and they use it in things like understanding language,
organizing knowledge, and using artificial intelligence. They
make structured graphs and networks to show how words,
ideas, and things are connected. These graphs help in finding
information, answering questions, and suggesting things you
might like. So, making these graphs is a big part of helping
computers and people work together better. When texts are
represented graphically, it allows the preservation of additional
information like the text’s inner structures, semantic relation-
ships, and term order. However, events like these are not
effectively captured using current NLP parsing and semantic
graph construction. As an illustration, Fig. 1 provides a visual

Fig. 1. A visualization of the basic event knowledge graph for eating [9].

insight into a fundamental event knowledge graph centered
around the concept of ”eating” [9].

Understanding natural language is a big challenge, and
that’s where semantic graphs come into play. Enhancing our
grasp of natural language relies heavily on the development
of semantic graphs, a field that’s been increasingly in the
spotlight. Researchers are actively exploring the creation of
these graphs and how they can represent knowledge, diving
into structured data, relationships, and more detailed elements,
which align with prior work on Semantic Role Labeling (SRL)
and adverb sense disambiguation. These efforts aim to provide
a more comprehensive understanding of semantic parsing,
event descriptions, and the complexities involved, as outlined
in related works [23].

Knowledge graphs have also got substantial attention in
recent years, serving as vital tools for organizing and con-
necting vast amounts of information from diverse sources,
including text corpora, databases, and the web [24]. Some
well-known knowledge graphs, such as DBpedia, Freebase,
and Wikidata, have been crucial in this effort. We’re also using
some smart techniques like word embeddings and word vector
representations to make semantic graphs even better [25].

Resource Description Framework (RDF) and ontologies are
the foundation for constructing structured, machine-readable
semantic graphs, playing a pivotal role in knowledge represen-
tation and the advancement of the semantic web. RDF, with its
subject-predicate-object triples and Uniform Resource Identi-
fiers (URIs), ensures global consistency and interoperability.
Ontologies, including OWL and RDFS, enrich RDF’s capabil-
ities by defining the vocabulary and structure for resources
and relationships within specific domains, making it easier
to understand and work with the information [36]. Together,
RDF and ontologies are super important for making and using
semantic graphs across different fields.

At the same time, the Semantic Web initiative is pushing
for structured data to be shared and linked on the web. They’re
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using things like Linked Data, RDF, and SPARQL Protocol
and RDF Query Language (SPARQL) queries to create big
semantic graphs that cover a lot of the web[37]. But there
are challenges too. We need better ways to handle big sets
of data, put together text and visual data, and make sure
the knowledge graphs we create are complete and correct.
Researchers are used new techniques, like word embeddings
and entity embeddings, to help to understand the fine details
of how words and things are related [7]. As we have more
and more data, making meaningful semantic graphs becomes
super important for getting useful information from different
places.

In general, the fields of RDF, ontologies, and the ideas
behind the Semantic Web initiative where semantic graph play
an important role that understand and manage information. The
semantic graphs serve as a crucial foundation for knowledge
representation and data integration, facilitating the consistence
management of structured data on the web. However, this field
is evolving, with ongoing efforts focused on improving graph
construction techniques, addressing data handling challenges,
and harnessing the power of embedding techniques to capture
richer semantic relationships. As the landscape of available
data continues to expand, the construction of semantic graphs
becomes essential for unlocking valuable insights and enabling
data-driven applications across various domains.

III. CHATGPT-BASED SENTENCE PARSING

A significant aspect of language models is the LLM, recog-
nized for its capacity to achieve a wide-ranging understanding
of language and proficiently generate text. LLMs acquire
this capability through an extensive training process where
they learn from vast amounts of data, effectively processing
billions of parameters. This training demands substantial com-
putational resources [28]. These language models primarily
employ artificial neural networks, predominantly relying on
transformer architectures, and undergo (pre-)training utilizing
self-supervised and semi-supervised learning approaches [29].

Functioning as autoregressive language models, LLMs
operate by taking an input text and iteratively predicting
subsequent tokens or words [30]. Until the year 2020, the
primary approach to adapt these models for specific tasks was
fine-tuning. However, with the emergence of larger models like
GPT-3, they can now be engineered with prompts to achieve
similar outcomes [31]. LLMs are believed to acquire an in-
herent understanding of syntax, semantics, and the ”ontology”
within human language corpora [32].

Prominent examples of LLMs include OpenAI’s GPT
models like Generative Pre-trained Transformer (GPT)-3.5
and GPT-4, Google’s Pathways Language Model (PaLM)
employed in Bard, Meta’s Language Model for Language
Modeling (LLaMa), as well as BigScience Large Open-science
Open-access Multilingual Language Model (BLOOM), Ernie
3.0 Titan, and Anthropic’s Claude 2. In this study, due to
the model’s capabilities, researchers utilized the ChatGPT 3.5
OpenAI API for the sentence parsing.

A. Basics of GPT-based Models

Chat GPT (Generative Pre-trained Transformer) models
are designed to understand and generate human-like text by

processing vast amounts of data during training [34]. They
operate by predicting the next word in a sequence of words and
have been instrumental in various NLP tasks. Understanding
these fundamental concepts is essential for harnessing the
power of GPT-based models in language-related applications.
The accuracy of the ChatGPT 3.5 model heavily relies on the
quality and representativeness of the labeled dataset used for
fine-tuning [35]. The pre-trained ChatGPT model is fine-tuned
on a labeled dataset of adverbs to improve its categorization
accuracy.

B. The Architecture of ChatGPT

ChatGPT is based on the transformer architecture, that
allows for parallel processing, which makes it well-suited for
processing sequences of data such as text. ChatGPT uses the
PyTorch library, an open-source machine learning library, for
implementation. ChatGPT is made up of a series of layers,
each of which performs a specific task.

C. Prompt Engineering Techniques

Prompt engineering is a crucial technique employed to
guide the behavior of large-scale language models like Chat-
GPT [34]. By strategically constructing input prompts, re-
searchers and developers aim to obtain more accurate and
relevant responses from these models [33]. Several prompts
engineering strategies, including prompt rewriting, contextual
incorporation, explicit instructions, and templates, have been
proposed to address control and responsiveness challenges,
aligning the model’s outputs with user targets and expecta-
tions. The careful design of prompts plays a pivotal role in
influencing the quality and relevance of ChatGPT’s responses,
making it a valuable skill for those working with AI systems.
For instance, in a real-world context, prompt engineering
bears the potential to enhance the efficiency, accuracy, and
effectiveness of healthcare delivery by guiding AI models to
provide valuable insights and solutions. However, it’s crucial
to acknowledge the limitations and risks associated with AI,
such as the model’s inability to access real-time data or offer
personalized medical advice. This necessitates verification by
qualified professionals and raises concerns about privacy and
data security. Despite these challenges, the significance of
prompt engineering has seen exponential growth since the
inception of ChatGPT, with ongoing research endeavors aimed
at refining and expanding this critical skill, particularly within
the medical field. In this specific study, researchers have
developed and employed high-quality training sets as templates
for prompts to augment the accuracy of responses.

D. Methodology

The methodology for this study involves the following
steps.

1) Construction of a Labeled Dataset: A high-quality
labeled dataset is carefully collected to fine-tune ChatGPT
for sentence parsing by including the adverb type prediction.
This dataset includes Subject, Predicate, Direct Object, Indirect
Object, Conjunction, and adverb types such as Time, Place,
Manner, Degree, and Frequency. The dataset is essential for
training ChatGPT to categorize adverbs accurately and for
sentence parsing.
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Fig. 2. Sample prompt template [9].

2) Fine-tuning ChatGPT: Fine-tuning is a phase where the
pre-trained model is further trained on the specific task it will
be used for. The objective of this phase is to adapt the model
to the specific task and fine-tune the parameters so that the
model can produce outputs that are in line with the expected
results. The pre-trained ChatGPT 3.5 model is fine-tuned using
the labeled dataset of functional sentence structure. One of the
most important things in the fine-tuning phase is the selection
of the appropriate prompts. The prompt is the text given to
the model to start generating the output. Providing the correct
prompt is essential because it sets the context for the model and
guides it to generate the expected output. It is also important to
use the appropriate parameters during fine-tuning, such as the
temperature, which affects the unpredictability of the output
generated by the model. As shown in Fig. 2 the researcher
developed and used representative prompt templates from the
collected dataset in this regard. This fine-tuning process helps
the model to learn and recognize the functional structure of
a sentence including the adverb types based on contextual
information.

3) Response Generation: With the ability to predict the
functional structure of the sentence, ChatGPT can generate
coherent and contextually relevant responses. These responses
are informed by the adverb-type predictions, making them
more precise and contextually appropriate. Throughout the
methodology, emphasis is placed on the quality and represen-
tativeness of the labeled dataset, as this significantly influences
the accuracy of adverb categorization and response generation.
This ChatGPT-based methodology combines the power of
pre-trained language models with fine-tuning on a domain-
specific dataset to enhance adverb type prediction and response
generation. It is a dynamic approach that leverages ChatGPT’s
natural language understanding and generation capabilities,
making it a valuable tool for various NLP applications.

IV. HYBRID PARSER-BASED METHOD

The creation of a Hybrid Parser-based sentence parsing
framework is a noteworthy breakthrough in the field of NLP.

Fig. 3. The structural framework of the proposed hybrid parser based
sentence parsing.

This innovative approach combines rule-based and machine-
learning methods to extract meaning from text [38], addressing
the limitations of current NLP parsing techniques. By incor-
porating both rule-based and machine-learning components,
this framework becomes capable of handling a wider range of
linguistic structures and domains, ensuring robust performance.
Its primary objective is to enhance the accuracy of semantic
parsing by capturing context-specific elements in language,
ultimately improving the comprehension of the underlying
meaning in the text. The framework strikes a careful balance
between accuracy and efficiency, allowing for the precise
construction of a semantic graph from textual content. The
architecture of this framework encompasses text preprocess-
ing, rule-based and machine learning-based sentence parsing,
adverb-type prediction, and semantic graph construction.

One distinguishing feature of this framework is its dedi-
cated component for predicting adverb types within the text.
This feature plays a pivotal role in accurately extracting
the essence of a sentence. The integration of outputs from
both rule-based and machine learning-based parsing yields
a comprehensive semantic graph representing the structured
knowledge present in the text. This Hybrid parser-based ap-
proach harnesses the strengths of rule-based systems, which
excel at handling linguistic patterns and prior knowledge, and
machine learning models, which adapt to context and data-
driven insights. As a result, the framework enhances natural
language understanding and information extraction, offering a
promising solution to the challenges presented by traditional
parsing methods.

Fig. 3 provides an overview of the structural framework of
the Hybrid Parser-based approach. It illustrates the key com-
ponents, including text preprocessing, rule-based and machine
learning-based parsing, adverb-type prediction, and semantic
graph construction, highlighting their interconnections.

A. Methodology

The researchers utilized a free cloud-based platform called
Google Collaboratory for running and writing Python code.
For text analysis and parsing, we used essential parsing tools
such as spaCy and NLTK. To improve the analysis and
understanding of language, we integrated external resources,
including dictionaries like Webster and ontologies such as
WordNet.

Furthermore, to train the adverb prediction model, the
dataset that contained definitions and synsets derived from a
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list of adverbs and prepositions is carefully collected, playing
a fundamental role in model training.

To enhance the precision of adverb prediction, the re-
searchers incorporated the machine learning technique known
as Latent Dirichlet Allocation (LDA), with specific application
of the MLP (MultiLayer Perceptron) model. The researchers
utilize the power of LDA to construct topic-based feature
vectors for words, with a particular focus on adverbs. LDA
is commonly used in NLP to discover hidden topics within
a corpus of text. The process of generating these feature
vectors comprised several key steps: first, LDA modeling
was applied, wherein words were associated with specific
topics to discover the underlying semantic patterns. Then, the
LDA vector method is introduced and designed to take a word
as input and determine its LDA representation, representing the
word as a vector of topic probabilities based on its contextual
associations.

Additionally, the Webster LDA vector method is defined
to extend this capability to adverbs not found in Wordnet but
present in word embeddings, thereby broadening the scope
of the LDA approach. Ultimately, the LDA-derived vectors
obtained from these methods were integrated into the feature
vectors for adverbs, providing a structured means to measure
their similarity or categorization in the context of the discov-
ered semantic topics. This feature-based analysis allowed for
comprehensive comparisons with other word similarity mea-
sures, including spaCy and Wordnet-based metrics, enhancing
our understanding of adverb similarities and categories.

In addition to the methodological approach, the researchers
utilized the power of word embeddings. Word embeddings are
a way to represent words as dense vectors in a continuous
vector space, allowing us to capture relationships between
words and how they fit into sentences. Within the scope of
this study, the utilization of word embeddings offers several
advantages. First, they help us measure how similar words are
to each other, which is particularly useful for understanding
adverbs in the context of other words. Second, when we
encounter words that aren’t in the dictionary (Wordnet) we’re
using in the code, word embeddings provide a smart solution
by giving us vector representations for a wide range of words.
Third, they enable us to understand the meaning of words
within their context, making it easier to figure out what adverbs
mean based on the words they’re associated with. Fourth,
when we’re creating graphs that show how words relate to
each other, word embeddings enhance these vectors with more
information. This enrichment helps us better understand the
roles of adverbs and other words in sentences. Lastly, the
integration of word embeddings results in more accurate and
detailed graphs, representing words and their connections in
sentences, ultimately enhancing our overall understanding.

Now, with the understanding of how word embeddings
enhance our analysis of word relationships, let’s delve into the
process of determining the functional type of a given sentence
sequence. This process involves analyzing the structure and
components of sentences to categorize them into different func-
tional units. To do this, we consider a set of accepted functional
unit types, which include Predicate, Subject, Direct Object,
Indirect Object, Time, Place, Manner, Frequency, Degree, and
Conjunction. This parsing process is the initial step in our
study.

Having an input word sentence, s = w1, w2, ..., wl. where
symbol w denotes a word inside the sentence. The set of
accepted functional unit types is given by

T = {Predicate, Subject, Direct Object,Indirect Object,
Time,Place, Manner,Frequency, Degree, Conjunction}

(1)

To determine the functional type of a given sentence
sequence, the following parsing processes are first:

1) The internal dictionary contains the list of frequent
adverb words, like the phrase as soon as, in this case,
the dictionary contains also the related functional
type.

2) Label of the dependency parsing: le This property
is generated with the spacy parser as the label of
the dependency edge from the generated dependency
tree.

3) Wordnet-based Lin similarity (ll): A score denoting
how similar two word senses (s1, s2) are, based on
the Information Content (IC) of the Least Common
Subsumer (sc) most specific ancestor node) and that
of the two input synsets:
ll(s1, s2) =

2·IC(sc)
IC(s1)+IC(s2)

4) Wordnet-based path similarity (lp): The path between
the two synsets in the concept tree of the Wordnet.

5) Wordnet LDA similarity (ld): We take the definition
sections from the Wordnet database and calculate the
topic similarities using the LDA method.

6) Webster LDA similarity (lw): The definitions in
Webster dictionary are used to calculate the topic
similarities using the LDA method.

7) Spacy similarity (ls): The similarity is based on the
grammatical properties generated in the spacy NLP
library.

The proposed framework also includes a dictionary which
contains some selected words with the related unit types labels:

D = {(w, T (w)}

We divide this dictionary into two parts:

D = DB

⋃
DL

where DB is the set of baseline words, we use to determine
the similarity positions of new query words. For a given query
word wq , the following local feature vectors are calculated:

{le(wq, w), ll(wq, w), lp(wq, w), ld(wq, w), lw(wq, w),
ls(wq, w)|wϵDB}

Using these similarity measures, the generated similarity
vectors are merged into a global feature vector

l(wq)

These global feature vectors are used to predict the corre-
sponding unit type label of wq . For the prediction, an MLP
neural network module (NN) is involved, where

NN(l(wq))

outputs the predicted unit label.

www.ijacsa.thesai.org 1196 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 15, No. 1, 2024

Fig. 4. MLP architecture.

Fig. 5. Validation accuracy curve in the training process.

For the training of the MLP unit, the DL dataset is used
as training and test dataset.

The MLP neural network unit under consideration com-
prises five layers, with one dedicated to model regularization
(as depicted in Fig. 4). The trained MLP unit demonstrated a
commendable average accuracy of 92% on the tested datasets.

Fig. 5 displays the validation accuracy curve during the
training process of the proposed framework. The curve illus-
trates how the accuracy of the model evolves as it under-
goes training iterations. It provides valuable insights into the
model’s performance and its ability to generalize to unseen
data, showcasing the progress made during the training phase.

V. SEMANTIC GRAPH INDUCTION

The process of automatically building a semantic graph
from unstructured data, like textual documents or datasets,
is known as semantic graph induction [26], [27]. It involves
taking information from unstructured data, such as entities,
concepts, and their relationships, and putting it in an orga-
nized manner. This procedure frequently depends on NLP and
machine learning approaches to discover and link entities, infer
relationships, and build the graph.

The term graphs refer to a common data format as well as a

Fig. 6. Application fields of knowledge graphs example. The famous zachary
karate club network represents the friendship relationships between members

of the karate club studied by Wayne W. Zachary from 1970 to 1972.

universal language for describing complicated systems. A com-
mon data structure and language for characterizing complex
systems is called a graph. In its most basic form, a graph is just
a set of objects or nodes, and the interactions (or edges) that
exist between pairs of these nodes. For instance, we can utilize
edges to signify the friendship between two individuals and
utilize nodes to symbolize each person, effectively encoding
a social network. This is illustrated in Fig. 6, featuring the
renowned Zachary Karate Club Network.

An edge that connects two individuals if they socialize
outside of the club. During Zachary’s study, the club split into
two factions centered around nodes 0 and 33 and Zachary
was able to correctly predict which nodes would fall into each
faction based on the graph structure [20]. Graphs do more
than just provide an elegant theoretical framework, however.
They offer a mathematical foundation that we can build upon
to analyze, understand, and learn from real-world complex
systems [20], [7].

Constructing large-scale semantic graphs from vast and
diverse datasets is a significant challenge. Researchers are
continually developing more efficient algorithms and tech-
nologies to handle big data [2]. Recently, word embeddings
and entity embeddings have become effective in capturing
semantic relationships, and the advancements in embedding
techniques continue to improve graph construction [3]. Ensur-
ing the completeness and accuracy of knowledge graphs is an
ongoing challenge [4], [5], with methods for knowledge base
completion and alignment being actively explored [6].

VI. EXPERIMENTAL RESULTS

A. Methodology

The dataset utilized for fine-tuning ChatGPT is meticu-
lously curated from a wide array of linguistic sources, includ-
ing academic texts in history and biology, and factual data
about world events. This selection, aimed at capturing a rich
variety of sentence structures, ensures exposure to complex
and diverse linguistic patterns. Each sentence within this
dataset is carefully labeled by linguistics experts to identify its
functional components such as subjects, predicates, direct and
indirect objects, as well as various types of adverbs like those
indicating time, place, frequency, and manner. This detailed
labeling is crucial for the accurate training of the model.

The size of the dataset was determined considering the
resource-intensive nature of manual collection and analysis.
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Fig. 7. The overall evaluation result of linguistic experts.

We assembled 160 sentences for the training dataset and 40
sentences for testing purposes. The semantic graph model
employed in this study categorizes words and phrases from
these sentences into their respective functional structures. This
approach facilitates a comprehensive and nuanced understand-
ing of sentence parsing, essential for the model’s training and
evaluation. The deliberate and diverse selection of sources en-
sures a well-rounded dataset, contributing to the effectiveness
of the model in recognizing and interpreting a broad spectrum
of linguistic elements.

B. Results and Analysis

One significant limitation within this area of sentence pars-
ing research is the absence of an automated performance eval-
uation system, which remains unimplemented. To assess the
accuracy of the parsing, the researchers engaged the expertise
of linguistic professionals, educators, and students. The survey
encompassed five distinct rating categories: ”Poor”, ”Below
Average”, ”Average”, ”Above Average”, and ”Excellent”. The
researchers used similar test datasets for both approachs and
make a comparative result analysis.

In the evaluation process, we used the ChatGPT efficiency
for prompts of different lengths and complexity. The models
evaluated in this study include the OpenAI API and ChatGPT
3.5 Web Interface, as well as a Hybrid Parser-based Method.

Fig. 7 provides an overview of the comprehensive eval-
uation results of 15 linguistic experts for both methods. The
evaluation scores range from a minimum of 1.5 to a maximum
of 4, showcasing the experts’ assessments of the performance
of these methods.

Efficiency, as reflected in the average quality rating of
responses generated by these models, is a key measure. We ex-
plored prompt set sizes ranging from 5 to 40. Surprisingly, both
the ChatGPT 3.5 Web Interface and the Hybrid Parser-based
Sentence Parsing model consistently maintained an “excellent”
response quality rating, irrespective of the prompt set size.
This indicates their enduring efficiency across a spectrum of
prompt set sizes. This table provides valuable insights into how
different prompt set sizes impact ChatGPT model efficiency,

TABLE I. EFFICIENCY OF CHATGPT IN DEPENDENCY OF PROMPT SIZE

Model Prompt Size Average Rat-
ing

OpenAI API 5 Poor
15 Below Aver-

age
25 Average
35 Above Aver-

age
40 Excellent

ChatGPT 3.5 Web Interface – Average
Hybrid Parser-based Sentence Parsing – Excellent

Fig. 8. ChatGPT OpenAI and hybrid parser-based sentence parsing accuracy.

revealing noteworthy disparities in performance between the
OpenAI API and other models.

Fig. 8 visually illustrates the influence of prompt set size
on ChatGPT’s sentence parsing performance, quantified by
accuracy. Accuracy is determined by the ratio of correctly
assigned sentences to the total assigned sentences. The OpenAI
API employs five distinct prompts, each with varying numbers
of sentence parsing templates: prompt one with 5 templates,
prompt two with 15 templates, prompt three with 25 templates,
prompt four with 35 templates, and prompt five with 40
templates. As seen in Table I, the accuracy of OpenAI models
sees improvement as the number of templates within the
prompts increases. In a separate experiment conducted with
the ChatGPT 3.5 Web Interface, an accuracy score of 0.74
was achieved.

Table II presents accuracy values, indicating that the Hy-
brid Parser-based sentence parsing method exhibit a slight
advantage over the ChatGPT-based model (acc GPT = 0.85,
acc hybrid = 0.87). This evaluation scenario provides valu-
able insights into the performance and effectiveness of both
approaches in sentence parsing.

This experiment underscores that while ChatGPT 3.5 is
a recent and versatile language model capable of generating
diverse and interesting results, it has limitations, particularly in
domains like sentence parsing. The observed accuracy values
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TABLE II. EFFICIENCY OF CHATGPT AND HYBRID PARSER-BASED
SENTENCE PARSING METHOD

Model Prompt size Accuracy
OpenAI API 5 0.64

15 0.67
25 0.72
35 0.77
40 0.85

ChatGPT 3.5 Web Interface 0.74
Hybrid Parser-based Sentence Parsing 0.87

Fig. 9. Semantic graph generated by the proposed model for the sentence
“Abebe reads a book deeply in the library each day after lunch”.

strongly advocate for the effectiveness of the proposed Hybrid
Parser based sentence parsing. This suggests that the proposed
model may find broader applicability in sentence parsing tasks
(see Fig. 9).

VII. DISCUSSION

This paper presents a novel approach to sentence parsing
using ChatGPT, demonstrating significant potential in under-
standing and manipulating complex linguistic structures. We
believe that the integration of LLMs like ChatGPT in sentence
parsing tasks can revolutionize how we approach language
understanding in AI. The model’s ability to notice small
details in language, from syntax to semantics, is particularly
promising for applications in automated text summarization,
sentiment analysis, and even in developing more advanced
conversational AI.

However, we also recognize challenges, particularly in
terms of computational demands and potential biases inherent
in the training data. The scalability of such models in real-
world applications remains a concern, especially considering
the resource-intensive nature of their training and operation.
It’s crucial for future research to address these challenges,
ensuring the responsible and efficient use of these powerful
tools in various NLP applications.

VIII. CONCLUSIONS AND FUTURE WORK

In conclusion, the process of semantic graph construction
stands as a cornerstone in the field of knowledge representation

and artificial intelligence, giving structured meaning upon the
vast landscape of textual data. It draws its strength from
an array of foundational technologies, encompassing NLP,
dependency parsing, word embeddings, LDA, and the integra-
tion of ontologies and knowledge graphs. These technological
underpinnings empower the creation of semantic graphs, span-
ning from entity recognition to intricate topic modeling. The
infusion of ChatGPT’s NLP capabilities further enriches this
process, rendering it a dynamic and adaptable tool for semantic
graph construction.

Our deliberate experimentation and meticulous evaluation
have illuminated the comparative performance, applicability,
and constraints of ChatGPT-based and Hybrid Parser based
sentence parsing methods within the context of semantic
graph construction. These findings not only contribute to the
expanding reservoir of knowledge within the field of NLP but
also offer invaluable insights to researchers, developers, and
practitioners venturing into real-world applications. These ap-
plications include information retrieval, knowledge graph de-
velopment, and automated question-answering systems, among
others.

It’s worth noting that the accuracy values indicate a slightly
better performance of the hybrid parser-based sentence parsing
method compared to the ChatGPT-based model acc GPT =
0.85, acc hybrid = 0.87. In this evaluation scenario, our test
results provide comprehensive insights into the strengths and
limitations of ChatGPT 3.5, particularly in the domain of En-
glish sentence parsing and language understanding tasks. This
knowledge is instrumental in further enhancing the capabilities
of ChatGPT for these specific tasks.

As we investigate into the future, ongoing efforts will focus
on refining ChatGPT for improved performance in English
sentence parsing, thus bridging the gap between language
models and semantic graph construction. The integration of ad-
ditional linguistic resources, enhanced fine-tuning techniques,
and prompt engineering strategies will be explored to further
empower ChatGPT in its role as a dynamic tool for language
understanding and knowledge representation.
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Abstract—Time series data analysis is vital in numerous fields,
driven by advancements in deep learning and machine learning.
This paper presents a comprehensive overview of data augmen-
tation techniques in time series analysis, with a specific focus on
their applications within deep learning and machine learning. We
commence with a systematic methodology for literature selection,
curating 757 articles from prominent databases. Subsequent
sections delve into various data augmentation techniques, encom-
passing traditional approaches like interpolation and advanced
methods like Synthetic Data Generation, Generative Adversarial
Networks (GANs), and Variational Autoencoders (VAEs). These
techniques address complexities inherent in time series data.
Moreover, we scrutinize limitations, including computational costs
and overfitting risks. However, it’s essential to note that our
analysis does not end with limitations. We also comprehensively
analyzed the advantages and applicability of the techniques
under consideration. This holistic evaluation allows us to provide
a balanced perspective. In summary, this overview illuminates
data augmentation’s role in time series analysis within deep
and machine-learning contexts. It provides valuable insights for
researchers and practitioners, advancing these fields and charting
paths for future exploration.

Keywords—Time series; data augmentation; machine learning;
deep learning; synthetic data generation

I. INTRODUCTION

The concept of data augmentation has become indispens-
able in modern machine learning, serving as a key technique
to enhance the diversity and volume of training data [1].
Its roots can be traced back to the early stages of machine
learning, where the challenge of limited data first emerged.
Augmentation techniques, through methods such as image
rotation, flipping, or text paraphrasing, enable models to learn
from a varied set of inputs, thereby increasing their general-
ization capabilities [2]. This is especially crucial in preventing
overfitting, a common challenge in machine learning models
trained on limited datasets [3].

Data augmentation transcends various learning paradigms,
playing a significant role in both supervised and unsuper-
vised learning contexts. In supervised learning, it addresses
challenges like class imbalance and enriches small datasets,
enhancing model accuracy and reliability [4]. In unsupervised
learning, augmentation techniques help in extracting more
robust features and patterns from unlabeled data, a vital aspect
in domains such as natural language processing and computer
vision [5]. The versatility of these techniques is also evident
in their adaptability to different data types, including images,
text, and audio [6], [7].

Time series data, with its sequential and often periodic
nature, introduces unique augmentation challenges. Standard
augmentation methods may not be directly applicable due
to the temporal dependencies inherent in time series data.
Techniques like time warping [8], window slicing, or injecting
synthetic anomalies [9] are tailored to maintain these temporal
relationships. Such methods have been shown to significantly
improve the performance of models in various time series
applications, from stock market predictions and weather fore-
casting to electrocardiogram analysis in healthcare [10].

Beyond improving model performance, data augmentation
has broader impacts on the field of machine learning. It
contributes to more efficient use of available data, reducing
the need for extensive data collection, which can be costly and
time-consuming. However, it also raises ethical considerations,
particularly in ensuring that augmented data does not introduce
or perpetuate biases. This is a critical aspect in applications
involving human-centric data [11], [12], where fairness and
representativeness are paramount.

This review provides a comprehensive analysis of data
augmentation techniques with key contributions as follows:

• Holistic Overview: Showcases a wide array of data
augmentation methods, presenting a broad perspective
rather than focusing on a specific scope, thus providing
a more inclusive understanding of the field.

• Comprehensive Analysis: Compared to earlier re-
views, this approach stands out by offering a more
thorough examination of data augmentation techniques
across various machine learning and deep learning
domains.

• Emphasis on Time Series Analysis: Particular atten-
tion is given to the applications and implications of
these techniques in time series analysis, highlighting
their relevance and utility in this specific area.

• Methodological Advancements: Covers the latest
methodological advancements in data augmentation,
providing insights into the evolving nature of these
techniques.

• Real-World Applications and Cross-Domain Appli-
cability: This review explores the practical applica-
tions and broad applicability of data augmentation
techniques across various fields, highlighting their
significant impact in real-world scenarios and their
versatility in diverse contexts and domains.
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Fig. 1. PRISMA (Preferred reporting items for systematic reviews and
meta-analyses) [13].

• Pros and Effectiveness: Highlights the advantages
and effectiveness of different data augmentation tech-
niques, demonstrating their contribution to enhancing
model performance and reliability.

• Limitations and Challenges: Addresses the limitations
and challenges associated with data augmentation,
offering a balanced view of their capabilities and
constraints.

• Future Research Directions: Outlines potential future
research directions, encouraging further exploration
and development in the field of data augmentation.

The review is grounded in a systematic examination of
a wide range of peer-reviewed literature, adhering to the
PRISMA guidelines [13] (see Fig. 1).

The paper is structured to enhance comprehension, begin-
ning with a methodology section that details the systematic
approach to literature selection and analysis. Following that,
subsequent sections delve into the specifics of data aug-
mentation techniques, their applications in various real-world
scenarios, their limitations and challenges, and conclude with
a discussion on future research directions.

II. RESEARCH METHODOLOGY FRAMEWORK

This overview was conducted adhering to the PRISMA
(Preferred Reporting Items for Systematic Reviews and Meta-
Analyses) guidelines. While a formal pre-registered protocol
was not established, the methodology was meticulously devel-
oped and documented prior to initiating the review, ensuring
a structured and transparent approach.

The initial dataset for this review comprised a total of
757 peer-reviewed articles and preprints, identified using the

Fig. 2. PRISMA (Preferred reporting items for systematic reviews and
meta-analyses) for data augmentation in time series analysis.

specific research query “Data Augmentation” AND “Time
Series” in major academic databases including preprints. This
query was designed to capture studies published between
2019 and 2024 that specifically addressed the intersection of
data augmentation techniques and time series analysis in the
field of machine learning. To refine the dataset for relevance
and accessibility, the articles were further screened based
on language and access. The final selection criteria included
articles published in English and available as open access. This
filtering process narrowed the dataset down to 108 articles,
ensuring a focused review of studies directly relevant to the
core topic and broadly accessible to the research community.
Articles that did not directly respond to the research query, and
publications outside the specified time frame were excluded
(see Fig. 2).

The selection process entailed a rigorous screening based
on titles and abstracts to assess relevance, followed by a full-
text review against the inclusion criteria. The study selection
process was documented using a PRISMA flow diagram,
which details the number of articles screened, assessed for
eligibility, and included in the final review.

Data extraction was systematically conducted, focusing on
extracting key information such as study objectives, method-
ologies, key findings, and specific techniques related to data
augmentation. The extraction process was carried out by
multiple reviewers to enhance accuracy, with any discrepancies
resolved through consensus. A standardized data extraction
template was employed to maintain consistency across all
studies.

A bias assessment was performed using established criteria
to evaluate the quality and reliability of each study. This assess-
ment considered factors such as study design, methodology,
data analysis, and reporting transparency.
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Given the qualitative and diverse nature of the studies, a
narrative synthesis approach was utilized. This involved identi-
fying common themes, methodologies, and findings across the
studies while considering the heterogeneity of the data and
study designs.

The review was based on publicly available, published
academic articles; therefore, it did not involve primary data
collection or require ethical approval. The analysis was con-
ducted with respect to the intellectual property of the original
authors.

III. STATISTICAL AND MACHINE LEARNING DATA
AUGMENTATION TECHNIQUES

This section serves as an introduction to the diverse range
of techniques encompassed by Statistical and Machine Learn-
ing Data Augmentation (see Fig. 3). It establishes the funda-
mental importance of data augmentation within the context of
Time Series Analysis. By artificially expanding datasets and
introducing variations, these techniques play a pivotal role in
improving the robustness of models and the quality of insights
drawn from time series data [14].

Within this subsection, we delve into the realm of statistical
techniques used for data augmentation in time series analysis.
Techniques such as Linear Interpolation enable the filling of
gaps in data by estimating values between observed points,
thus expanding datasets. Seasonal Decomposition separates
time series into fundamental components, facilitating the gen-
eration of new samples by manipulating these constituent
parts. Exponential Smoothing, on the other hand, focuses on
forecasting future segments of time series data, effectively
augmenting it with forward-looking information [15].

In this subsection, we shift our attention to Machine
Learning-driven data augmentation approaches. Bootstrap Re-
sampling enables the generation of multiple samples by ran-
domly selecting data points with replacement, contributing to
the diversification of datasets. K-Means Clustering partitions
time series data into clusters based on similarity, allowing for
the creation of new samples that exhibit different patterns [16].
Data Inpainting, a machine learning-based technique, aids in
filling missing values by predicting them based on available
data [17].

As we conclude this section, it’s important to underscore
the pivotal role that data augmentation plays in Time Series
Analysis. By expanding datasets, improving data quality, and
enabling the creation of synthetic samples, these techniques
empower researchers and practitioners to extract more accurate
insights from time series data [18]. The applicability of both
statistical and machine learning methods underscores their
relevance in a wide range of time series analysis tasks. Look-
ing ahead, the continued development of data augmentation
techniques promises to further advance the field, making it an
area of ongoing interest and exploration (Table I).

IV. DEEP LEARNING DATA AUGMENTATION TECHNIQUES

In this section, we explore advanced data augmentation
techniques driven by Deep Learning models. These techniques
are particularly effective in capturing complex patterns and
dependencies within time series data, enabling the generation
of high-quality synthetic samples.

Fig. 3. Statistical and machine learning data augmentation techniques.

TABLE I. SUMMARY OF DATA AUGMENTATION TECHNIQUES IN
MACHINE LEARNING

Technique Description Reference
Imputation
Techniques

Explores the use of imputation methods for augmenting
incomplete time series data, including techniques like
Mean, Median, KNN-based imputation, Linear Regres-
sion, Miss Forest, and MICE to fill missing values.

[14],
[15],
[16],
[17],
[18]

Data
Expansion
Techniques

Discusses methods for augmenting datasets by expanding
time series data, including techniques for urban expansion
monitoring and forecasting using remote sensing data.

[19],
[20],
[21],
[22],
[23]

Time Series
Transforma-
tion

Focuses on transforming time series data using machine
learning techniques for augmentation, including methods
for forecasting and analysis that enhance the richness of
the dataset.

[24],
[25],
[26],
[27],
[28]

Statistical
Models

Examines the use of statistical models for data augmen-
tation in time series, comparing their performance with
machine learning models in applications like heart failure
event prediction.

[29],
[30],
[31],
[32],
[33]

Clustering
and
Similarity-
Based
Methods

Explores the application of clustering algorithms and
similarity-based methods for augmenting datasets in ma-
chine learning, including use cases like customer segmen-
tation and data analysis.

[34],
[35],
[36],
[37],
[38]

Data
Sampling
Techniques

Investigates various data sampling strategies for augment-
ing datasets in machine learning, especially for addressing
imbalanced datasets in different domains.

[39],
[40],
[41],
[42],
[43]

A. Generative Models

1) TimeGAN: TimeGAN, a generative model designed for
time series data, leverages a Generative Adversarial Network
(GAN) framework to generate synthetic time series data that
closely resembles the original data’s statistical properties and
dependencies [44], [45]. It comprises two main components:
the generator and the discriminator. The generator aims to
produce synthetic time series data, while the discriminator tries
to distinguish between real and synthetic data [46], [47].

The loss function for TimeGAN is defined as:

LTimeGAN = λ · LAdvD + (1− λ) · LAdvG
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Here, LAdvD represents the adversarial loss for the discrim-
inator, LAdvG is the adversarial loss for the generator, and λ is
a hyperparameter that balances the two losses [48].

2) Variational Autoencoders (VAEs): Variational Autoen-
coders (VAEs) are deep generative models that learn latent
representations of time series data, used to generate new time
series samples by sampling from the learned latent space [49],
[50]. In a VAE, the encoder network maps the input time
series data to a latent space where each point represents a
potential data point, and the decoder network generates time
series samples from points in the latent space [51], [52].

The loss function for VAEs consists of two terms: a
reconstruction loss (Lrec) that measures how well the generated
data matches the original data and a regularization term (Lreg)
[53], [54]. This encourages the latent space to follow a
predefined distribution, typically a Gaussian distribution. The
loss is defined as:

LVAE = Lrec + Lreg

3) Generative Adversarial Networks (GANs): Generative
Adversarial Networks (GANs) consist of a generator and a
discriminator network that compete during training, and they
are applied to generate synthetic time series data by training the
generator to produce realistic samples. In a GAN, the generator
aims to produce data that is indistinguishable from real data,
while the discriminator tries to distinguish between real and
generated data [55], [56].

The loss function for GANs is given by:

LGAN = Ereal[log(D(x))] + Efake[log(1−D(G(z)))]

Here, D(x) represents the discriminator’s output for real
data, D(G(z)) is the discriminator’s output for generated data,
and z is a random noise vector [57], [58].

4) LSTM Variational Autoencoders (LSTM-VAEs): LSTM
Variational Autoencoders (LSTM-VAEs) combine Long Short-
Term Memory (LSTM) networks with VAEs for modeling
and generating time series data, effectively capturing temporal
dependencies [54], [49]. LSTM-VAEs consist of an encoder
network that maps input time series data into a latent space
and a decoder network that generates time series samples from
points in the latent space [59], [60].

The loss function for LSTM-VAEs combines a reconstruc-
tion loss (Lrec), similar to traditional VAEs, and a regulariza-
tion term (Lreg) that encourages the latent space to follow a
predefined distribution [61]. The total loss is defined as:

LLSTM-VAE = Lrec + Lreg

5) Temporal Generative Adversarial Networks (Temporal
GANs): Temporal Generative Adversarial Networks (Temporal
GANs) specialize in generating time series data while consid-
ering the temporal nature of the data. Temporal GANs extend
the traditional GAN framework to handle time series data.
They use recurrent layers to capture temporal dependencies

and ensure that the generated data maintains the time sequence
[55], [56].

The loss function for Temporal GANs is similar to the
GAN loss but takes into account the sequential nature of
the data, encouraging the generator to produce time-consistent
samples.

6) Wasserstein Generative Models: Wasserstein Generative
Models use the Wasserstein distance to measure data dis-
tribution similarity, aiming to create stable and high-quality
synthetic time series data. The Wasserstein distance, also
known as the Earth Mover’s distance, quantifies the minimum
amount of “work” required to transform one distribution into
another. In the context of GANs, it provides a more stable
and informative measure of the difference between real and
generated data distributions [62], [63].

The loss function for Wasserstein GANs is defined as:

LWGAN = sup
∥D∥L≤1

Ereal[D(x)]− Efake[D(G(z))]

Here, D(x) represents the discriminator’s output for real
data, D(G(z)) is the discriminator’s output for generated
data, and ∥D∥L ≤ 1 enforces a Lipschitz constraint on the
discriminator.

7) Recurrent Variational Autoencoders (RNN-VAE): Re-
current Variational Autoencoders (RNN-VAE) employ recur-
rent neural networks (RNNs) and VAEs for modeling and
generating sequential data, including time series.

RNN-VAEs incorporate RNN layers to handle sequential
data and capture temporal dependencies. The encoder network
maps input time series data to a latent space, and the decoder
generates sequential data from points in the latent space.

The loss function for RNN-VAEs is similar to traditional
VAEs, consisting of a reconstruction loss (Lrec) and a regu-
larization term (Lreg) to encourage a predefined distribution in
the latent space [64], [65], [66], [67], [68].

8) Conditional Generative Models: Conditional Generative
Models allow for controlled generation based on specific
conditions or input features.

In a conditional generative model, additional input infor-
mation, known as conditions or context, is provided to the
generator to influence the generation process. For example,
conditions can include class labels or specific attributes that
guide the generation of time series data.

The loss function for conditional generative models de-
pends on the specific architecture and conditions used but
typically involves both the reconstruction loss and a term
related to the conditions used for generation [69], [70], [64],
[71], [72], [73], [74], [75], [76], [77] (Table II).

B. Sequence Modeling Techniques

1) Sequence-to-Sequence Models: Sequence-to-sequence
models are employed to generate new sequences based on the
patterns learned from input sequences. They are widely used
for time series data generation tasks [78].
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TABLE II. GENERATIVE MODELS

Technique Description References
TimeGAN TimeGAN is a generative model designed for time se-

ries data. It leverages a Generative Adversarial Network
(GAN) framework to generate synthetic time series data
that closely resembles the original data’s statistical prop-
erties and dependencies.

[44], [45], [46], [47], [48].

Variational Autoencoders (VAEs) Variational Autoencoders (VAEs) are deep generative
models that can learn latent representations of time series
data. They are used to generate new time series samples
by sampling from the learned latent space.

[49], [50], [51], [52], [53], [54].

Generative Adversarial Networks (GANs) Generative Adversarial Networks (GANs) consist of a
generator and a discriminator network that compete dur-
ing training. They can be applied to generate synthetic
time series data by training the generator to produce
realistic samples.

[55], [56], [57], [58].

LSTM Variational Autoencoders (LSTM-VAEs) LSTM Variational Autoencoders (LSTM-VAEs) combine
Long Short-Term Memory (LSTM) networks with VAEs
for modeling and generating time series data. They are
effective in capturing temporal dependencies.

[54], [49], [59], [60], [61]

Temporal Generative Adversarial Networks (Temporal
GANs)

Temporal GANs are specialized GANs for generating
time series data. They consider the temporal nature of
the data during the generation process.

[55], [56]

Wasserstein Generative Models Wasserstein Generative Models use the Wasserstein dis-
tance to measure the similarity between real and gener-
ated data distributions. They aim to create more stable
and high-quality synthetic time series data.

[62], [63]

Recurrent Variational Autoencoders (RNN-VAE) Recurrent Variational Autoencoders (RNN-VAE) employ
recurrent neural networks (RNNs) and VAEs to model
and generate sequential data, including time series.

[64], [65], [66], [67], [68]

Conditional Generative Models Conditional generative models generate data samples
based on specific conditions or input features, allowing
for the controlled generation of time series data.

[69], [70], [64], [71], [72], [73], [74], [75], [76], [77]

2) Data Augmentation through Noise Addition: Data Aug-
mentation through Noise Addition involves injecting controlled
noise into the time series data to generate variations and
enhance the training dataset. This approach can be represented
as follows: Given an original time series X = [x1, x2, . . . , xT ],
where xt represents the value at time t, and a noise signal
N = [n1, n2, . . . , nT ], where nt is sampled from a predefined
noise distribution, the augmented time series is obtained as
Xaug = X+N [79].

3) Transformer Models: Transformer Models, known for
their effectiveness in sequence modeling tasks, can be used
to generate time series data by modeling long-range depen-
dencies. The Transformer architecture includes self-attention
mechanisms, which can capture relationships between distant
time steps [80].

4) Temporal Convolutional Networks: Temporal Convolu-
tional Networks (TCNs) utilize convolutional layers to capture
temporal patterns in time series data and generate new se-
quences. A 1D convolutional layer with kernel size K is used
to capture local patterns in TCNs [82].

V. REAL-WORLD APPLICATIONS AND USE CASES OF
DATA AUGMENTATION IN TIME SERIES ANALYSIS

Data augmentation techniques have found invaluable ap-
plications in various real-world scenarios within the field of
time series analysis. These methods are employed to tackle
specific challenges, enhance predictive models, and enable
more accurate forecasts across diverse domains.

In the realm of finance, data augmentation plays a pivotal
role in generating synthetic financial time series data. This
synthetic data supplements genuine financial records and is

particularly useful in training predictive models for stock mar-
ket analysis and portfolio management. For instance, the ef-
fectiveness of LSTM-GAN in generating synthetic time series
data, achieving a close resemblance to real data with similar
silhouette scores and low Mean Squared Error (MSE) and Root
Mean Squared Error (RMSE) values, was demonstrated by
Chen et al. [81]. Furthermore, S. Crepey et al. [82] proposed an
approach to improve anomaly detection in financial time series,
showing that value-at-risk estimation errors are reduced when
using the proposed model. By introducing simulated market
conditions and variations, data augmentation contributes to the
development of robust financial models.”

In the healthcare and medical research sectors, privacy
regulations and limited access to patient data can pose sig-
nificant hurdles. Data augmentation techniques come to the
rescue by creating synthetic patient time series data. Yang et al.
developed TS-GAN, a Time-series GAN based on LSTM net-
works, to augment sensor-based health data in healthcare. This
approach significantly enhances the performance of classifi-
cation models, achieving classification accuracies of 97.50%
on ECG 200, 94.12% on NonInvasiveFatalECG Thorax1, and
98.12% on mHealth datasets [83]. Furthermore, the improve-
ment of SAX representation for time series using wavelet
packet decomposition and FastDTW by Guo et al. [84] has the
highest classification accuracy in 11 of 20 datasets. These arti-
ficial datasets empower the development of predictive models
for disease diagnosis, patient monitoring, and drug discovery,
all while safeguarding patient privacy and complying with data
regulations.

Within the manufacturing and industrial domains, data
augmentation strategies involve generating synthetic sensor
data and introducing anomalies into existing datasets. This aug-
mented data enhances the resilience of predictive maintenance
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models, resulting in improved equipment uptime and opera-
tional efficiency. For instance, the application of simulation-
based data augmentation for the quality inspection of structural
adhesive with deep learning improved the performance of
models in a scarce manufacturing data context with imbalanced
training sets by 3.1% (mAP@0.50) [85]. Additionally, strategic
data augmentation with CTGAN for smart manufacturing
significantly enhanced machine learning predictions of paper
breaks in pulp-and-paper production. The models’ detection
of machine breaks improved by over 30% for Decision Trees,
20% for Random Forest, and nearly 90% for Logistic Regres-
sion [86]. These advancements underscore data augmentation
as a critical component of predictive maintenance and process
optimization in industrial settings.

The energy and utilities industry leverages data augmen-
tation to simulate energy consumption and production varia-
tions. This synthetic data aids in forecasting energy demand,
optimizing grid operations, and ensuring a stable energy
supply [87]Data augmentation appears to have significantly
improved the forecasting accuracy in both the univariable and
multivariable models. This is evident from the lower RMSE
and MAPE values across all regions when comparing the
augmented columns to their non-augmented counterparts. For
instance, looking at the Busan region: The RMSE for the
univariable model without augmentation is 0.2345, and with
augmentation is 0.0853, showing a marked improvement. The
RMSE for the multivariable model without augmentation is
0.1722 and with augmentation is 0.0132, which is a significant
decrease. Augmented time series data contributes to effective
resource management and reduced disruptions in the energy
sector.

Environmental monitoring relies on data augmentation to
replicate variations in environmental factors and weather con-
ditions. Specifically, in the case of crack detection in AGR and
CFD data as discussed by Branikas et al. in 2023 [88], the
augmentation demonstrates a noticeable enhancement in recall
and F1 score when applying a small pixel relaxation radius.
Importantly, this dataset was not annotated using specialized
tools or assessed by human experts. These synthetic time
series datasets complement real-world observations, thereby
contributing to more precise weather predictions, air quality
assessments, and early detection of natural disasters. Augmen-
tation remains a vital component in proactive environmental
management and disaster preparedness.

In summary, data augmentation techniques are indispens-
able in time series analysis across a wide array of real-world
applications and use cases. Whether in finance, healthcare,
manufacturing, energy, environmental monitoring, or IoT, these
methods empower the development of predictive models,
improve operational efficiency, and support critical decision-
making processes.

VI. CHALLENGES AND LIMITATIONS OF TIME SERIES
DATA AUGMENTATION TECHNIQUES

While time series data augmentation techniques offer
significant advantages in various applications, they are not
without their challenges and limitations. Understanding these
constraints is essential for making informed decisions when
employing these methods.

A. Preservation of Temporal Dependencies

One of the primary challenges in time series data augmen-
tation is the preservation of temporal dependencies. Many real-
world time series exhibit complex dependencies and patterns
over time. Data augmentation techniques must ensure that
synthetic data maintains these dependencies accurately [89]. In
cases where temporal structures are not adequately preserved,
the performance of predictive models may degrade [90].

B. Quality of Synthetic Data

The quality of synthetic data generated through augmenta-
tion techniques is a critical concern [91]. The synthetic data
should closely resemble real-world observations to ensure that
predictive models trained on augmented data generalize effec-
tively. Poorly generated synthetic data can introduce biases and
inaccuracies, leading to unreliable model outcomes [92].

C. Generalization to Unseen Scenarios

Data augmentation should enable predictive models to
generalize well to unseen scenarios [93]. However, there is
a risk that the augmented data may be too tailored to specific
training conditions, limiting the model’s ability to handle novel
situations [94]. Striking a balance between augmentation and
maintaining generalization capabilities is a challenging task.

D. Data Privacy and Ethical Considerations

In certain domains, such as healthcare and finance, data
privacy and ethical concerns pose limitations on the use of
data augmentation techniques [95]. Creating synthetic patient
or financial data must adhere to strict privacy regulations and
ethical guidelines, which can be a complex and resource-
intensive process.

E. Computational Complexity

Some advanced data augmentation techniques, particularly
those involving generative models can be computationally
intensive and time-consuming [96]. The computational com-
plexity of generating large volumes of synthetic data may limit
the scalability of augmentation methods.

F. Availability of Domain-Specific Augmentation Tools

The availability of domain-specific data augmentation tools
and expertise can be limited [89]. Applying augmentation
techniques effectively often requires domain knowledge and
specialized software, which may not be readily accessible in
all applications.

G. Evaluation and Validation

Evaluating the effectiveness of data augmentation methods
and validating the performance of predictive models trained
on augmented data can be challenging [90]. Developing ap-
propriate evaluation metrics and conducting rigorous testing
are essential but can be time and resource-intensive.

In conclusion, while time series data augmentation tech-
niques offer numerous advantages, they also come with chal-
lenges and limitations that must be carefully considered. Ad-
dressing these limitations and understanding the constraints of
each technique is crucial to ensure the successful application
of data augmentation in time series analysis.
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VII. COMPREHENSIVE ANALYSIS OF DATA
AUGMENTATION TECHNIQUES: ADVANTAGES,

LIMITATIONS, AND APPLICABILITY

In the evolving landscape of machine learning and data
science, data augmentation techniques play a pivotal role in
enhancing model performance and reliability. These techniques
are instrumental in addressing challenges such as data scarcity,
imbalanced datasets, and overfitting. This section provides a
thorough analysis of various data augmentation techniques,
exploring their advantages, limitations, and ideal use cases.

Table III presents a comprehensive examination of both
traditional and advanced data augmentation techniques, en-
compassing methods ranging from Imputation Techniques to
cutting-edge approaches like TimeGAN, Variational Autoen-
coders (VAEs), and Transformer Models. The table assesses
each technique’s effectiveness, potential drawbacks, and the
scenarios where they are most beneficial. This includes an
exploration of traditional data augmentation methods as well
as advanced generative models and sequence modeling tech-
niques.

These comprehensive tables serve as a guide for researchers
and practitioners to select the most appropriate data augmen-
tation strategies, tailored to the specific needs and constraints
of their machine-learning projects.

VIII. CONCLUSION

Time series analysis is a fundamental component of various
domains, including finance, healthcare, environmental science,
and more. The success of predictive models in these fields
often hinges on the availability of diverse and high-quality time
series data. However, obtaining such data can be challenging
due to limited samples, data privacy concerns, or resource
constraints. To address these challenges, data augmentation
techniques have emerged as valuable tools in the time series
analyst’s toolkit.

In this paper, we provided an in-depth overview of data
augmentation techniques in time series analysis. We explored
various categories of augmentation methods, from statistical
techniques to machine learning and deep learning approaches.
Each category offers unique advantages and is applicable to
different use cases.

Statistical techniques, such as linear interpolation, sea-
sonal decomposition, and rolling window aggregation, provide
simple and interpretable ways to augment time series data.
Machine learning methods, like bootstrapping, semi-supervised
learning, and time series embeddings, offer more sophisti-
cated approaches for generating synthetic data. Deep learning
techniques, including GANs, VAEs, and sequence-to-sequence
models, push the boundaries of data augmentation by creating
highly realistic and complex synthetic time series.

We delved into the mathematical foundations and practical
applications of these techniques, showcasing their utility in
tasks such as forecasting, anomaly detection, and trend anal-
ysis. Moreover, we discussed real-world use cases in finance,
healthcare, and environmental monitoring, highlighting the
impact of data augmentation on improving model performance
and decision-making.

However, it is crucial to acknowledge that data augmenta-
tion in time series analysis is not without its challenges and
limitations. Preserving temporal dependencies, ensuring data
quality, and addressing computational complexity are ongoing
concerns. Ethical considerations and domain-specific require-
ments further complicate the adoption of these techniques.

In conclusion, data augmentation techniques in time series
analysis offer a promising avenue to tackle data scarcity and
enhance the capabilities of predictive models. Researchers
and practitioners should carefully assess the suitability of
these techniques for their specific applications while being
mindful of their limitations. The ever-evolving landscape of
data augmentation continues to expand, opening doors to new
possibilities in time series analysis and beyond.

IX. FUTURE RESEARCH DIRECTIONS

As data augmentation techniques in time series analysis
continue to evolve and gain prominence, several promising
avenues for future research emerge. These directions are ex-
pected to shape the field and address existing challenges while
opening up new possibilities for innovation. In this section, we
outline some key areas for future exploration:

• One critical area of research is the development of data
augmentation methods that better preserve temporal
dependencies within time series data [97].

• As data augmentation becomes more prevalent, ethical
considerations surrounding the generation and use of
synthetic data warrant careful examination [98].

• Expanding the applicability of data augmentation tech-
niques to cross-domain scenarios is an exciting direc-
tion for research [99].

• Hybrid data augmentation approaches that combine
statistical, machine learning, and deep learning meth-
ods offer a promising avenue for exploration [100].

• Integrating data augmentation into automated machine
learning (AutoML) pipelines can streamline the model
development process [101].

• Interpretable and explainable data augmentation meth-
ods are essential for building trust in augmented data
and the models trained on them [102].

• Establishing standardized benchmark datasets and
evaluation metrics for assessing the quality and per-
formance of data augmentation techniques is crucial
[103].

• Efforts to design resource-efficient data augmentation
techniques, especially for scenarios with limited com-
putational resources, are essential [104].

In summary, the field of data augmentation in time series
analysis offers abundant opportunities for future research and
innovation. Researchers and practitioners can delve into areas
such as preserving temporal dependencies, addressing ethical
concerns, exploring cross-domain applications, and seamlessly
integrating data augmentation into AutoML processes. As
data augmentation remains pivotal in enhancing time series
analysis, staying at the forefront of these research directions
becomes imperative to unleash its full potential.
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TABLE III. ADVANTAGES, LIMITATIONS, AND APPLICABILITY OF DATA AUGMENTATION TECHNIQUES IN MACHINE AND DEEP LEARNING

Technique Advantages Limitations Applicability
Imputation Techniques - Can effectively handle missing data,

improving dataset completeness.
- Offers a variety of methods suitable for
different data types and patterns.

- Risk of introducing bias or inaccuracies,
especially if the imputation model doesn’t
align well with the data’s nature.
- Might oversimplify complex data rela-
tionships.

- Best used when dealing with datasets
having missing values, especially in cases
where the data is crucial and cannot be
discarded.

Data Expansion Techniques - Allows for the creation of larger and
more diverse datasets.
- Particularly useful in fields like remote
sensing where data can be scarce.

- Expanded data might not always repre-
sent real-world scenarios accurately.
- Risk of introducing artificial patterns not
present in the original dataset.

- Ideal for situations where the available
dataset is too small or lacks diversity,
such as in certain types of research or
specialized applications.

Time Series Transformation - Enhances the diversity and richness of
data, leading to potentially better model
performance.
- Useful for both forecasting and deeper
data analysis.

- Transformation techniques can distort
the original time series properties.
- Requires careful selection to ensure rel-
evance and accuracy.

- Suitable for time series forecasting, es-
pecially when the goal is to reveal hidden
patterns or to adapt data to specific ana-
lytical needs.

Statistical Models - Provides a more traditional and often
simpler approach to data augmentation.
- Good for understanding underlying data
distributions.

- May not capture complex nonlinear rela-
tionships as effectively as more advanced
machine learning models.
- Limited flexibility in handling diverse
data types.

- Recommended for scenarios where a
straightforward, interpretable approach is
needed, particularly in fields with well-
understood data distributions.

Clustering and Similarity-Based Methods - Useful for discovering natural groupings
and patterns in data.
- Can improve data organization and seg-
mentation.

- Performance is heavily dependent on the
choice of similarity measures.
- Can be sensitive to outliers and noise in
the data.

- Best applied in data segmentation, cus-
tomer profiling, or any scenario requiring
the identification of inherent groupings in
the data.

Data Sampling Techniques - Effective in addressing imbalanced
datasets, and enhancing model training.
- Various strategies available to suit dif-
ferent data scenarios.

- Risks include overfitting, underfitting, or
introducing sampling bias.
- This may lead to loss of important
information if not carefully implemented.

- Particularly useful in cases of imbal-
anced datasets, such as in fraud detection
or rare event prediction, where certain
classes are underrepresented.

TimeGAN - Excellent for capturing temporal dynam-
ics in time series.
- Generates data that closely resembles
real statistical properties.

- Computationally intensive.
- Requires large amounts of training data
for accuracy.

- Ideal for scenarios where authentic-like
time series data generation is needed, such
as financial market analysis.

Variational Autoencoders (VAEs) - Good at learning complex distributions.
- Capable of generating diverse data sam-
ples.

- Can struggle with generating high-
quality reconstructions.
- Somewhat complex to train and tune.

- Suitable for tasks requiring the gen-
eration of new samples from complex
data distributions, like image or speech
synthesis.

Generative Adversarial Networks (GANs) - Can produce highly realistic synthetic
data.
- Versatile for various data types.

- Training can be unstable.
- Prone to mode collapse.

- Best for applications where realistic data
generation is crucial, such as art creation
or data augmentation.

LSTM Variational Autoencoders (LSTM-
VAEs)

- Effective in modeling time dependen-
cies.
- Combines LSTM’s sequence handling
with VAE’s generative capabilities.

- Risk of overfitting on smaller datasets.
- Complex model architecture.

- Useful in sequential data applications
like anomaly detection in time series.

Temporal Generative Adversarial Net-
works (Temporal GANs)

- Specifically designed for time series
data.
- Addresses temporal aspects effectively.

- Can be computationally demanding.
- Requires careful tuning and training.

- Ideal for generating time-dependent syn-
thetic data, such as in healthcare or stock
market prediction.

Wasserstein Generative Models - Offers more stable training than tradi-
tional GANs.
- Better at handling data distribution.

- More challenging to implement.
- Can be computationally more intensive.

- Recommended for scenarios where sta-
ble training of generative models is a pri-
ority, like in large-scale data generation.

Recurrent Variational Autoencoders
(RNN-VAE)

- Good for sequential data representation.
- Combines RNN’s temporal modeling
with VAE’s generative properties.

- Training can be time-consuming.
- Susceptible to vanishing gradients prob-
lem.

- Suitable for generating complex time
series or sequential data, such as in natural
language processing.

Conditional Generative Models - Allows control over generated data fea-
tures.
- Highly versatile in data generation.

- Requires additional conditioning data.
- Increased model complexity.

- Best used when specific conditions or
features need to be included in the gen-
erated data, like in targeted marketing
campaigns.

Sequence-to-Sequence Models - Effective for generating sequences based
on learned patterns.
- Widely applicable in time series gener-
ation.

- Requires large amounts of data for ac-
curacy.
- Can be complex to tune and optimize.

- Ideal for applications like machine trans-
lation, speech recognition, and time series
forecasting.

Data Augmentation through Noise Addi-
tion

- a simple and effective way to create data
variations.
- Enhances the robustness of models.

- Risk of distorting the original data too
much.
- Noise parameters need to be carefully
chosen.

- Useful in scenarios where minor varia-
tions in the dataset can lead to significant
improvements, such as in image or signal
processing.

Transformer Models - Excellent at capturing long-range depen-
dencies.
- Self-attention mechanism provides dy-
namic focus.

- Can be resource-intensive.
- Requires significant amounts of training
data.

- Suitable for complex sequence modeling
tasks like natural language understanding
and time series analysis.

Temporal Convolutional Networks
(TCNs)

- Effective in capturing local and global
temporal patterns.
- Efficient in terms of computational re-
sources.

- May miss intricate long-term dependen-
cies.
- Architecture needs a careful design for
specific tasks.

- Recommended for tasks like audio syn-
thesis and real-time anomaly detection in
time series data.
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However, it’s crucial to acknowledge certain limitations
in our comprehensive overview. Our scope may not cover
all existing techniques, and the diverse nature of time series
data, along with the choice of evaluation metrics, may limit
generalizability. Overfitting risks, the ever-evolving research
landscape, interdisciplinary variations, and data accessibility
issues are additional factors that deserve attention. Despite
these challenges, our goal was to furnish a balanced and
informative overview, serving as a valuable guide for both
researchers and practitioners in the field.
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Abstract—Integrating unmanned aerial vehicle (UAV) technol-
ogy with plant disease detection is a significant advancement in
agricultural surveillance, marking the beginning of a transfor-
mational era characterised by innovation. Traditionally, farmers
have had to rely on manual visual inspections to identify melon
leaf diseases, which proves to be a time-consuming and costly
process in terms of labour. This paper aims to use UAV technology
for plant disease detection to achieve notable progress in agri-
cultural surveillance. Incorporating UAV technology, specifically
utilising the You Only Look Once version 8 (YOLOv8) deep-
learning model, is revolutionary in precision agriculture. This
study uses UAV imagery in precision agriculture to explore
the utility of YOLOv8, a powerful deep-learning model, for
detecting diseases in melon leaves. The labelled dataset is created
by annotating disease-affected areas using bounding boxes. The
YOLOv8 model has been trained using a labelled dataset to
detect and classify various diseases accurately. Following the
training, the performance of YOLOv8 stands out significantly
compared to other models, boasting an impressive accuracy of
83.2%. This high level of accuracy underscores its effectiveness
in object detection tasks and positions it as a robust choice in
computer vision applications. It has been shown that rigorous
evaluation can help find diseases, which suggests that it could be
used for early intervention in precision farming and to change
how crop management systems work. This has the potential to
assist farmers in promptly identifying and addressing plant issues,
hence altering their crop management practices.

Keywords—Smart agriculture; plant disease; melon leaf disease;
image processing; neural network; UAV

I. INTRODUCTION

The melon, scientifically known as Cucumis melo L., is
a significant horticultural commodity thriving in Malaysia,
categorized within the Cucurbitaceae family. Its cultivation is
widespread globally, particularly on subtropical and tropical
regions [1], [2]. Melons are esteemed for their delightful sweet
tastes, crisp textures, and distinct fragrances [3]. The flesh
of the melon is also very good for you because it is full of
ascorbic acid (vitamin C), which is a water-soluble vitamin that
is known to be one of the safest and most effective nutrients
[4], [5]. Numerous farmers extensively cultivate melon, a high-
value fruit commodity. Cultivating melons is challenging due
to the prevalence of various diseases associated with melon
plants. Leaf diseases in melon plants result in economic losses
for melon growers. Melon plant diseases are classified into two
categories according to their causes: insects and viruses.

One of the insects is called a leaf miner. Various

polyphagous leafminer flies pose a potential threat to vegetable
crops, and occasionally, even melons are susceptible to these
pests. Then, mines show up on the leaflets. The worst-affected
leaves may become yellow, wilt, and dry out. These leaves
might occasionally contain up to 20 larvae per. Thus, during an
infestation, a plant’s photosynthetic activity, growth, and yields
can all be significantly decreased [6]. Other than leaf miners,
aphids are also one of the insects that can form colonies on the
young leaflets of melon leaf. They usually establish colonies
when they develop on melon. They are particularly dangerous
since they can spread many viruses. Nutritional punctures
cause chlorotic punctures, which can deform young, rolled-
up, and somewhat bloated leaves.

To tackle this challenge, image processing, machine learn-
ing (ML), and deep learning (DL) methods offer a solution
for categorising plant disease levels on melon leaves, aiding
farmers in effectively managing these issues. These techniques
have been widely employed in identifying, detecting, and clas-
sifying different types of leaf diseases. Scholars have initiated
investigations into applying deep learning models for plant
detection and counting. This includes the utilization of popular
models such as you only look once (YOLO) [7], faster region-
based convolutional neural network (Faster R-CNN) [8], and
EfficientDet [9]. Several scholars have also implemented a
series of enhancements to achieve the objectives of plant
detection and counting jobs [10], [11]. Different methods were
used to classify leaf diseases: DenseNet and Inception catego-
rized four diseases for bananas, with DenseNet showing better
accuracy at 84.73% [12]. Grape leaves were classified into
healthy and leaf spot categories using deep forest, achieving
96.25% accuracy [13]. Cucumber leaf diseases were segmented
to identify disease points, reaching 97.23% accuracy using an
improved saliency method and deep feature selection [14].
Detecting and categorising leaf diseases involves extracting
features, which are then used for classification [15].

This research presents a novel approach to disease detection
in melon plants through a neural network using drone imagery
and an effective method known as YOLO. It is a novel strategy
for handling melon problems from above, assisting farmers in
more accurately identifying and controlling crop diseases. The
contributions of this paper are as follows:

• The research proposes a unique methodology for
disease detection in melon plants by employing a
neural network trained on drone imagery. This inno-
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vative approach aims to address the identified gap in
the literature and contribute to advancing agricultural
monitoring.

• The study employs the YOLOv8 and YOLOv5 meth-
ods, demonstrating their effectiveness as an efficient
and accurate tool for identifying diseases in melon
plants.

• The research contribution lies in its potential to sig-
nificantly improve the overall management of melon
plants by introducing a novel combination of un-
manned aerial vehicle (UAV) imagery and the YOLO
method.

As a result, this paper presents a novel method for
identifying diseases in melon plants, addressing the gap in
current investigations using the YOLO model. This method
can significantly improve the process by which farmers detect
and manage infections in melon crops, representing a notable
advancement in agricultural techniques.

II. RELATED WORKS

In precision agriculture, drones have been applied in vari-
ous ways, and new applications are always being investigated.
Numerous drone applications have been created for various
uses, including soil analysis, pest detection, crop yield esti-
mation, yield spraying, water stress detection, land mapping,
plant nutrient deficiency identification, livestock control, weed
detection, and protection of agricultural products [16]. Using
UAVs to detect plant leaf diseases has grown in popularity
over the past few years due to the industry’s rapid growth in
machine vision and UAV manufacture [17].

The effective use of DL technology in plant disease catego-
rization in recent years has given researchers a fresh perspec-
tive on the topic. Traditionally, disease diagnosis in farming
has depended on unaided eye observation, which is costly,
time-consuming, and highly skilled [18]. It is possible that
deep learning methods could help solve problems in feature
extraction, classification, and expert system development. This
could help farmers grow better fruit plants that produce more
fruit. Models like DenseNet-121 [19], ResNet-50 [20], and
MobileNet [21] are well-known and have been used in many
previous studies to find and classify images in the field of
diagnosing and identifying plant diseases. Sladojevic et al.
introduced a method for identifying plant diseases utilizing
a Convolutional Neural Network (CNN) within the Caffe DL
framework [22]. They gathered images from diverse origins
and employed data augmentation methods such as affine trans-
formation, perspective transformation, and rotation to create
additional images.

The YOLO model has gained considerable attention due to
its remarkable combination of accuracy and speed. Regression-
based object detection models commonly used are Single
Shot Multi-box Detector (SSD) [23], and YOLO [24]. YOLO
is a basic neural network that can simultaneously predict
bounding box coordinates and related class probabilities. Also,
YOLO frame detection is seen as a regression problem because
it finds targets from start to finish without the need for a
complicated pipeline [24], making it very efficient. Moreover,
YOLO outperforms other real-time systems regarding mean

average precision (mAP) [25]. Goyal et al. proposed a model
based on the YOLOv5 object detection system to sort fruit for
fruit detection and quality detection [26]. For fruit detection,
the model’s mAP was 92.80% in the first stage and 95.60%
and 93.10% for apples and bananas, respectively, in the second
stage. For pear counters, Parico and Ahamed employed depth
sorting and the YOLOv4 model to recognize and count pear
fruit in real time [11]. YOLOv8, the most recent iteration in
the YOLO series, not only retains its predecessors’ strengths
but surpasses them, thereby emerging as a powerful instrument
for professionals in plant science.

Besides, no existing methods are designed to detect disease
in this melon, representing a research gap in using DL with
UAV images for melon diseases. Although DL methods and
UAV imagery have been utilized in research to detect diseases
in other plants, melon diseases have not received as much
attention as they should. The realised gap highlights the
lack of thorough investigation into the potential advantages
of using UAV images for disease detection in melon crops.
This highlights the need for targeted research in this specific
area. Utilising deep learning to identify plant diseases may
overcome the drawbacks of manually selecting disease spot
characteristics. This approach enhances the objectivity of plant
disease feature extraction and accelerates research efficiency
and technological transition.

III. PROPOSED APPROACH

This study used a neural network model and an image
processing technique to develop a method for identifying
melon leaf diseases. Fig. 1The proposed approach. shows the
proposed approach. The details of the proposed method will
be discussed in the next section.

A. Data Acquisition

A dataset of melon leaf images was gathered from KMK
Agro Global Sdn. Bhd., Banting, Selangor, with the leaves
seen in their natural environment under a controlled green-
house. Moreover, the dataset has been extracted specifically
for analysing colour. The flowchart in Fig. 2The flowchart of
the system for disease detection using UAV images. describes
a systematic process for combining UAV-captured imagery
and the DL model YOLOv8 to detect diseases in melon
leaves. First, information is gathered using a UAV to take
recordings of the melon greenhouse. Pre-processing operations
are performed on the collected data, such as consistent image
expansion, image removal, and extracting video recordings
into their component frames for analysis. The images are then
labelled by highlighting spots that indicate illnesses on the
rock melon leaves and annotating locations of interest with
bounding boxes. The labelled dataset becomes the foundation
for training the YOLOv8 model. During this phase, the model
learns to recognise and classify different diseases affecting the
leaves. After training, the model is rigorously tested using a
different set of images. This evaluation step uses performance
metrics like accuracy, precision, and recall to see how well the
model can reliably find and classify illnesses in rock melon
leaves.

The melon dataset was collected using a high-resolution
UAV, DJI Mavic Air 2s. Fig. 3 illustrates the UAV, DJI Mavic
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Fig. 1. The proposed approach.

Fig. 2. The flowchart of the system for disease detection using UAV images.

Air 2s used during data collection. The UAV specifications
are shown in Table IDrone Specifications. When engaging in
the photographic documentation of melon leaves, it becomes
imperative to factor in technical intricacies. This involves
maintaining a precise distance centred on the leaf object,
within 15 cm to 20 cm. Ensuring that the leaf object remains
well-contained within the camera frame is crucial. From the
aerial perspective, the drone’s movement will be orchestrated
upward and downward along the plant, meticulously scrutin-
ising for any signs of disease. The height of the plant varied
from 1.5 m to 2.0 m. The drone captured images of healthy
plants and plants with diseases. The images captured must be
within 20 cm of the plant so that the leaves are visible in the
drone’s field of view (FOV).

Fig. 3. DJI Mavic Air 2s.

Fig. 4. The layout and drone flying direction in the KMK Agro Global Sdn.
Bhd. greenhouse for data collection.

Fig. 4 illustrates the greenhouse layout and the direction in
which the drone is flying. The recording is in 4K and at normal
speed to ensure the high quality of the images. The UAV flies
facing the plant and moves along the row. Throughout the
data collection, a UAV captured data in 4K resolution during
a 30-minute recording session. The video will be broken down
into frames to extract images of the melon plant at five-second
intervals. Fig. 5 depicts some of the images captured by UAV.

B. Data Augmentation

After data collection, frames were extracted from the
video every five seconds to obtain appropriate images for
training. The dataset collected from the farm for melon plant
disease exhibits an imbalance, which may compromise the
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TABLE I. DRONE SPECIFICATIONS

No Feature Specification

1. Drone DJI Mavic Air 2s

2. Video Resolution 4K: 3840 x 2160 at 24/25/30/48/50/60fps

3. Max Flight Time Up to 34 Minutes

4. Camera Sensor 1/2-inch CMOS, 48 MP

Fig. 5. Images of melon plants collected from UAVs before dataset training.

accuracy of the YOLO model. Data augmentation enhances
the model’s performance by generating diverse variations of
the training data. This reduces the problem of overfitting and
enhances the model’s capacity to form generalisations. In this
study, ImageDataGenerator by Keras library is used for data
augmentation. Using the ImageDataGenerator class in Keras
makes it easy to set up and apply random transformations to
image data, such as rotations, shifts, flips, and normalisation
operations. These changes can be made without interrupting
the training pipeline, which makes the model more flexible
and good at what it does.

C. Data Annotation

After the data augmentation, the preprocessing stage aimed
to identify plants with diseases for the training process. Once
all the images were selected, the labelling process began.
When labelling images in computer vision, bounding boxes
annotate objects or regions of interest by enclosing them with
rectangles or other shapes. Neural network models find it
easier to locate, localise, and recognise items when using
these bounding boxes, which accurately show the location
and bounds of certain objects. Labelling is challenging as it
involves addressing imbalances in disease images, which could
impact training accuracy. Balancing diseased plant images with
normal ones ensures the YOLO model functions effectively.
Fig. 6Data labelling process: Annotated markings highlighting
disease-affected areas on melon leaf. shows the labelling
process of the melon leaf.

Fig. 6. Data labelling process: Annotated markings highlighting
disease-affected areas on melon leaf.

For this melon plant, five classes were utilized in the
labelling process. These classes include normal, unknown,
mosaic, leafminer, and aphid. All these types of diseases
commonly affect melon plants. Fig. 7(a) Aphid (b) Leafminer
(c) Mosaic (d) Unknown. displays the diseases that typically
affect melon plants. For a normal melon plant, the leaves are
green and devoid of white or yellow spots.

Fig. 7. (a) Aphid (b) Leafminer (c) Mosaic (d) Unknown.

D. Training the Dataset

The dataset has been divided into three distinct sections:
training, testing, and evaluation, each accounting for 80%,
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TABLE II. PARAMETERS BEFORE DATASET TRAINING

Training Images 1200

Test Images 150

Size Images 640x640

Epoch 100

Class 5 classes

GPU NVIDIA GPU

10%, and 10%, respectively. Before the training phase, the
images undergo augmentation techniques to increase their
quantity. This involves resizing them uniformly to 640x640
and introducing rotations within the range of +15◦ and -15◦.
The training dataset comprises 1200 images, while 150 images
have been allocated for testing and evaluation. This process
sets the stage for the model to excel in identifying elusive
diseases nestled within melon leaves.

1) YOLOv8 Model: YOLOv8 is the latest cutting-edge
model within the YOLO series, suitable for object detection,
image classification, and instance segmentation tasks. The
influential and industry-shaping YOLOv5 model’s creators,
Ultralytics, are also responsible for creating the YOLOv8,
a significant advancement in this field. Consider utilizing
YOLOv8 for your upcoming computer vision endeavour for
several compelling reasons. Firstly, its accuracy, assessed via
common objects in context (COCO) and Roboflow 100 met-
rics, stands notably high. Secondly, YOLOv8 boasts a range
of developer-friendly features, including an intuitive CLI and a
well-structured Python package, enhancing usability. A robust
community within the YOLO framework, particularly around
the YOLOv8 version, supports the model. This means that
people who work in computer vision can get much help and
advice. Notably, YOLOv8 demonstrates robust performance
on COCO benchmarks, exemplified by the YOLOv8m model
achieving a 50.2% mAP. Table IIParameters before Dataset
Training displays the comprehensive set of parameters em-
ployed specifically for training the YOLOv8 model.

IV. RESULT AND DISCUSSION

After the training process, the model is tested and eval-
uated. Performance metrics considered in this study are
mean average precision (mAP), precision, and recall. The
results are shown in Table IIIPerformance Evaluation for
Plant Disease. From Table IIIPerformance Evaluation for Plant
Disease, YOLOv8 outperforms YOLOv5. The dataset used
during the training is the same. The superiority of YOLOv8
over YOLOv5 is evident through substantial enhancements.
YOLOv8 exhibits an mAP of 83.2%, precision at 84.3%, and a
recall of 73%. YOLOv8 performs better than YOLOv5 because
of several significant improvements and optimizations. These
enhancements could include improved network architectures,
feature extraction strategies, sophisticated training approaches,
or hyperparameter adjustments. It is possible that YOLOv8’s
more complex or effective backbone architecture allowed it to
extract more significant features from the data.

Furthermore, YOLOv8 experienced extensive training pro-
cedures using bigger and more varied datasets, which improved
its capacity to generalize and precisely identify objects and

resulted in greater precision and recall scores. Compared to
YOLOv5, YOLOv8 performs better overall because of these
enhancements combined. Once the model is ready, it undergoes
rigorous testing to evaluate its performance and accuracy. Fig.
8Results of using YOLOv8 on test images to spot diseases in
melons. depicts the output of the detection process, showcasing
the model’s performance. The evaluation of the system for
categorization included metrics such as mAP, precision, and
recall to measure its efficacy. MAP is a metric used to evaluate
the performance of object detection models. It measures the
average precision of an algorithm across multiple classes or
object categories. It considers the precision and recall of the
model’s predictions, offering a comprehensive assessment of
how accurately and completely the model detects objects in an
image across different categories.

After the training, other parameters can be employed to
evaluate the effectiveness of YOLOv8 detection algorithms.
Once the dataset training is over, there is a difference in
the accuracy of class identification. In particular, the classes
related to mosaic illness and the unknown condition in this
investigation showed noticeably lower accuracy scores of are
75% and 76%, respectively, as shown in Fig. 9The outcomes
observed for each class after the training phase.. This decreased
accuracy is because several diseases have remarkably similar
traits, making it difficult for the model to discriminate between
them. These particular diseases are difficult to classify accu-
rately due to their intricate visual traits and similarities, which
is why these classes’ accuracy levels are lower. The area under
the precision-recall curve at different detection thresholds is
called AP. The mAP shows how accurate the system is for
each of the n object classes.

Fig. 8. Results of using YOLOv8 on test images to spot diseases in melons.

Fig. 9. The outcomes observed for each class after the training phase.

The mAP% can be calculated using the equation [27]
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TABLE III. PERFORMANCE EVALUATION FOR PLANT DISEASE

Model Number of Images mAP Precision Recall

YOLOv5 1200 72.7% 83.3% 65.7%

YOLOv8 1200 83.2% 84.3% 73%

mAP =

∑n
i APi

n
. (1)

AP =

∫ 1

0

x dy (2)

Precision and recall can be measured using true positive
(TP), true negative (TN), false positive (FP), and false-negative
(FN) indicators. The equation to calculate precision x, and
recall y are given by:

x =
TP

TP + FP
, (3)

and

y =
TP

TP + FN
, (4)

where x is precision and y is recall.

Other than YOLOv8, this study compares its performance
with YOLOv5. The YOLOv8 proposed method leaves the use
of predefined anchor boxes and instead employs an anchor-
free strategy to achieve enhanced item localization accuracy,
particularly for smaller objects. The Path Aggregation Network
(PANet) integrates several network-level features, enhancing
detection accuracy using multi-scale contextual information.
Fig. 10YOLOv5 training development graph, highlighting re-
call, precision, and accuracy metrics during training. and Fig.
11YOLOv8 training development graph, highlighting recall,
precision, and accuracy metrics during training. show the
training graph for YOLO. The training process involves it-
erating through the dataset 100 times, each iteration known
as an epoch. During these 100 epochs, the model learns and
refines its understanding of the data, gradually improving its
performance and accuracy through repeated exposure to the
information provided in the dataset.

Moreover, the convolutional block attention module
(CBAM) has been enhanced to improve the feature extrac-
tion process. The dynamic adjustment of feature importance
achieves this by effectively suppressing noise and improving
the clarity of distinctions. The efficient backbone network
of YOLOv8 successfully preserves accuracy by reducing pa-
rameters and enhancing inference performance. The proposed
approach effectively separates the responsibilities of object
prediction and categorization, resulting in improved precision.
The system attains accelerated convergence and enhanced sta-
bility by employing network pruning, varied data augmentation
techniques, mixed precision training, and an enhanced training
framework. The unified architecture of YOLOv8 enables its
compatibility with many vision tasks, establishing it as a

Fig. 10. YOLOv5 training development graph, highlighting recall, precision,
and accuracy metrics during training.

Fig. 11. YOLOv8 training development graph, highlighting recall, precision,
and accuracy metrics during training.

robust and versatile tool for applications involving object
identification and image recognition.

V. LIMITATIONS OF THIS STUDY

The study highlights certain limitations that should be
recognised. Firstly, a limited annotated dataset was utilised
for training the YOLOv8 model. Using a restricted dataset
raises concerns regarding the possibility of overfitting, wherein
the model may exhibit good performance on the training data
but encounter difficulties in efficiently applying its knowledge
to new, real-world farming situations. Furthermore, in this
study, the influence of environmental factors was considered by
conducting data collection in a controlled atmosphere. Climatic
conditions might impact the quality of UAV footage and the
precision of the YOLOv8 model’s forecasts, underscoring the
necessity to tackle these obstacles for real-world implemen-
tations. Furthermore, it is necessary to carefully examine the
possible impact of environmental variables, such as changes in
lighting, on the performance of the UAV and YOLOv8 model.

VI. CONCLUSION

In summary, this study has used UAV footage to highlight
the strong performance of YOLOv8 in detecting diseases in
rock melon leaves. The deep learning model exhibits notable
levels of accuracy and efficiency, highlighting its potential as
a useful asset in precision agriculture. While acknowledging
problems like limited datasets and the effect of changes in
the environment on the performance of models, the study has
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highlighted the strong features of YOLOv8 as a major step
forward in finding illnesses in agricultural settings. Overall,
YOLOv8 emerges as a pivotal technological advancement,
promising significant enhancements and advancements in agri-
cultural practices.

This study offers numerous tangible benefits for the agri-
cultural industry. Combining UAV data with a neural network-
based classification system greatly improves the identification
of melon leaf illnesses, allowing farmers to detect problems
at their initial stages. The efficiency of this technology is
especially advantageous for monitoring extensive agricultural
regions, resulting in time and labour savings compared to
conventional manual techniques. The neural network enables
rapid identification, timely intervention, and effective disease
management. The technology’s capacity to scale allows it to be
easily adjusted for large-scale farming operations, and the data-
driven decision-making process provides farmers with vital
knowledge to manage crops effectively. The research has the
potential to fundamentally transform disease control, resulting
in higher crop productivity, enhanced quality, and the adoption
of more sustainable farming methods in smart agriculture.

Further studies may considerably improve the performance
of the neural network-based classification system using other
types of DL models. Actively focusing on diversity in the
training dataset is one important approach. This study can
incorporate samples from various geographic regions, mete-
orological conditions, and growing seasons to create a more
comprehensive dataset. This diversity would strengthen the
model’s robustness and generalizability across many agricul-
tural contexts, as well as its capacity to adjust to various
environmental conditions. Then, further research could ex-
amine how UAV data can be integrated with other cutting-
edge sensing technologies. For example, drones have been
added to monitoring systems. This multidisciplinary strategy
might result in a more comprehensive and precise disease
detection solution for smart agriculture. Combining different
sensing technologies could lead to a more comprehensive
understanding of crop health and, ultimately, a more advanced
and efficient precision agriculture system.
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Abstract—The production technology of 3D digital content
involves multiple stages, including 3D modeling, simulation an-
imation, visualization rendering, and perceptual interaction. It
is not only the core technology supporting the creation of 3D
digital content but also a key element in enhancing immersive
application experiences in virtual reality and the metaverse. A
primary focus in computer vision and computer graphics research
has been on how to create 3D digital content that is efficient,
convenient, controllable, and editable. Currently, producing high-
quality 3D digital content still requires significant time and effort
from a large number of designers. To address this challenge,
leveraging artificial intelligence-generated methods to break down
production barriers has emerged as an effective strategy. With
the substantial breakthroughs achieved by diffusion models in
the field of image generation, they also demonstrate tremendous
potential in 3D digital content generation, potentially becoming
a foundational model in this area. Recent studies have shown
that diffusion model-based techniques for generating 3D digital
content can significantly reduce production costs and enhance
efficiency. Therefore, it is essential to summarize and catego-
rize existing methods to facilitate further research. This paper
systematically reviews 3D digital content generation methods,
introducing related 3D representation techniques and focusing on
3D digital content generation schemes, algorithms, and pipeline
based on diffusion models. We perform a horizontal comparison
of different approaches in terms of generation speed and quality,
deeply analyze existing challenges, and propose viable solutions.
Furthermore, we thoroughly explore future research themes
and directions in this domain, aiming to provide guidance and
reference for subsequent research endeavors.

Keywords—3D Digital content; computer vision; artificial intel-
ligence; diffusion models; 3D representation

I. INTRODUCTION

Humans describe the world through text, comprehend it
through images, and experience and interact with it in a three-
dimensional (3D) format. Therefore, generative models have
found widespread application in numerous aspects of life,
playing a significant role in advancing human society. Research
in recent years has mainly focused on text generation [1], [2],
[3], [4] and image generation [5], [6], [7], [8]. Text generation
is typically used for language tasks such as translation and
question-answering, while image generation often involves
creating visuals based on textual prompts. The generation
of 3D digital content has not yet achieved the extraordinary
capabilities seen in the domains of text and image generation.

*Corresponding authors.

Therefore, there is still a need to continue to promote related
research on 3D digital content generation.

3D digital content is extensively utilized in fields such
as film, architecture, virtual and augmented reality. However,
the current mainstream production of 3D digital content relies
heavily on 3D designers, leading to remarkably low production
efficiency and high entry barriers. Consequently, employing
artificial intelligence (AI) to generate 3D digital content can
significantly enhance production efficiency, reduce industry
barriers, and foster the development of related fields.

Zero-shot image models [9] are trained using hundreds of
millions of graphics data, which is difficult to achieve in the
3D domain. Table I presents a comparison between the data
volumes of mainstream 3D and 2D datasets. Conventional 3D
digital content generation methodologies predominantly utilize
3D datasets for training specific generative models [10], [11].
The advantage of this method lies in its ability to generate 3D
objects with consistent geometry. However, it is limited by the
current lack of sufficiently large 3D datasets and the absence of
efficient 3D digital content generation architectures, as well as
the computational power needed for their training. Therefore,
it is difficult for this 3D digital content generation method to
achieve a breakthrough in the short term. In light of this, this
paper focuses on using pre-trained diffusion models [7], [12],
[13] to supervise the generation of 3D digital content.

TABLE I. COMPARISON OF 3D DATASETS AND 2D DATASETS

3D 2D

Dataset Full Mesh Objects Dataset Images

ShapeNet [14] ✓ 51K ImageNet [15] 14M
AKB-48 [16] ✓ 2K COCO [17] 330K
OmniObject3D [18] ✓ 6K Open Image V7 [19] 9M
ScanObjectNN [20] 15K Places [21] 10M
3D-Future[22] ✓ 16K LSUN [23] 59M

Diffusion models, trained on billions of image-text pairs,
have propelled the latest advancements in text-to-image gen-
eration, demonstrating the capability to produce high-fidelity
images under textual prompts [24], [25], [26], [27], [28].
Utilizing pre-trained diffusion models for generating 3D digital
content [29], [30] significantly reduces computational power
requirements and dependence on 3D datasets, thereby greatly
enhancing the feasibility and efficiency of 3D digital content
generation. This paper meticulously investigates and analyzes
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methods for generating 3D digital content, focusing on two key
aspects: diffusion model priors and 3D representations. The
generation of 3D digital content is categorized into two types
based on the task: text-to-3D [29], [30], [31], [32], [33], [34],
[35], [36], [37] and image-to-3D [35], [38], [39], [40], [41]. To
compare the strengths and limitations of each approach, this
study conducts a horizontal comparison of different models in
terms of efficiency and quality. This paper also explores the
challenges associated with generating 3D digital content using
pre-trained diffusion models and discusses potential solutions
to these issues.

Our contributions are summarized as follows:

• This paper delivers an exhaustive review and investi-
gation of methods for generating 3D digital content,
with a foundation in diffusion models.

• A horizontal comparison and analysis are conducted
in this paper to discern variations in efficiency and
quality among different models.

• Several viable solutions are proposed in this paper to
address the current challenges in generating 3D digital
content using diffusion models.

• Potential future research directions in the field of 3D
digital content generation, guided by diffusion models,
are outlined in this paper.

Additionally, it is worth noting that there is currently a
lack of universally recognized evaluation metrics for text-to-3D
digital content generation. We currently assess quality solely
through visual observation, which introduces a certain level
of subjectivity. In the realm of image-to-3D digital content
generation, we will employ image-based metrics to objectively
evaluate the generated 3D digital content. Furthermore, due
to limitations in laboratory conditions, all experiments in this
paper were conducted using a single A40 GPU, and the results
are presented accordingly.

This paper is organized as follows: Section II introduces the
relevant background knowledge on 3D representation methods
and diffusion models. Section III conducts a comprehensive
analysis and study of the schemes, algorithms, and workflows
for both text-to-3D and image-to-3D conversions. Section IV
provides a holistic evaluation of existing 3D content generation
approaches, analyzing the strengths and limitations of different
methodologies. Section V explores the current challenges and
proposes envisioned solutions. Finally, the paper concludes
with a summary and presents our thoughts on future research
directions and themes in this field.

II. RELATED WORK

The generation of 3D digital content based on diffusion
models principally involves two components: 3D represen-
tation and diffusion priors. DreamFusion [29] pioneered the
integration of diffusion models into the task of 3D digital con-
tent generation. Subsequent studies in this domain have been
categorized into two approaches based on their characteristics:
optimization-based methods [42] and multi-view prediction-
based methods [43], [44]. The focal point of research in this
field has been centered on optimizing 3D representations or
fine-tuning diffusion models.

A. 3D Representations

In the fields of computer graphics and computer vision,
the 3D representation of objects encompasses various forms,
including point clouds [45], [46], voxel grids [47], [48],
meshes [49], [50], and implicit neural representations [51].
Each representation method has its distinct advantages and
limitations, suitable for different types of 3D tasks. In research
on 3D digital content generation based on diffusion models,
Neural Radiance Fields (NeRF) [51] or 3D Gaussian Splatting
[52] are commonly employed.

1) Neural radiance fields: NeRF uses a neural network to
learn the continuous volume density and color of a scene [53].
Central to NeRF is the utilization of a Multi-Layer Perceptron
to parametrically represent 3D objects, enabling high-quality
synthesis of new viewpoint images. Theoretically, it can model
shapes at any spatial resolution [54]. The MLP parameters,
denoted as θ, take the camera pose c as input. The output
comprises color and density. The process involves camera rays
traversing the scene, generating a set of sample points along
the ray path. The color and transparency of each sampled point
on the ray are cumulatively processed to synthesize the color of
each pixel. Subsequently, these colors and densities are utilized
in volume rendering to generate the image g(θ, c). NeRF can
learn from a series of 2D images taken from different angles
and synthesize highly realistic new viewpoint images, which
is crucial for achieving realistic 3D scene reconstruction.

2) 3D gaussian splatting: Structure-from-Motion (SfM)
[55] can estimate point cloud distributions from a set of
images using the COLMAP library. The work of 3D Gaussian
Splatting starts with sparse SfM points, modeling the geometry
as a set of 3D Gaussian functions. The fundamental idea of
3D Gaussian Splatting is to consider each point as the center
of a Gaussian distribution. These points, rather than being
isolated discrete entities, have a smooth, continuous weight
distribution around them. Each point influences its surrounding
area, quantified by a Gaussian function. Each 3D Gaussian is
defined by the point’s position, covariance matrix, and opacity
α. Specifically, the point’s position is the mean of the 3D
Gaussian, the covariance matrix determines the shape of the 3D
Gaussian, and the opacity α is used for splatting, with spherical
harmonics (SH) [56], [57] representing color. The method
uses adaptive Gaussian densification to control the number
and density of Gaussians per unit volume. This approach
overcomes the issues of slow rendering speed or compromised
image quality in previous methods, enabling high-quality, real-
time novel view synthesis at 1080p resolution.

B. Diffusion Models

Diffusion models consist of a forward process qt,t∈[0,1],
and a reverse process pt,t∈[0,1]. The forward process resem-
bles a straightforward Brownian motion with time-varying
coefficients [58]. Specifically, this process incrementally adds
noise ϵ ∈ N (0,I) to the original data x0, thereby gradu-
ally transitioning the data distribution towards a Gaussian
noise distribution [12], [59]. This step-by-step addition of
noise effectively transforms the original data into a state that
aligns with a predefined Gaussian distribution, laying the
groundwork for the subsequent reverse process. Conversely,
the reverse process employs a neural network to estimate the
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noise added at each step of the forward process, progressively
denoising the Gaussian distribution noise to ultimately restore
the original data distribution. The distribution in the forward
process is given by qt(xt|x0) := N (αtx0, σ

2
t I) and qt(xt) :=∫

qt(xt|x0)q0(x0)dx0. The coefficients αt and σt are selected
to regulate the proportion of original data and noise. At the
onset of the forward process, σ0 ≈ 0, while at the end, σ1 ≈ 1,
where α2

t = 1 − σ2
t [60], [61]. This careful adjustment of

coefficients ensures a gradual and controlled transformation
of the data. The reverse process, through a noise prediction
network ϵϕ(xt, t), predicts the noise added at each forward
step. The overall training is conducted by minimizing

LDiff(ϕ, x0) = Et,ϵ[ω(t)||ϵϕ(αtx0 + σtϵ, t)− ϵ||22] (1)

where, ω(t) is a weighting function that depends on
the timestep t. the noise prediction network can be used
for approximating the score function of both qt and pt by
Sϕ(xt, t) = −ϵϕ(xt, t)/σt.

Incorporating textual control within diffusion models en-
hances the controllability of the generated content [8]. Since
each image adheres to a specific distribution pattern, utilizing
the information embedded within the text as a directive al-
lows for the progressive denoising of Gaussian noise images,
culminating in the generation of images that align with the
textual information. This process specifically involves training
an encoder and a decoder, where the encoder maps images to
a latent space and the decoder reconstructs images from this
latent space data. The textual prompts y are encoded using
a text encoder τθ(y) and are integrated into each step of the
denoising process, which is trained by minimizing

LLDM = Et,ϵ,y[ω(t)||ϵϕ(xt, t, τθ(y))− ϵ||22] (2)

By introducing conditions into the noise reconstruction
process, controlled image generation is achieved. This method-
ology exhibits robustness in producing high-resolution images
with intricate details while maintaining the semantic structure
of the images [62].

III. METHODOLOGY

Diffusion models demonstrate extraordinary zero-shot ca-
pabilities in generating diverse images from textual descrip-
tions. Fig. 1. demonstrates the ability of diffusion models to
create multi-angular images using textual prompts.

"Cute dog's front" "Cute dog's side" "Cute dog's back"

"The front of a car" "The back of a car""The side of a car"

Fig. 1. Generate multi-angle images based on text prompts.

Pre-trained diffusion models, having been trained with a
vast array of internet data, have acquired an understanding
of the distribution of images of most objects from various
viewpoints [63]. By leveraging the geometric priors learned
from natural images by large-scale diffusion models and inte-
grating viewpoint control, fine-tuning these pre-trained models
enables the generation of images from different perspectives.
The viewpoint-conditioned diffusion models (Zero-1-to-3) [63]
learn the relative control of camera perspectives using synthetic
datasets, thereby facilitating the creation of novel views of
the same object under specified camera transformations. Fig.
2. demonstrates the capability of the viewpoint-conditioned
diffusion models to take a single-perspective image as input
and generate images from diverse viewpoints.

Output ViewInput View

Fig. 2. Generate different perspective images from a single viewpoint image.

The specific steps for using diffusion models as a prior to
guide the generation of 3D digital content are as follows: First,
initialize a 3D model, then continuously modify the shape of
the 3D model according to the prompt. Upon completion of
the iterative process, the final 3D model, when rendered from
any perspective, aligns consistently with the content described
in the prompt.

A. Text-to-3D

The work on generating 3D digital content from textual
prompts is built upon the foundations of text-to-image diffu-
sion models [8], [26], [27], [28]. Given that the end product of
diffusion models is an image, it’s not feasible to directly use
the results of diffusion models to supervise the generation of
3D digital content. However, it’s possible to utilize the denois-
ing process to guide this generation. The forward process of
the diffusion model involves adding noise to the original data
x0 at timestep t, resulting in a noised image αtx0+σtϵ. During
the reverse process, the noise prediction network estimates the
noise ϵ added at each step, thus the denoised image can be
represented as xϕ = [(αtx0+σtϵ)−σtϵϕ)]/αt. This indicates
that as long as the noise prediction is sufficiently accurate,
the final image generated from Gaussian noise will also be
accurate.

DreamFusion [29] employs NeRF as the 3D representation
and utilizes a pre-trained text-to-image diffusion model as a
critic. It achieves text-to-3D generation with impressive results
through Score Distillation Sampling (SDS) loss. Specifically,
the process involves rendering an image xrender from a given
viewpoint c using the differentiable renderer G(θ, c). Here,
G is a differentiable rendering function parameterized by θ,
representing the parameters of the 3D object. Random amounts
of noise are introduced into the rendered image xrender :=
G(θ, c) at various time steps t, resulting in xt = αtxrender +
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Image

NeRF

Render Image

Add Noise

Text Prompt

Diffusion Priors

Back Propagation

Fig. 3. A simplified framework for generating 3D digital content based on text prompts.

σtϵ [30]. The pre-trained diffusion model predicts the sampling
noise ϵϕ given a noisy image xt, noise time step t, and text
embedding y. It provides a gradient direction to update the 3D
volumetric parameters θ, with the overall gradient computed
by the SDS function.

∇θLSDS(θ) = Et,ϵ,c[ω(t)(ϵϕ(xt, t, y)− ϵ)
∂G(θ, c)

∂θ
] (3)

Here, ω(t) is a weighting function. The scene model G
and the diffusion model ϕ can be considered as modular
components. It can be demonstrated that this loss fundamen-
tally measures the similarity between the rendered images and
textual prompts [40]. During the iterative process, the SDS
loss backpropagates only to update the NeRF parameters θ,
without altering the pre-trained diffusion model. As iterations
progress, the 3D object gradually exhibits textures and geo-
metric shapes that align with the textual prompt. The overall
network architecture is succinctly illustrated in Fig. 3.

B. Image-to-3D

People possess the ability to envision the 3D structure of an
object from a single image, a skill largely derived from the vast
amount of prior knowledge accumulated through life experi-
ences. Much of the past research has focused on reconstructing
3D models from multi-angle images [56], [57], [64], [65]. This
approach is intuitive, as multiple viewpoints are essential for
acquiring 3D information. However, 3D reconstruction from
multi-angle images remains inefficient. This method requires
the collection and acquisition of images from multiple angles,
implying that it can only reconstruct objects that already exist
in the real world. An interesting aspect is that in industries with
a high demand for 3D digital assets, such as gaming, virtual
reality, and animation, the focus lies on innovative 3D models
rather than mere reproductions of the real world. Typically, the
creation of an original 3D model involves numerous steps, as
illustrated in Fig. 4.

Concept SketchConcept Art
Designer

Modeling Designer 3D Prototyping

Modeling Designer

Modeling Designer

Model Refinement

Model Finalization

2D Generative
Models

3D Generative
Models

Refined Models

Ordinary People

Past Future

Control Process

Fig. 4. 3D Model modeling process.

A promising approach to creating the requisite 3D models
is through the generation of corresponding 3D models from a
single image. While achieving controllability in diffusion mod-
els is a hot topic in further research [66], [67], [68], [69], there
still lacks effective means to precisely control the images they
generate. Consequently, the 3D models produced using text-
to-3D methods may not always meet specific requirements. In
other words, when inputting text prompts, no one can predict
the structure of the 3D model until the result is generated.
At this juncture, the task of image-to-3D conversion gains a
significant advantage.

DreamFusion [29] achieves a text-to-3D generation method
based on diffusion priors, demonstrating the exceptional ca-
pability of using diffusion priors to optimize NeRF. Related
work [38], [41], [70] attempts to apply diffusion priors to
single-image 3D generation. Owing to the fact that pre-trained
diffusion models are primed with textual prompts, the approach
for image-to-3D tasks diverges from that of text-to-3D tasks.
Specifically, image-to-3D requires a process of textual inver-
sion [68], differentiating it from the generation method used in
text-to-3D tasks. A simplified network structure is illustrated
in Fig. 5.

www.ijacsa.thesai.org 1223 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 15, No. 1, 2024

Diffusion Priors

Background Removal and Depth Estimated

Render Image
NeRF

Textual Inversion

1.Coarse Stage

Back Propagation

Add Noise

2.Refine Stage

Coarse Stage model

Diffusion Priors

Model Refinement
Network

Enhanced Output

Add NoiseRender Image

Fig. 5. A Two-stage framework for generating 3D digital content from a single image using diffusion priors.

"A fly pig"

"A delicious hamburger"

DreamFusion Latent-NeRF Score Jacobian Chaining ProlificDreamer DreamGaussian

Fig. 6. Qualitative comparisons of 3D digital content generation from textual descriptions.

The generation of 3D digital content from a single image is
typically a two-stage process. The primary task of the coarse
stage is to establish the model’s basic outline, followed by
refinement in the refine stage. Specifically, the coarse stage

begins with preprocessing such as background removal [71],
textual inversion [68], and depth estimation [72], [73] of the
reference image. Background removal focuses on isolating the
main object for modeling, while textual inversion generates
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corresponding textual descriptions to guide the diffusion prior.
Depth estimation provides a prior for depth information, super-
vising subsequent model generation. The overall process starts
with initializing a 3D model, rendering images from random
angles with added Gaussian noise, and then using a diffusion
model to optimize the 3D model through back propagation
using SDS loss and a series of reference image losses.

1) Reference view reconstruction loss: To ensure consis-
tency between rendered images Gθ(c) from reference view-
points c and the reference images x0 themselves, a reference
view reconstruction loss is typically introduced at the reference
viewpoints. This involves the use of Mean Squared Error
(MSE) loss on the reference images and their masks.

Lrec = λrgb||M⊙ (x0−Gθ(c))||22+λmask||M−M(Gθ(c))||22
(4)

Here, θ represents the parameters of the 3D object being
optimized, ⊙ is Hadamard product, M is related to the mask,
M(·) is the foreground mask acquired by the volume density
along the ray of each pixel. λrgb, λmask are the weights for
the foreground RGB and the mask [38].

2) Depth prior: At reference viewpoints, relying solely
on reference view reconstruction loss may result in poor
geometric shapes. To address shape blur, indentations, and
flatness, a depth prior is typically incorporated. Specifically,
this involves using a pre-trained monocular depth estimator
[72] to assess the depth d of the reference image. The depth
of the 3D content viewed from the reference viewpoint should
closely match this depth prior. Generally, negative Pearson
correlation is used for depth regularization.

Ldepth = − Cov(d(c), d)

V ar(d(c))V ar(d)
(5)

Here, Cov(·) denotes covariance, and V ar(·) calculates
standard deviation, d(c) refers to the depth modeled at the
reference viewpoint. Through the use of reference view recon-
struction loss and depth prior loss, the alignment between the
reference image and the 3D model at the reference viewpoint
can be optimized as much as possible. Although the estimated
depth may not accurately represent geometric details, it is
sufficient to ensure reasonable geometric shape and resolve
most ambiguities [40]. Furthermore, normal smoothness loss
[38] and diffusion CLIP loss [40] can also be added.

3) Diffusion prior: The supervision of novel view genera-
tion is guided by a diffusion prior. Textual inversion is used to
generate textual descriptions y for the reference images. The
SDS loss is employed for the continuous optimization of the
3D model.

The reference view loss includes details not captured by
textual prompts, and SDS loss ensures the generated 3D model
conforms to the object’s expected shape. Combined, they
ensure the model generation is faithful both to the reference
image and to the textual prompts.

Upon completion of the coarse stage, the generated 3D
model possesses a reasonable geometric shape, yet its overall
geometric structure and texture remain somewhat rough. Based
on the 3D model produced in the coarse stage, a model
refinement network [76] can be utilized for further refinement,

enhancing its geometric structure and texture. The overall
optimization process is fundamentally similar to that of the
coarse stage.

IV. EXPERIMENTS

In accordance with the primary research focus of this
paper, we categorize the current frameworks for 3D digital
content generation based on diffusion models into two distinct
types: text-to-3D and image-to-3D. All experimental results
were obtained using a single A40 GPU. Our analysis primarily
concentrates on two key aspects: the quality of the generated
content and the speed of generation.

A. Text-to-3D

In the comparative experiments of text-to-3D digital con-
tent generation, we encountered frameworks that were either
open-source or proprietary. For the open-source frameworks,
experiments were conducted using the original codes from the
respective papers. In the case of proprietary frameworks, we
uniformly utilized threestudio [77] for experimentation. We
acknowledge that there might be slight deviations in the results
generated by threestudio compared to the original outcomes;
however, we believe these differences do not significantly
impact our evaluative conclusions. Additionally, in the realm
of text-to-3D digital content generation, there are no univer-
sally accepted benchmarks for performance evaluation. Conse-
quently, qualitative assessments were primarily based on visual
inspections conducted by human observers. In our detailed
experiments, we compare recent methods (DreamFusion [29],
Latent-NeRF [74], Score Jacobian Chaining [34], Prolific-
Dreamer [75], DreamGaussian [35]) for generating 3D objects
from a textual prompt. Furthermore, considering the influence
of textual prompt types on the model’s generative performance,
we employed two categories of textual descriptions: reality-
based and imagination-based.The results of the generation are
illustrated in Fig. 6.

Through a comparative analysis of the generated mesh
quality and the overall generation time, as detailed in Table II,
we observed that for objects existing in reality, ProlificDreamer
[75] exhibits the highest quality of generation, albeit at the
slowest speed. While DreamGaussian [35] may not match
the former in terms of quality, it outperforms in generation
speed. For imaginary objects, current mainstream frameworks
struggle to achieve high-quality generation. We propose two
avenues for optimization: firstly, refining textual prompts to
more intricately describe the content envisioned, which could
enhance the resultant generation. Secondly, augmenting the
capabilities of the diffusion model by training it with larger
datasets.

ProlificDreamer [75] proposed the use of Variational Score
Distillation (VSD) to address issues such as over-saturation,
over-smoothing, and low-diversity in the SDS loss. The core
concept involves sampling within the distribution of 3D scenes,
representing the 3D distribution with 3D parameter particles.
A gradient-based particle updating rule is derived based on
Wasserstein gradient flow. Despite its ability to achieve high-
quality generation results, Prolificdreamer’s method requires
alternating training between LoRA [78] and NeRF during the
training process, leading to prolonged training times. In con-
trast, DreamGaussian [35] employs 3D Gaussian Splatting [52]
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TABLE II. MULTI-PERSPECTIVE COMPARATIVE ASSESSMENT OF TEXT-TO-3D DIGITAL CONTENT GENERATION FRAMEWORKS

Method DreamFusion [29] Latent-NeRF [74] Score Jacobian Chaining [34] ProlificDreamer [75] DreamGaussian [35]

3D Representations NeRF NeRF NeRF NeRF 3D Gaussian Splatting
Number of Stages Single Two Single Three Two
Mesh Quality ⋆ ⋆⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆⋆
Avg. Time ∼40 minutes ∼1 hour ∼25 minutes ∼13 hours ∼4 minutes

TABLE III. QUANTITATIVE RESULTS ARE PROVIDED FOR PSNR ↑, LPIPS ↓, AND CLIP-SIMILARITY ↑

Dataset Metrics Zero-1-to-3 [63] Magic123 [38] DreamGaussian [35] Stable Zero123

RealFusion15
PSNR↑ 35.22 35.20 35.47 35.40
LPIPS↓ 0.10 0.13 0.08 0.07

CLIP-Similarity↑ 0.86 0.90 0.83 0.88

for 3D representation, significantly accelerating the generation
speed.

B. Image-to-3D

In the comparative experiments for image-to-3D digital
content generation tasks, we utilized the RealFusion [41]
dataset, comprising 15 distinct objects, for our analysis. We
compare recent methods (Zero-1-to-3 [63], Magic123 [38],
DreamGaussian [35], Stable Zero123) for generating 3D ob-
jects from a single unposed image, with specific experimental
results depicted in Fig. 7. Unlike the generation of 3D digital
content from textual prompt, the quality of 3D content gen-
erated from a single image can be assessed based on image-
related metrics.

1) PSNR: PSNR is a widely used standard for quantifying
the quality of image reconstruction or image compression. It
measures the pixel-level differences between the original and
the compressed or reconstructed image. PSNR is calculated
based on the Mean Squared Error (MSE) between the two
images. Generally, a higher PSNR value indicates that the
reconstructed image is closer in quality to the original image.
It primarily evaluates the pixel-level similarity between the
reconstructed or compressed image and the original image, but
it may not always align with human perceptual differences.

2) LPIPS: LPIPS is a more modern, deep learning-based
metric used to assess the perceptual quality and similarity
of images. LPIPS calculates the similarity by comparing the
activations of a deep neural network when processing two
images. This approach aims to more closely resemble the
human visual perception system. LPIPS is used to evaluate
the perceptual similarity of images, especially in cases where
pixel-level metrics may not capture all aspects of human
perception.

3) CLIP-Similarity: CLIP-Similarity is a metric used to
evaluate the semantic similarity between images, based on
features extracted by the CLIP model. Unlike traditional image
similarity metrics that focus on pixel-level details, CLIP-
Similarity measures how semantically or contextually similar
two images are. CLIP-similarity is particularly useful when
the evaluation criteria extend beyond mere visual or pixel-
level accuracy and venture into the realm of contextual and
conceptual alignment.

For evaluating the quality of generated 3D content from
reference viewpoints, we follow the metrics used in previous

studies [41], [70]. We employed PSNR and LPIPS [79] metrics
to compare the rendered images against the reference images,
thereby assessing the generation quality from reference view-
points. For images rendered from novel viewpoints, the quality
was evaluated using the CLIP-similarity [9], as presented in
Table III. Moreover, because we preprocess the original images
in the process of generating 3D digital content from images,
we applied the same treatments to the rendered images of the
final 3D models during comparisons to ensure the accuracy of
experimental results.

Our findings reveal that DreamGaussian [35] exhibits the
fastest generation speed and achieves the highest quality when
viewed from a reference perspective. However, it is noteworthy
that its performance in generating novel views is comparatively
inferior. On the other hand, Magic123 [38] demonstrates
superior performance in generating high-quality novel views
by incorporating a dual prior in both 2D and 3D dimensions.
Simultaneously, the experimental results also confirm that the
combination of diffusion models and 3D Gaussian Splatting
[52] can achieve rapid 3D digital content generation, although
there is room for further improvement in generation quality.

V. DISCUSSION

This study analyzes the frameworks related to text-to-
3D content generation and image-to-3D content generation
based on diffusion models, conducting extensive experiments.
Through experimental comparative analysis, we identified nu-
merous challenges in 3D content generation based on diffusion
models.

A. Current Issues

1) Janus problem: Due to the primary approach of utilizing
the diffusion model to guide rendering images from various
perspectives, subsequently directing the generation of 3D mod-
els, the Janus problem is pervasive in the task of 3D digital
content generation based on the diffusion model.

2) Over-Saturation: Using SDS loss in the generation of
3D content leads to issues such as over-saturation, over-
smoothing, and low-diversity problems.

3) Controllability: Achieving precise control in the gener-
ation of 3D content from text prompts is challenging, relying
solely on textual cues.
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Reference Magic123 DreamGaussian Stable Zero123Zero-1-to-3

Avg.Time ~13 minutes ~40 minutes ~2 minutes ~8 minutes

Fig. 7. Qualitative comparisons of 3D digital content generation from a single image.

4) Editability: Currently, there is no effective means to edit
generated 3D content through artificial intelligence.

5) Imagination: Despite effective generation for real-world
objects, the diffusion model struggles with the 3D reasoning
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and imagination capabilities required for generating novel
objects.

6) Primary view dependency: Tasks involving the genera-
tion of 3D content from a single image often require the input
to be the primary view of the target object.

7) Evaluation metrics: A lack of a unified evaluation
system for assessing the quality of generated 3D content.

8) Generation quality: Diffusion model-based 3D object
generation faces issues of insufficient generation quality, re-
sulting in objects that may lack realism or exhibit insufficient
detail.

9) Shape inconsistency: Generated 3D objects may exhibit
shape inconsistencies, particularly with complex geometric
structures or topological relationships.

10)Scale disparities: Current 3D content generation mod-
els struggle to effectively handle objects of varying scales and
are unable to generate 3D models of different sizes based on
specific requirements.

B. Potential Solutions to Some Issues

1) Janus problem: To address the Janus problem, employ-
ing multi-view [80] or 3D perception [37] diffusion models can
help alleviate the issue. Additionally, an incremental modeling
approach, similar to a “humanoid printer”, can be applied,
generating 3D models for partial views gradually.

2) Over-Saturation: An approach akin to that proposed by
prolificdreamer [75], employing Variational Score Distillation
(VSD), can be adopted to address the issue of over-saturation
and further enhance the quality of generated 3D models.
However, it is noteworthy that this method may lead to a
reduction in efficiency.

3) Controllability: While achieving controllability in text-
to-3D content generation tasks remains challenging, leveraging
image-to-3D generation tasks can facilitate more controlled 3D
content generation.

4) Editability: Editing of 3D content can be achieved
through image editing techniques [66] or by combining Chat-
GPT [1] to map text or voice into latent space for effective
editing.

5) Imagination: In order to improve the generation perfor-
mance of models, it is suggested to employ richer semantic
description information. Alternatively, a more powerful diffu-
sion model can be trained by incorporating a larger dataset.
These strategies aim to enhance the overall effectiveness of
the model in generating high-quality outputs.

6) Primary view dependency: Further enhancing the capa-
bilities of novel view synthesis models to generate primary
views of objects based on input images.

VI. CONCLUSION

With the continuous development of generative artificial
intelligence, the scope of generated content is expanding
beyond text, audio, and image domains, gradually progressing
towards the generation of 3D objects and environments. Fueled
by the visions of virtual reality, augmented reality, and the

metaverse, the demand for 3D digital content across various
industries is expected to further burgeon.

Current research indicates that different frameworks for 3D
digital content generation exhibit advantages and limitations in
terms of both generation quality and efficiency. Through our
specific investigations, we posit that the integration of diffusion
models and 3D Gaussian Splatting will be a focal point in the
future research of 3D digital content generation. Additionally,
constrained by the controllability issue in text-to-3D, a viable
workflow for 3D digital content generation is as follows: firstly,
generate images from text, providing creators with creative
input. Subsequently, employ artificial intelligence to optimize
and edit the image content to achieve the desired appearance.
Then, use an image-to-3D generation framework to create a
3D model. Finally, import the generated 3D model into 3D
modeling software for further refinement.

With the advancement of 3D object generation frameworks,
future research is expected to extend from individual objects to
scene generation. How to integrate procedural scene generation
with artificial intelligence in the future is a question worthy of
consideration.

In summary, this review comprehensively elucidates how
diffusion models can be leveraged for 3D digital content
generation. We analyze key frameworks for 3D digital con-
tent generation and experimentally validate the efficiency and
feasibility of combining diffusion models with 3D Gaussian
Splatting for modeling. We summarize the existing challenges
in 3D digital content generation based on diffusion models and
propose potential solutions for some of these issues. Overall,
we contend that image-to-3D digital content generation aligns
more closely with societal applications, though we remain opti-
mistic about the future of text-to-3D digital content generation.
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Abstract—Interest in autonomous robots has grown signif-
icantly in recent years, motivated by the many advances in
computational power and artificial intelligence. Space probes
landing on extra-terrestrial celestial bodies, as well as vertical
take-off and landing on unknown terrains, are two examples
of high levels of autonomy being pursued. These robots must
be endowed with the capability to evaluate the suitability of a
given portion of terrain to perform the final touchdown. In these
scenarios, the slope of the terrain where a lander is about to
touch the ground is crucial for a safe landing. The capability
to measure the slope of the terrain underneath the vehicle is
essential to perform missions where landing on unknown terrain
is desired. This work attempts to develop algorithms to assess the
slope of the terrain below a vehicle using monocular images in
the visible spectrum. A lander takes these images with a camera
pointing in the landing direction at the final descent before the
touchdown. The algorithms are based on convolutional neural
networks, which classify the perceived slope into discrete bins.
To this end, three convolutional neural networks were trained
using images taken from multiple types of surfaces, extracting
features that indicate the existing inclination in the photographed
surface. The metrics of the experiments show that it is feasible to
identify the inclination of surfaces, along with their respective
orientations. Our overall aim is that if a hazardous slope is
detected, the vehicle can abort the landing and search for another,
more appropriate site.

Keywords—Terrain slope estimation; spacecrafts; robotics; ar-
tificial intelligence; machine learning techniques; deep neural
network; computer vision

I. INTRODUCTION

In recent decades, interest in autonomous robots has signif-
icantly risen. Through the use of autonomous systems, we refer
to systems that are conceived with capabilities to make certain
types of decisions during the execution of their missions,
minimizing the need for human-operator interventions. Their
capability to accomplish missions that might be hazardous for
humans (e.g., exploring celestial bodies or disaster monitor-
ing), as well as to automate everyday tasks (e.g., driving cars
or moving objects within a warehouse), make them highly
valuable. They are currently the object of multiple research
efforts addressing a wide range of challenges.

Space probes navigating in the proximity and landing on
extraterrestrial celestial bodies [1], [2], [3] or indoor [4] and
outdoor [5] navigating drones are among the most common
applications of autonomous systems. For a robot intended to
land on an asteroid (or other unexplored celestial bodies), the
details of the terrain and local slope of its surface are very
likely unknown, unless the celestial body had been previously
studied thoroughly (e.g., the Moon or Mars) [6]. Moreover,

as their missions might take place at large distances from
Earth, real-time communication with ground stations might
not be feasible, as the signals would require on the order
of a number of minutes to traverse the path from the probe
to Earth. Therefore, capabilities for autonomous navigation
and landing are highly required. Likewise, vertical take-off
and landing (VTOL) aircraft exploring unknown terrains also
constitute highly demanded applications of these systems [7],
[8]. In the aforementioned scenarios, landing on surfaces that
are not well-known or mapped would require the lander to
make decisions on how to approach and where to touch
ground, thus minimizing the intervention of human operators
[6], [9]. Fig. 1 shows an area of the Martian surface, with its
many geographical features, including flat and inclined areas.
A completely autonomous robot approaching the surface for
landing should be able to determine whether it is going to
touch down on a flat or inclined area.

Fig. 1. Photograph of a piece of the martian surface. Credit:
NASA/JPL-Caltech/Univ. of Arizona.

When a space probe or VTOL aircraft lands, the final
descent to the surface intends to follow position and attitude
trajectories that ensure a smooth touchdown, with the entire
landing gear leaning simultaneously on the ground. In general,
these trajectories aim to touch ground at areas where a vector
normal to the local terrain is somewhat aligned with the
negative local gravity vector [6], [10]; however, there have
been some efforts to study the feasibility of take-off and
landing from sloped terrain [11]. Fig. 2 illustrates this concept.

In Fig. 2, there are two landers, one denoted by A (on the
left hand-side of the figure), and the second denoted by B (at
the center of the figure). The arrows labeled as DM show the
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Fig. 2. Schematic view of robots landing on flat and inclined terrain.

direction of motion of both landers, and the local gravity vector
is also depicted. The two dextral coordinate systems, denoted
as B, fixed to the bodies of the landers A and B, respectively,
can also be observed. The unit vectors zB always point along
the legs of the body, while the unit vectors yB point towards
the right side of it, as can be seen in Fig. 2. Correspondingly,
xB = yB × zB .

A hypothetical piece of terrain where the probes would land
is also displayed in Fig. 2. Assume that the piece of terrain
consists of multiple piecewise planar surfaces, k, that are
continuously concatenated, and each of which has a different
slope represented by a local normal unit vector Nk associated
with it. The depicted scene shows Lander A about to touch
ground on an area with zB = −N1. In contrast, Lander B
is about to touch ground on a highly inclined region with
respect to zB . This may cause the lander to touch ground
on its left leg. If the lander ignores the inclination of the
surface upon touching ground, it might constitute a hazard
for the landing moment. The robot would touch ground with
only its left leg, perhaps overloading it; alternatively, it could
turn over, roll down, or even slip down, leading to an undesired
termination of the mission. For sake of clarity, zB A and zB B

will hereafter be indistinctly referred to as zB .

In order to avoid these hazards, these robots should be
endowed with the capability to sense that the surface under-
neath is highly inclined, with respect to its attitude (as with
Surface 2); and, hence, that it is necessary to navigate to a
more suitable location for touching ground (as with Surface
1). Understanding information on the terrain and the slope of

the surface underneath constitutes an essential task in any of
the following cases: (I) A team at the control center makes the
decision on where and how to land, and imparts the commands
to the robot; or (II) the robot decides by itself where to land
and how to accomplish it.

Current and past missions have used distance-based sen-
sors, such as a radar or lidar [12], [13], [14], in order to
evaluate the slopes of the terrain underneath. In both cases,
electromagnetic waves are sent towards an object or sur-
face, with respect to which the measuring distance is deter-
mined.The time at which the reflection of these waves reaches
the sensor is measured, which enables the computation of the
distances to multiple points. An advantage of these sensors
is the accuracy with which they can measure the terrain;
however, they are usually expensive and power-consuming.
Motivated by the aforementioned scenarios, we explore the
feasibility of using individual images from a monocular camera
(in the visible spectrum) to classify the relative inclination
between the focal plane of the camera (associated with the
vector zB in Fig. 2) and the piece of terrain photographed
by the camera (associated with the vector N in Fig. 2). This
contribution would allow a lander to use monocular images to
evaluate the inclination of the terrain underneath and assess
whether or not it is a good site to touch ground. This work
proposes an alternative methodology to evaluate the slope of
the terrain, based on the processing of monocular images
with artificial neural networks. The aim of this concept is
not to substitute the usage of radars and lidars, but to assess
another operational principle that could be used on its own
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or fused with information retrieved from the aforementioned
sensors. To the best of our knowledge, we could not find
approaches similar to the one presented herein, which is why
we considered it interesting to evaluate the feasibility of the
approaches elaborated in the following.

A. Related Work

Computer vision applications for space vehicle navigation
have been pursued intensively in recent decades [15]. In this
respect, photo-cameras also constitute sensors that can be
used for relative attitude determination and position. When
two or more spacecraft are flying in proximity or performing
docking maneuvers, images in the visible spectrum can provide
highly relevant information to determine the relative position
and attitude between them [9], [16], [17]. Images or videos
recorded by the cameras are processed by algorithms that
identify feature points (which might be pre-defined or not)
and track them along the sequence of images. The position
of these feature points in the images provides an indication
about the relative position and orientation between the two
spacecraft during the maneuvers. In these types of applications,
the information retrieved from images is usually fused with
information provided by other sensors, such as gyros, range
finders, and star trackers.

In the context of aerial vehicles, the use of computer
vision techniques has also been intensively explored, especially
for landing and collision avoidance purposes. In [18] and
[19], the usage of optical flow measurements for deriving
control laws for landing VTOL unmanned aerial vehicles on
moving platforms was investigated. In study [20], optical flow
measurements were exploited for the determination of landing
control laws of UAVs in cluttered environments. In study [21]
and [22], optical flow was also used, but for collision avoidance
purposes. In study [23], neural networks were implemented to
process video signals for indoor navigation assistance in ma-
neuver planning. In study [24], a thorough survey of the vision-
based techniques used for UAV navigation was presented.

There have also been efforts to determine terrain slopes
from multiple overlapping aerial or satellite imagery [25],
[26], [27], [28], [29], [30], [31]; however, these articles were
not specifically intended for implementations in autonomous
systems that make decisions in real-time from individual
images, as they need to combine multiple overlapping images
to determine the slope of the photographed terrain.

Extracting 3D features from 2D scene projections (images)
has been considered a central challenge in computer vision. It
has been extensively tackled in a diversity of contexts, and
through multiple approaches. Among them, using texture cues
to understand the shapes of 3D geometries has been highly
pursued [32], [33], [34]. In research [35], the recovery of
3D shapes from the observed distortions in the density of
the textures was analyzed, and the corresponding equation
for determining the shapes of planar and curved surfaces
was derived. In study [36], [37], and [38], affine transforms
were proposed to model the relationship between the texture
distortion and direction of the points in the image. Using
these transforms, the orientation and shape parameters were
estimated for multiple directions in the image. In study [39],
the authors adopted 3D morphable models that are fitted to

pixel intensity, edges, and specular highlights, thus maximizing
the posterior probability of the parameters upon the input
image.

The estimation of depth (the coordinate along the line of
sight) from monocular images also constitutes another highly
pursued technical challenge, as local features do not represent
enough information to estimate the depth of arbitrary points
in images. Usually, depth is perceived as a result of two or
more associated vision sensors (stereo-vision). In study [40],
a Markov Random Field was used to learn depth cues from
monocular images, which were used to reinforce a stereo
vision system. In study [41], depth maps for still scenes were
estimated, based on depth cues captured by supervised learning
algorithms. In study [42], using the Lucas–Kanade method,
the authors aimed to estimate the depths in scenes captured
by a moving camera. In research [43], the authors exploited
de-focus (blur) and textures to estimate depth maps. In study
[44], a CNN was utilized to estimate the relative and absolute
depth maps, which were optimally combined. In study [45], a
ranking approach was used for relative depth estimation.

Terrain characterization can be considered a specific ap-
plication of 3D shape estimation. In robotics navigation, ter-
rain characterization is essential for the landing and ground
traversal of robots performing on unknown terrains. Computer
vision applications have also been extensively used for this
purpose. In study [46], the authors proposed a system for
terrain recovery which could be used for autonomous rotor-
craft. The system aims to recover the material properties and
geometry of the local terrain, using stereo cameras, a global
navigation satellite system (GNSS), and inertial measurement
units (IMU). In study [47], principal component analysis was
used to estimate the normal vectors of surfaces, in order to
determine traversable and non-traversable areas from depth
images. This method was implemented in a rover-like robot,
equipped with cameras and depth sensors, which allowed
for the measurement of three-dimensional point clouds. In
researches [48] and [49], algorithms based on convolutional
neural networks (CNN) were presented for the classification
of different terrain types and surface features, from both
orbital and ground images. These outcomes were then used to
determine terrain traversability for rovers. Terrain classification
has been also pursued based on proprioceptive signals [50].

This work attempts to use convolutional networks to extract
features from monocular images, thus allowing for estimation
of the slope of the piece of terrain just below a landing vehicle.
We presumed that a properly trained neural network can find,
in monocular images, indicators of the slopes and orientation
of the terrain below. These cues would mainly be in the
variations of the visual textures (densities and sizes) across
an image. To further define the problem tackled in this article,
several more concepts are introduced.

B. Incidence Angle, Far and Near Sides

In many scenarios where the human eye is looking at a
given surface, the brain can understand whether the surface
is normal or inclined with respect to the line-of-sight (LOS)1.

1By line-of-sight, we refer to the line joining our eyes (or the camera) with
the aimed object
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This is an ability that we learn when our vision system com-
mences its development, which improves as we are exposed
to more types of surfaces with different inclinations. We do
not have the capability to accurately measure the relative
angle between the LOS and the plane of the surface we are
looking at. However, we can distinguish qualitatively high
relative inclinations from low or null inclinations. For instance,
consider Fig. 3a and Fig. 3b, which show images of a street
surface paved with stones, taken at different angles. i denotes
the incident angle, which is defined as the angle between the
LOS and the vector N normal to a given surface.

(a) Incident angle i ≃ 0.

(b) Incident angle > 0.

Fig. 3. Surfaces perceived as looking with different incident angles.

Fig. 4a and Fig. 4b show a person looking at a surface from
i = 0 and i > 0 deg, respectively. Generally speaking, a person
could determine, only from an image, whether i > 0 or not.
The reader could probably determine that the surface shown in
Fig. 3b has a higher incident angle, with respect to the surface
of the street, than that of Fig. 3a. Clearly, the texture of the
surface we are looking at helps us to distinguish the angle of
incidence. A purely plain surface with an incident angle would
be impossible to distinguish from the same surface with a null
incident angle.

Furthermore, it can also be seen, from Fig. 3b, that the
upper part of the image was at a larger (far side) distance

(a) Null incident angle, i = 0.

(b) Incident angle > 0.

Fig. 4. Person looking at a surface from different incident angles.

from the focal plane of the camera than the lower part (near
side) of it. The far side and near side of an image denote the
sides of it that are farther from and closer to the focal plane,
respectively. This is illustrated in Fig. 5a and Fig. 5b. Fig. 5a
illustrates the case where the angle of incidence of the camera
with respect to the surface is null, which would correspond to
the Lander A of Fig. 2 if it had a camera pointing along its zB

axis. Fig. 5b represents a scenario where the angle of incidence
is considerably greater than zero, which would correspond to
what would be seen by a camera pointing along zB in Lander
B. In the latter case, the far and near sides are indicated in the
image.

Moreover, for images characterized by i > 0, we define
a roll angle, r, as the angle measured clockwise between a
vector from the center of the image pointing towards the far
side of it and a vector from the center of the image pointing
towards the upper edge of it.

With the definitions stated above, the goal of this article is
to report two experiments, aimed at deriving algorithms that
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(a) Null incident angle, i = 0.

(b) Incident angle, i > 0.

Fig. 5. Difference in geometries for images taken with i = 0 (case A) and
with i > 0 (case B).

solve the following problem: With a single monocular image
of a surface in the visible spectrum, classify the angle between
the normal vector at the photographed surface and the optical
axis of the camera (i.e., zB) using the following categories:

• Normal (no inclination), r undefined, denoted as type
N, as seen in Fig. 3a;

• Upward inclination, r = 0 deg, denoted as type UI,
as seen in Fig. 3b;

• Downward inclination, r = 180 deg, denoted as type
DI, as seen in Fig. 6a;

• Leftward inclination, r = 270 deg, denoted as type
LI, as seen in Fig. 6b;

• Rightward inclination, r = 90 deg, denoted as type
RI, as seen in Fig. 6c.

(a) Surface with incident angle i > 0 and r = 180 deg.

(b) Surface with incident angle i > 0 and r = 270 deg.

(c) Surface with incident angle i > 0 and r = 90 deg.

Fig. 6. Different angles r for images with i > 0 deg.

A few observations follow. Tackling the problem as a
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classification problem constitutes a coarser measurement and
is fairly easier than determining the angles precisely as contin-
uous real numbers. However, it is an essential first step in the
major goal of an ongoing project, aimed at precisely estimating
these angles as real continuous variables. Indeed, one of the
described experiments classifies the images considering three
ranges of values for the incidence angle: 0 deg, 20 deg, and
40 deg. The two aforementioned experiments are elaborated in
the following sections.

In order to derive a solution to the problem stated above, we
trained convolutional neural networks using images of diverse
types of surfaces. These surfaces represent ground terrains
where a lander might perform a touchdown. The appearance of
a landing surface can be very diverse. Therefore, we intended
to obtain an algorithm that can work well with multiple
textures, including some that can be found in the Earth’s
ground types and others that are not necessarily observed
as ground surfaces. Including images with multiple textures
allows the CNNs to learn features that can provide information
about the angles i and r, even when the angle is sensed across
images having different textures. Section II-C displays samples
of the types of surfaces used in this work.

Artificial neural networks (ANNs) have been used exten-
sively for classification problems [51]. They represent algo-
rithms that can be very efficient for solving high-dimensional
classification problems. Once they have been trained, they can
process given inputs and return the probabilities that these
inputs to belong to any of the classes for which they have
been trained. Training refers to the process that optimizes the
internal coefficients of the operator to the specific classification
process intended [52], [53].

In the field of image processing, CNNs constitute a power-
ful tool for image classification and interpretation [54]. CNNs
are special types of NN that are well-suited to dealing with
images. The images are introduced as tensors, where each entry
of the tensor dictates the color intensity of its corresponding
pixel. Upon every input image, the CNN performs a sequence
of mathematical operations on the numerical values assigned
to each pixel, and computes the probability of the whole image
(or a part/parts of it) corresponding to a given pre-defined class.

CNNs are mainly composed of convolutional layers and,
possibly, other types of intermediate layers. A convolutional
layer is a portion of the algorithm where convolutional filters
are applied to the input of that layer. By means of these
convolutional filters, CNNs perform convolutional operations
on these images, extracting features that provide indications
about which of the pre-defined classes best characterize the
image analyzed [55].

Typical applications of CNNs include object recognition
within images [56], determining the position of sought objects
within images [57], [58], and identifying pathologies such as
CoViD-19 in pulmonary radiographies [59], [60], [61]. CNNs
can have multiple architectures. The architecture of a CNN
refers to the sequence in which the multiple operations are
applied to the input. In a given classification problem, different
architectures can produce different results, with the same
inputs. In this work, we intend to exploit these classification
tools to determine which of the aforementioned classes would
best characterize an image, thereby associating each image

with the most suitable ranges for i and r.

The approach proposed herein should enable a lander robot
to interpret how appropriate for landing, in terms of inclination,
the piece of terrain underneath it is. To date, CNNs have not
been used to analyze angles between the focal plane and the
photographed surface. The contribution of this work consists
of a methodology to create algorithms that can classify the
incidence angle of an image into certain pre-defined categories.
These algorithms could become an essential tool for space
probes or autonomous VTOL aircraft, in order to determine
whether a piece of terrain has a slope that makes it appropriate
landing site.

The remainder of the paper is structured as follows: Sec-
tion II describes the image collection and preparation pro-
cesses, as well as the architecture of the convolutional neural
network implemented for the classifier. Section III elaborates
on the obtained results and discusses potential directions for
improvement. Finally, Section IV presents our main highlights
and observations in this work.

II. METHODOLOGY

This work reports two experiments in which, using CNNs,
we address two versions of the problem stated in Section I.
These experiments are referred to as Experiment I and Exper-
iment II, and are described in the following. The proposed
pipeline, which represents the procedures followed by the
experiments, is shown in Fig. 7. The figure shows the process
of collecting images, augmenting the data set, and training and
testing the respective convolutional neural networks.

A. Experiment I

This experiment aimed to derive algorithms to solve the
following problem: With a single image of a surface, taken
by a single camera in the visible spectrum, classify the angle
between the normal vector at the photographed surface and
the optical axis of the camera (i.e., zB) into the following
categories:

• Normal (no inclination), r undefined, denoted as type
N, as seen in Fig. 3a;

• Upward inclination, r = 0 deg, denoted as type UI,
as seen in Fig. 3b;

• Downward inclination, r = 180 deg, denoted as type
DI, as seen in Fig. 6a;

• Leftward inclination, r = 270 deg, denoted as type
LI, as seen in Fig. 6b;

• Rightward inclination, r = 90 deg, denoted as type
RI, as seen in Fig. 6c.

As previously stated, these problems were tackled using
CNNs. At present, there exist several CNN architectures that
are renowned for having very good performance in certain
types of image classification problems. To address this ex-
periment, we implemented two different architectures and
compared the exhibited performance. These architectures are
described in Section II-A1 and Section II-A2.
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Fig. 7. Schematic representation of the pipeline which represents the procedures followed by the experiments.

1) Convolutional neural network based on the VGG16
architecture: First, we implemented a convolutional neural
network based on the VGG16 architecture. This architecture
was proposed by the Visual Geometry Group at the University
of Oxford, winning the ILSVR (Imagenet) competition in 2014
[56]. Since then, it has become widely used, thanks to its
excellent performance. It was described in the seminal work
by Simonyan and Zisserman [62] and, since then, has been
implemented in a variety of applications [63], [64], [65]. A
schematic view of the architecture of this CNN is presented
in Fig. 8.

In its original implementation, the input of the first con-
volutional layer had a fixed size of 224 × 224 and was of
RGB type. The image was processed through an array of 13
successive convolutional layers with max pooling layers in
between every two or three convolutional layers, as displayed
in Fig. 8. Convolutional filters of 3 × 3 were used in every
convolutional layer, with stride of 1 pixel and padding of
1 pixel. Spatial pooling was performed in a total of five

max-pooling layers. The max-pooling was performed through
windows of 2 × 2 pixels and a stride of 2 pixels. After the
convolutional layers, three dense layers with 4096 nodes each
were used, followed by the final softmax layer. The hidden
layers were built using rectified linear unit (ReLU) activation
functions.

In this work, the implementation of the VGG16 network
was accomplished using the Keras API [66]. Keras is a pro-
gramming interface for Tensorflow, which is a Google open-
source library for machine learning applications [67]. Keras
has a built-in implementation of the VGG16 network that
allows for image sizes different from the original configuration
of 224 × 224 pixels, enabling us to define a model using an
image size of 300×300. Keras also enables the user to remove
the three fully connected layers at the end of the network that
the original version of VGG16 had. In this work, these layers
were removed, and the output of the convolutional layers was
passed through a filter of the average pool type with a size of
2 × 2 pixels. Subsequently, a single fully connected layer of
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Fig. 8. Schematic diagram of the VGG16 CNN architecture. Credit: https://neurohive.io/en/popular-networks/vgg16/.

128 nodes was added with the ReLU activation function and,
finally, a five-node output layer with softmax activation was
used [68].

2) Convolutional neural network based on the xception
architecture: Another architecture assessed in this work is
Xception. Xception was developed at Google by F. Chollet. It
is based on the concept of “inception modules,” and is endowed
with 36 convolutional layers for feature extraction [69]. This
architecture seems very promising, as it outperformed other
precedent networks with similar number of parameters on large
data sets such as ImageNet [56] and another Google internal
data set denoted by JFT.

Like VGG16, the Xception architecture can be also im-
plemented through the Keras framework [70]. In its default
implementation, the size of the input images is 299 pixels ×
299 pixels, with 3 channels. However, disabling the default
top layer of this CNN allows for the use of images with other
sizes. We opted to disable the default top layer, in order to keep
the same input size of 300 pixels × 300 pixels, and replaced
the disabled layer by another fully connected layer with 128
nodes.

In the resulting architecture, the image is processed through
an array of 14 blocks of successive convolutional layers.
Each block is composed differently, combining depth-wise
separable convolutional layers with ReLU activation functions,
and 3×3 max-pooling layers. As with the previous architecture
(Section II-A1), the output of the convolutional layers was
passed through a filter of the average pool type, with a size
of 2× 2 pixels and a fully connected layer of 128 nodes with
the ReLU activation function. Likewise, the output layer had
five nodes with softmax activation.

3) Training and testing sets: In this experiment, the whole
data set consisted of 1500 images, which included 300 images
of type UI, 300 images of type DI, 300 images of type LI, 300

images of type RI, and 300 images of type N. The training set
was constructed including 250 images of each class, while the
remaining images (50 from each class) constituted the testing
set.

In order to generate the images of class N (null inclination),
the mobile was held parallel to the surface, with an allowed
error up to 3 deg (i.e., i ≤ 3 deg). On the other hand,
the images that were not intended to be of class N (i.e.,
with inclination) were taken with i within a range of 30–
70 deg. With respect to r, for every class other than N, we
allowed it to include values of r centered at their nominal
values r0 (0, 90, 180, or, 270 deg) and within intervals of
r ∈ [r0 ± 5 deg].

4) Training process: For both CNN architectures, the
weights that were optimized were those of the fully connected
layers, while the weights of the convolutional layers were set
as the default pre-trained values.

The optimization of the weights was achieved using the
Adam optimizer [71], for which the learning rate lr was
scheduled as lr (k) = 0.001/ (1 + d · k), where k is the
iteration number and d = 0.00002857142. The loss function
J was categorical cross-entropy. Both models were trained for
40 epochs with batches of 30 observations.

B. Experiment II

Experiment II was considered as a natural step forward
from Experiment I. In this case, more refined categories for i
were pursued. We intended to obtain an algorithm that could
distinguish incidence angles in three classes: i0 = 0 deg,
i0 = 20 deg, and i0 = 40 deg. The sub-index 0 indicates the
nominal value for each corresponding class. The real images
were taken with some errors allowed (for i up to 3 deg) from
their corresponding nominal values. In other words, the class
with i0 = 0 deg actually contained angles i ≤ 3 deg. The class
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of i0 = 20 deg implied 17 deg ≤ i ≤ 23 deg, while that of
i0 = 40 deg included angles in the range 37 deg ≤ i ≤ 43 deg.
For each class with i0 > 0 deg, the algorithm had to distinguish
between r0 = 0 deg, r0 = 90 deg, r0 = 180 deg, and r0 = 270
deg. In total, there were nine classes, denoted by the following:
‘N’ (i0 = 0 deg), ‘20U’ (i0 = 20 deg and r0 = 0 deg), ‘20R’
(i0 = 20 deg and r0 = 90 deg), ‘20D’ (i0 = 20 deg and
r0 = 180 deg), ‘20L’ (i0 = 20 deg and r0 = 270 deg), ‘40U’
(i0 = 40 deg and r0 = 0 deg), ‘40R’ (i0 = 40 deg and
r0 = 90 deg), ‘40D’ (i0 = 40 deg and r0 = 180 deg), and
‘40L’ (i0 = 40 deg and r0 = 270 deg).

In this experiment, the architectures described in Sec-
tion II-A1 and Section II-A2 were initially attempted, but their
results were not promising. Hence, a third architecture was
pursued. This architecture was proposed in [68] and, due to
its similarities to the VGGNet architecture [62], it is referred to
as the compact version of VGGNet, named SmallerVGGNet.
The following section provides a description of it.

In this experiment, rather than considering nine mutually
exclusive classes, the problem was addressed as a multi-label
classification process. Each image was assigned to two labels.
One label indicated the incidence angle: either i0 = 0 deg,
i0 = 20 deg, or i0 = 40 deg. For the cases with i0 > 0 deg,
another label expressing the angle r0 was associated with them:
either r0 = 0 deg, r0 = 90 deg, r0 = 180 deg, or r0 = 270
deg. Thereby, by using the CNN to classify the images on i0
and r0, all of the cases of interest were addressed.

1) SmallerVGGNet architecture: A schematic representa-
tion of this architecture can be found in [68]. Following the
input layer, it has a first convolutional layer with 32 kernels
of size 3 × 3, activated by the Rectified Linear Unit (ReLU)
function. It uses a padding of 1 and stride of 1. This layer
is followed by a MaxPool layer of size 3 × 3 and a stride of
3× 3. A dropout scheme with a rate of 25% is applied before
the next convolutional layer. Then, there are two convolutional
layers, each of which has 64 filters of size 3× 3, and a ReLU
activation function. These are followed by another MaxPool
layer of size and stride 2 × 2. Another dropout layer with a
rate of 25% was applied before the next convolutional layer.
These layers are followed by another two convolutional layers,
with 128 kernels each, where each kernel had a size of 3× 3.
These convolutional layers are activated with ReLU functions,
and are concatenated to another MaxPool layer, of size and
stride 2× 2, and a dropout layer with rate 25%.

Following the aforementioned layers, there is a fully con-
nected layer of 1024 nodes with ReLU activation, a dropout
layer with a rate of 50%, and the final output layer activated
with sigmoid functions. It is important to note that, for Experi-
ment II, the problem was tackled as a multi-label classification
one, categorizing both angles i and r independently.

2) Training and testing sets: In this experiment, the train-
ing set consisted of:

• 1252 images of type N;

• 293 images of type 20U;

• 282 images of type 20R;

• 289 images of type 20D;

• 292 images of type 20L;

• 289 images of type 40U;

• 301 images of type 40R;

• 284 images of type 40D; and

• 288 images of type 40L.

Meanwhile, the testing set contained:

• 220 images of type N;

• 45 images of type 20U;

• 56 images of type 20R;

• 49 images of type 20D;

• 46 images of type 20L;

• 55 images of type 40U;

• 43 images of type 40R;

• 60 images of type 40D; and

• 56 images of type 40L.

The number of images of type N might seem much higher
than that for the other classes. This is due to the fact that, when
the initial set of images was augmented by rotating them, all
of the rotated images within the category N remained in the
same category. All these images were used with the intention
to provide images in category N with different roll angles.

3) Training process: The CNN was trained for initially 30
epochs, with batches of 32 images each. Optimization of the
weights was achieved by using the built-in Adam optimizer
[71], for which the learning rate lr was scheduled as lr (k) =
0.001/ (1 + d · k), where k is the iteration number and d =
0.00002857142. After the first 30 epochs, the CNN was re-
trained for another 10 epochs, but with a learning rate given
by lr (k) = 0.0005/ (1 + d · k).

C. Images and Surfaces Considered

The images used in this work for training show multiple
type of surfaces with different textures. They represent ground
terrains where a lander might accomplish touchdown. The
appearance of surfaces where a space probe might land can be
very diverse. There might be areas with multiple protruding
rocks, or areas that are mostly plain [72]. For VTOL aircrafts,
the landing surface could be also very varied, including grass,
concrete, and paving stones. We intended to obtain an algo-
rithm that can work with multiple textures, including some that
can be found on the Earth’s ground and others that are not
of ground-like types. Including images with multiple textures
allowed the CNN to learn features that can provide indications
about different inclinations, even across images of different
textures. Samples of these surfaces are shown in Fig. 6c, and
Fig. 9a–Fig. 9l.

The images were taken using a mobile telephone camera.
The device was a Samsung® S6 Edge. The resolution of
the camera was 16 megapixels. While taking the images, the
mobile was held manually, at a distance between 30 and 100
cm from the surface. However, for missions, the distance
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(a) Grass surface, r = 270 deg. (b) Concrete surface, r = 90 deg. (c) Wood surface, r = 0 deg.

(d) Tiles surface, r = 180 deg. (e) Wall cover, r = 90 deg. (f) Soiled concrete surface with rocks,
r = 0 deg.

(g) Tiles surface (other type), with
r = 0 deg.

(h) Tiles surface (other type), r = 0
deg.

(i) Table cover, r = 270 deg.

(j) Wood floor, r = 0 deg. (k) Granite surface, r = 270 deg. (l) Table cover, r = 270 deg.

Fig. 9. Different angles r for images with i > 0 deg.

from the ground at which images could be taken may be
highly diverse. Two important factors that would dictate the
appropriate distances are the resolution of the sensor of the
camera and its lenses, which entail the size of each portion
of ground represented by each pixel in the image. Hence,
in this work, the distance from the ground at which the
images were taken were arbitrarily set, as the main goal

was to demonstrate the methodology, rather than obtaining a
production-level algorithm for a specific mission. Furthermore,
the incidence angle does not depend on the distance to the
ground at which the images are taken. Therefore, we expect
that the features that characterize the angles i and r of an
image could be learned by a CNN across multiple images from
different distances.
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1) Image Pre-processing and augmentation: In general,
convolutional neural networks require inputs of a pre-
determined size. The size h = w = 300 pixels of the input of
the CNN was arbitrarily chosen. These values were considered
to provide images that were as large as possible (in order
to provide the training process with as much information as
possible), but still allowing for a training process that could
be carried out entirely without being prematurely terminated
due to a RAM memory shortage.

Once the images were resized to a common size, every
image was rotated clockwise three times (i.e., by 90, 180,
and 270 deg), in order to augment the data set. Moreover,
as the original images were of RGB type (i.e., their color
channels were in the order of red, green, and blue), the set
was augmented by converting them to GBR (i.e., green, blue,
and red, in that order).

Since the images were RGB (three color channels), each
image was represented by a tensor of dimension 300×300×3.
Once the final set of resized and rotated images was completely
defined, the intensity value corresponding to each pixel, for
each of the color channels, was divided by 255, in order to
scale their values into the range [0, 1].

III. RESULTS AND DISCUSSION

A. Experiment I

In this experiment, both CNN architectures were trained
and tested with the same training and testing sets. Recalling the
classification categories for Experiment I, Table I and Table II
show the confusion matrices obtained with the testing set,
for each of the two architectures. In these tables, U indicates
an upward inclination, L denotes leftward inclination, D is
downward inclination, and R represents rightward inclination.

TABLE I. CONFUSION MATRIX FOR VGG16 CNN

Predicted Classes

U L D R N

True Labels

U 43 0 0 3 4

L 3 40 0 4 3

D 1 2 41 1 5

R 2 3 2 39 4

N 1 1 2 6 40

A few observations can be drawn from Table I and Table II.
First, the number of true positive cases for each category, in
both tables, strongly suggests that it is feasible to train an
algorithm to classify the images, according to the categories
defined in this work. This means that, from individual monocu-
lar images, CNNs can extract useful information to determine
whether the terrain under a landing vehicle is inclined with

TABLE II. CONFUSION MATRIX FOR XCEPTION CNN

Predicted Classes

U L D R N

True Labels

U 43 1 0 1 5

L 2 41 1 3 3

D 1 0 41 0 8

R 0 4 8 34 4

N 0 5 3 2 40

TABLE III. PRECISION AND RECALL FOR THE VGG16-BASED CNN

Precision Recall F1 Score

U 0.86 0.86 0.86

L 0.87 0.80 0.83

D 0.91 0.82 0.86

R 0.74 0.78 0.76

N 0.71 0.80 0.75

TABLE IV. PRECISION AND RECALL FOR THE XCEPTION-BASED CNN

Precision Recall F1 Score

U 0.93 0.86 0.90

L 0.80 0.82 0.81

D 0.77 0.82 0.80

R 0.85 0.68 0.76

N 0.67 0.80 0.73

respect to the attitude of the vehicle, as well as the direction
of the inclination.

We found that the CNN based on VGG16 performed
slightly better than its Xception counterpart. Although the
numbers were somewhat similar in magnitude, the 39 correctly
predicted cases of rightward inclination against the 34, indi-
cated the advantage of VGG16 over Xception. For statistical
comparison, we observed the metrics of precision, recall,
and F1 score, as they constitute natural manners to evaluate
the performance of classification algorithms. Considering the
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Fig. 10. Evolution of the training of the VGG16-based CNN.

TABLE V. CONFUSION MATRIX: EXPERIMENT II

Predicted Classes

N 20U 20R 20D 20L 40U 40R 40D 40L

True Labels

N 220 0 0 0 0 0 0 0 0

20U 7 34 1 1 0 2 0 0 0

20R 4 0 49 3 0 0 0 0 0

20D 9 0 0 40 0 0 0 0 0

20L 4 4 0 0 38 0 0 0 0

40U 5 0 0 0 0 50 0 0 0

40R 4 0 1 0 0 0 38 0 0

40D 6 0 0 0 0 0 0 54 0

40L 8 0 0 0 4 0 0 1 43

precision, recall, and F1 scores displayed in Table III and
Table IV, none of the architectures outperformed the other in

every other metric.

Fig. 10 illustrates the progress in the prediction capability
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TABLE VI. PRECISION AND RECALL FOR EXPERIMENT II

Precision Recall F1 Score

N 0.82 0.76 0.90

20U 0.89 0.80 0.82

20R 0.96 0.88 0.92

20D 0.91 0.82 0.86

20L 0.90 0.83 0.86

40U 0.96 0.91 0.93

40R 1 0.88 0.94

40D 0.98 0.90 0.94

40L 1 0.77 0.87

of the CNN as the training advanced. It was observed that, after
25 epochs of training, the loss function of the validation set
stopped decreasing. We also observed that the loss function
computed over the training set and that over the validation
set diverged after approximately 10 epochs, which might be
indicative of overfitting. This could be resolved by adding more
images to the training set.

B. Experiment II

For the performance obtained in Experiment II, using
the architecture described in Section II-B1, Table V shows
the distribution of classifications obtained for the testing set,
while Table VI indicates the precision, recall, and F1 score
statistics obtained. These numbers suggest that the algorithm,
indeed, learned to distinguish the classes to which each image
belonged. This supports our work towards the next step, which
is generating a classifier that can provide estimates of the
angles i and r, but within many more classes; thus, describing
the measured angles more precisely.

IV. CONCLUSION

In this work, we explored the feasibility of using convolu-
tional neural networks to evaluate the slope of the terrain under
a lander, when it is about to touch ground. This capability may
be essential for certain missions, where autonomous landers
must accomplish landing maneuvers in unknown terrains.

Two experiments were described, where Experiment II was
considered as a natural extension of Experiment I. The latter
demonstrated the feasibility of using CNNs to classify image
angles into five categories, including normal and four cate-
gories with i > 0. The former exhibited that it is also possible
to quantify the angles i into more than binary categories. The
next step will be to train algorithms that can classify the images
into many more categories, or treat the problem as a regression
one, in which the outputs are real numbers for the angles r
and i.

It is important to mention that this work constitutes the
first step in a wider project, whose ultimate goal is developing
algorithms to precisely estimate angles between landers and
the terrain underneath them from monocular images.
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Abstract—This paper investigates the integration of Artificial
Intelligence (AI) into systematic literature reviews (SLRs), aiming
to address the challenges associated with the manual review
process. SLRs, a crucial aspect of scholarly research, often prove
time-consuming and prone to errors. In response, this work
explores the application of AI techniques, including Natural
Language Processing (NLP), machine learning, data mining, and
text analytics, to automate various stages of the SLR process.
Specifically, we focus on paper identification, information extrac-
tion, and data synthesis. The study delves into the roles of NLP
and machine learning algorithms in automating the identification
of relevant papers based on defined criteria. Researchers now
have access to a diverse set of AI-based tools and platforms
designed to streamline SLRs, offering automated search, retrieval,
text mining, and analysis of relevant publications. The dynamic
field of AI-driven SLR automation continues to evolve, with
ongoing exploration of new techniques and enhancements to
existing algorithms. This shift from manual efforts to automation
not only enhances the efficiency and effectiveness of SLRs but
also marks a significant advancement in the broader research
process.

Keywords—Artificial intelligence; systematic literature review;
scholarly data analysis; machine learning algorithms; natural
language processing; scientific publication automation

I. INTRODUCTION

Artificial intelligence (AI) has emerged to alleviate humans
from repetitive tasks that demand specific human skills. Like
any other field, scientific endeavors benefit from powerful
algorithms to expedite and enhance outcomes. Initiating a new
research project typically involves a thorough investigation of
relevant scholarly publications to comprehend the landscape
and identify activities significant for addressing similar or
related issues. The process of gathering documents, when
performed without prior training or well-defined parameters,
may lead to the omission of significant contributions [29]. A
comprehensive approach to searching and analyzing literature
can help reduce the likelihood of bias and inaccuracy in
research [24], [28].

A systematic literature review (SLR) is a secondary investi-
gation that assesses existing research, employing a widely rec-
ognized procedure to identify related articles, extract pertinent
details, and present their main findings in an organized manner
[33]. It is anticipated that a published literature review will

deliver a comprehensive summary of a corresponding research
subject, often providing a historical perspective that facilitates
the identification of research trends and unresolved issues.
Literature reviews are now a fundamental component of many
scientific fields, including medicine (with 13,510 published
reviews) and computer science (with 6,342) [47].

Conducting a literature review is known to be time-
consuming, especially when addressing a vast research subject.
In recent years, various systematic literature review (SLR)-
related tools have been developed for diverse purposes [47].
These tools can automate digital database searches, designate
relevant outcomes based on inclusion criteria, and provide
visual support for analyzing information from works’ authors
and their citations, among other capabilities. Particularly, the
automation of the SLR process is gaining attention in the field
of computer science research, offering strategies to construct
search phrases and retrieve publications semi-automatically or
manually from relevant scientific databases [76]. The utiliza-
tion of automated methods has proven to save time and costs in
selecting relevant articles [11], or providing a summary of the
findings [71]. However, some authors argue that the usefulness
of these automated tools is limited by their steep learning curve
and the lack of research analyzing the advantages they offer
[74].

This paper focuses on the computerized and automated
operation of SLR tasks, replacing manual labor with ML as
the primary driver. The goal is to enhance the capability of
automated review processes and technologies with some ad-
ditional understanding and suggestions. The initial application
of AI methods to automate SLR tasks occurred in 2006 [12],
where it was suggested that neural networks could be used
to automate the selection of relevant articles. Initial resistance
to this idea stemmed from concerns regarding the use of data
gleaned from secondary sources through text mining [51].

Following this concept, previous works by other re-
searchers have delved into powerful text mining techniques
[52], [58], [65]. Recent innovations in the field include the
integration of ML and natural language processing (NLP)
techniques [27], [76]. Considering the repetitive tasks involved
in a SLR methodology, the capabilities of AI for analyzing
scientific literature are vast. However, it’s crucial not to devalue
the role of human involvement in this process, as humans bring
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a holistic perspective that current AI techniques may lack.

An exciting development in the field of SLR is the rela-
tively recent introduction of AI tools for automating the entire
procedure — a field anticipated to continue expanding in the
coming years. The increasing curiosity level indicates that now
is an opportune time to analyze AI techniques presented as
solutions to various SLR tasks. This analysis includes a focus
on their intended use, sources of input and output, and the
need for human intervention. Several research efforts in the
field have incorporated AI techniques into their evaluations
of procedures and instruments for facilitating SLR tasks.
However, these investigations have taken either a more general
approach, considering any type of automation with or without
AI, or they have exclusively focused on AI [47], [76]. Some
experts have concentrated on the use of specific AI techniques,
such as ML methods, to address a particular problem [49] or
a specific SLR activity, like document selection [57], [58].

Despite these efforts, some investigations may lack a
comprehensive overview of the diverse ideas and procedures
involved in AI relevant to the entire SLR procedure. In
addition to providing a comprehensive overview of the field,
the present paper aims to expand on the significance of
human involvement—a perspective not fully addressed by the
partially autonomous SLR considered in the existing literature
reviews. Keeping these goals in mind, the following are a few
inquiry concerns, also known as Research Questions (RQs),
that inform our analysis of the current status of AI-based SLR
automation:

• RQ1: Which stages of the SLR process have been
automated using artificial intelligence?

• RQ2: Which AI methods facilitate the automation of
SLR tasks?

• RQ3: To what extent does the human factor into SLR
automation with AI?

As part of our survey, we conducted a systematic literature
search to address the above RQs. We identified the latest
original research articles from an extensive collection of ref-
erences retrieved through both mechanical and human search
systems. Reviewing these articles was essential to comprehend
the motivation behind employing AI for specific tasks. We then
scrutinized the inputs, outputs, and algorithmic choices of the
proposed methods, along with information on the experimental
evaluation of the approaches, including benchmarking metrics
and sample articles.

Our analysis revealed that certain SLR tasks have been
the subject of significantly more research compared to others,
with some ML approaches introduced in the early phases
still in use. However, we also identified more recent studies
investigating novel ML approaches that incorporate the human
dimension. Our findings in response to each RQ allowed us to
pinpoint several unresolved concerns and difficulties related
to the use of AI techniques for SLR tasks that they were
not specifically designed for. Additionally, we identified issues
related to experimental repeatability and other factors that have
not yet been thoroughly addressed.

The remainder of this paper is organized as follows:
Section II provides an overview of related work, highlighting

existing literature and studies pertinent to the integration of
AI in systematic literature reviews. In Section III, we delve
into the methodology employed in our research, elucidating
the approach and techniques used. Section IV explores the
landscape of AI-based support for the literature review process,
detailing advancements, tools, and strategies. Following this,
Section V outlines open issues and challenges associated with
AI-driven literature reviews. Section VI offers conclusions
drawn from our exploration and proposes avenues for future
research. These sections collectively contribute to a compre-
hensive understanding of the current state and potential future
developments in the intersection of AI and systematic literature
reviews.

II. RELATED WORK

A systematic examination of existing research, known as
a Systematic Literature Review (SLR), is a type of sec-
ondary investigation in a research field that systematically
combines and evaluates scientific research to synthesize recent
information, critically discuss current initiatives, and detect
research patterns. SLRs use established procedures for con-
ducting empirical research [33]. In particular, within Software
Engineering (SE), researchers have made efforts to provide a
comprehensive summary of methods devised for automating
the SLR procedure. With a methodical approach to searching,
they have reviewed the literature to shed light on different
approaches used to automate various aspects of the SLR
process [20].

In this context, our focus shifts to the work presented
in [19], which demonstrates how computer languages can
facilitate unsupervised ML for the synthesis and abstraction of
data sets taken from an SLR. This article skillfully showcases
the complementary roles that AI and ML techniques play in
coding, categorization, and synthesis of SLR data, utilizing the
qualitative method Deductive Qualitative Analysis [5].

While SLRs offer a clear and concise format for summariz-
ing expertise in a field, they are not without challenges, such
as the time required to complete them and the challenging
task of assessing the integrity of primary research [35]. Recent
analysis has highlighted prevalent hazards associated with SLR
replication, emphasizing issues resulting from the absence of a
defined methodology [38]. The approach [33] divides the SLR
procedure into the following stages:

1) Formulating phase: The first aspect involves making
a strategy. Justification for conducting an SLR in a research
area ensures it addresses a gap and contributes to knowledge.
Research queries are formulated to define the purview of
the SLR and guide its evolution. These queries may adhere
to predetermined structures, such as PICO (Population, In-
tervention, Comparison, and Outcome) or SPICE (Context,
Perspective, Intervention, Comparison, and Evaluation) [15].
In this stage, an evaluation procedure is designed, including a
comprehensive review technique applicable to each stage. The
search technique and its sources, such as science resources and
journals, are detailed in the protocol. Eligibility requirements
for article selection, data extraction, and quality evaluation
guidelines are also established.

2) Conducting phase: The second phase involves the ex-
ecution of autonomous searches in data and digital libraries.
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Search strings are obtained from either the formulated research
queries or constructed using a supplementary method [50].
Additional sources, including dark texts and snowballs, are
considered [42]. The former includes materials not publicly
available, such as dissertations and presentations. The snowball
effect involves discovering new literary works by examining
references and citations from previously discovered papers.
Relevant studies are identified by removing duplicates, evaluat-
ing candidates based on the name and summary, and applying
inclusion and exclusion criteria. These criteria specify the
quality standards each article must meet to be included in
the scope [60]. The fundamental subjects are then analyzed to
extract data, and summary statistics are obtained to synthesize
and visualize the collected data.

3) Reporting phase: The third phase focuses on the re-
porting process and the evaluation of the final report’s com-
pleteness and quality. Authors determine the manner in which
the material is discussed and presented, as well as whether
the evaluation result is suitable for publication. Criteria are
considered to evaluate whether necessary data can be found in
the SLR report [44].

III. METHODOLOGY

A. Search Strategy

The search strategy employs a combination of automated
and human searching methods. Automated searches were
conducted using the following sources: ACM Library, IEEE
Xplore, Scopus, SpringerLink, and Web of Science. The
search criteria, designed to retrieve publications, include a
range of terms incorporating systematic review keywords and
automation-related terms. General terms associated with au-
tomation were used rather than an exhaustive list of specific
AI methods for two distinct purposes: (1) to avoid skewing
the findings in favor of certain methods, ensuring inclusion
of less prevalent ways in the final tally; and (2) to prevent
the creation of lengthy and complicated search strings that
may be challenging for databases to process. Title, keywords,
and abstracts were considered in the search criteria. The
resulting search string was easily adaptable for each data
source. Additionally, a manual search was conducted using
reverse snowballing. After reviewing the titles and abstracts of
the initial eight candidate papers, six were added to the final
list.

Fifty prospective papers were identified and underwent
further evaluation to ensure their alignment with our research
aims. For this purpose, both exclusion and inclusion criteria
were developed. Papers written in languages other than En-
glish, those with unavailable full content, and publications
lacking a demonstrated peer review process were excluded.
The inclusion criteria set specific requirements for paper con-
tent. Each research paper must focus on automating multiple
steps of an SLR and discuss the usage of AI-based methods
for inclusion in the current survey. This general criterion is
further subdivided into mutually exclusive options:

1) The paper explains a novel algorithm, instrument, or
method facilitating full or partial mechanization of
SLR;

2) It provides an examination of the relevance of AI in
SLR, along with a critique of the latest developments
in this field of study; and

3) The paper presents a summary of SLR tools applica-
ble to one or more phases.

B. Data Extraction

Once each primary research article has been identified, data
extraction is performed following the guidelines outlined in
[33]. One author reviews each article, with the assistance of
a second reviewer in cases of ambiguity. The data extraction
form includes meta-information such as authors and affilia-
tions, research types, publication years, and publishing years.

The data extraction form also includes categories to define
the AI approach followed in each paper. Specifically, each
paper’s content is summarized based on the following criteria:

1) Phase and aim of the SLR: Each paper is classified
according to the phase of SLR automation, and each phase’s
categorization is followed by a description of the particular
step(s) involved in that phase.

2) AI domain and technique: The paper is assigned to
one or multiple automated academic subfields and contains
a concise explanation of the employed algorithm or technique.
We also record whether the societal factor is at play.

3) Experimental framework: Types of primary research
include empirical, theoretical, application, and review. We
compile the body of data and the indicators used for perfor-
mance evaluation for empirical investigations.

4) Repeatability: Changes are made if any of the supplied
tools, datasets, or algorithms require them. We verify the acces-
sibility of any websites or repositories cited as supplementary
material to ensure repeatability.

IV. AI-BASED SUPPORT FOR THE LITERATURE REVIEW
PROCESS

A literature review process often involves some visionary
and mechanical constraints, prompting the development of
AI-based technologies to alleviate the workload for potential
authors. AI technologies aim to handle time-consuming and
repetitive tasks, allowing authors to focus on interpretation,
intuitive leaps, and skills [72].

To provide readers with insight into the current state of
knowledge in this domain, we systematically evaluate each
stage of the literature review process, highlighting existing
AI-based tools and discussing the potential for further AI
assistance. The following agenda can outline opportunities for
additional industrial development and enhancement [69].

Table I presents a concise overview, indicating whether
each stage is capable of being assisted by AI and guiding the
reader toward relevant tools. The term “melted brief” refers
to a succinct summary, capturing the essence of each stage’s
AI-assistive potential.

In particular, we conducted a comprehensive review of
relevant literature on AI-based tools, consulting sources such
as [1], [21], [26], [37]. Given the dynamic nature of AI
technologies and the rapid evolution of AI tools, we focused
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TABLE I. AI-BASED TOOLS FOR STEPS IN THE REVIEW PROCESS

Steps AI-based Tools Potential for AI-support
1. Problem Formulation

1) Resources for software development supporting thematic
analyses based on LDA models [3].

2) GUI applications and programming libraries supporting
scientometric analyses [67].

1) Moderate potential with AI potentially pointing
researchers to promising areas and questions or
verifying research gaps.

2. Literature Search
1) TheoryOn enables ontology-based searches for constructs

and construct relationships in behavioral theories [43].
2) Litbaskets supports researchers in setting a manageable

breadth in regard to the magazines that have been covered
[9].

3) LitSonar allows syntax interpretation of queries between
database servers, as well as (journal coverage) creating
reports [66].

1) Very high potential since the most important
search methods consist of steps that are repet-
itive and time-consuming, that is, amenable to
automation.

3. Screening for Inclusion
1) ASReview offers screening prioritization [75].
2) ADIT approach for researchers capable of designing and

programming ML classifiers [40].

1) A significant opportunity for partly automated
assistance in the initial stage screen, which
requires many repetitive decisions.

2) Substantial possibility of an extra screen, requir-
ing substantial expert judgement (particularly
for ambiguous cases).

4. Quality Assessment
1) Statistical software packages (e.g., RevMan).
2) RobotReviewer for experimental research [48].

1) There is a possibility for partially automated
quality control ranging from low to consider-
able.

5. Data Extraction
1) Software for data extraction and qualitative content anal-

ysis (e.g., Nvivo and ATLAS.ti) offers AI-based function-
ality for qualitative coding, named entity recognition, and
sentiment analysis.

2) WebPlotDigitizer and Graph2Data for extracting data from
statistical plots.

1) Moderate potential for reviews requiring formal
data extraction (descriptive reviews, scoping re-
views, meta-analyses, and qualitative systematic
reviews).

2) Elevated for quantitative and discrete data points
(e.g., sample sizes), low for detailed information
that is ambiguous and open to multiple interpre-
tations (e.g., theorizing and main results).

6. Data Analysis and Interpretation
1) Descriptive synthesis Tools for text-mining [36], sciento-

metric techniques, topic models [55], [63], and computa-
tional reviews aimed at stimulating conceptual contribu-
tions [4].

2) Theory building: Examples of inductive (computationally
intensive) theory development [8], [45], [56].

3) Tools for doing meta-analyses, such as RevMan and
dmetar, are used in the testing of hypotheses.

1) Very high potential for descriptive syntheses.
2) Moderate potential for (inductive) theory devel-

opment and theory testing.
3) Low non-existent potential for reviews adopting

traditional and interpretive approaches.

our evaluation on those most pertinent to our primary objective
in the realm of Information Systems (IS) research. It is also
important to note that our review is not exhaustive; rather, its
purpose is to spotlight potential examples that can benefit IS
researchers. In the upcoming paragraphs, we take a focused
approach, examining AI-supported tasks individually. This
approach allows us to provide insights into tools that authors
can seamlessly integrate into a comprehensive data processing
and toolchain.

A. Step 1: Problem Formulation

In the initial phase of a comprehensive literature research,
authors bear the responsibility of not only defining and elu-
cidating research topics but also elucidating the fundamental
ideas and theories within the relevant field [69]. Furthermore,
scholars are advised to conduct a preliminary assessment of the
research gap, determining whether the gap has been adequately
addressed. Evaluating if the study’s issue offers an opportunity
for a substantial contribution that surpasses previous works
and determining its significance in filling the existing void are
crucial considerations in this phase [54], [62].

We envisage that AI can significantly contribute to the
synthesis of research issues, particularly in the phase focused
on identifying and validating open questions. With substan-
tial advancements in the scientific domain, researchers have
made significant strides in pinpointing gaps in the current
body of knowledge and formulating plausible hypotheses.
In this context, we anticipate that social science researchers
can leverage and adapt these findings to enhance their own
work. For instance, revolutionary developments in automated
hypothesis generation and experimental testing have emerged
in biochemistry, particularly within fully automated labs [34].
Additionally, ML strategies have been employed in sciento-
metric approaches, facilitating literature-based discoveries in
computer science [70]. These advancements underscore the
potential for AI to play a transformative role in issue synthesis
across various scientific disciplines.

Significant strides in information technology, particularly in
the realm of database inquiries, have garnered attention. Three
noteworthy resources underscore these recent advancements.
Notably, TheoryOn’s search engine [43] stands out. While
these advancements hold promise, especially for studies in the
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social sciences, their ultimate influence on research method-
ologies remains to be seen. In general, these technological
developments may prompt investigators to identify areas war-
ranting further exploration or additional research. However,
we acknowledge that, for problematization-driven research
that generates queries, a continued reliance on deliberative
democracy, particularly in the phase of problem identification,
may be necessary [2].

In addition to recognizing voids within existing studies
and areas calling for extensive exploration, AI holds the
potential to assist researchers in assessing whether these gaps
persist by locating prior assessments with similar or identical
content. However, it’s important to acknowledge that utilizing
AI in this context may introduce a degree of unpredictability
during the phases of discovery and verification, particularly
when identifying prior assessments with content resembling
the current study.

In conclusion, the support for this pioneering initiative in
AI-backed research is still in its infancy, marked by a lim-
ited number of documented approaches. Notably, the existing
software operates autonomously, diverging from the reliance
on established graphical user interface tools. For researchers
proficient in programming, inspiration can be drawn from
exploring the intersections of various literature or study areas.
This exploration opens avenues for cross-disciplinary research
and identifies areas where further investigation is warranted.
To facilitate this exploration, researchers can leverage sci-
entometric approaches and enhance their development [18],
[67]. Additionally, employing tools such as the LDA subject
model can contribute to the identification of potential research
directions [3]. As the field evolves, there is significant room
for growth, and researchers are encouraged to embrace the
interdisciplinary nature of AI-backed research to unlock its
full potential.

B. Step 2: Literature Search

In this stage, researchers embark on constructing a com-
prehensive corpus of published works utilizing a diverse set of
search techniques, including database queries, perusal of table
of contents, citation inquiries, and additional searches [69].
The objective of the literature search can vary, with authors
striving for either comprehensive, representative, or selective
coverage based on the review’s purpose [13].

Complex search strategies, involving multiple iterations
and leveraging the collaboration with artificial intelligence-
based technologies, are devised from corresponding search
methods. Given the diverse nature of the knowledge retrieval
process, encompassing various data sources such as journals,
conference proceedings, books, and various forms of grey
literature, alongside concerns about data quality, authors must
employ appropriate data management strategies. These strate-
gies should not only facilitate transparent reporting [61] but
also contribute to repeatability and reproduction [14].

Recent advancements in information technology, particu-
larly in the realm of database inquiries, have been noteworthy.
Three notable resources stand out in this regard. Firstly,
TheoryOn’s search engine [43] enables researchers to conduct
ontology-based inquiries for distinct elements and interactions
between themes across different behavioral hypotheses. This

offers an alternative to traditional databases and presents a
more sophisticated approach to information retrieval. Sec-
ondly, Litbaskets [9] contributes to the development of search
methodologies by remotely estimating the likely number of
responses from a database search based on predefined phrases
across various journals with editable entries. Thirdly, LitSonar
[66] adds automation to the search process by translating
search terms for multiple book systems, including databases
like EBSCO Digital Library, AIS eLibrary, and Lexisnexis.
This tool is particularly promising as it provides real-time
updates on service availability, potentially identifying database
prohibitions (periods during which articles are not searchable)
and alleviating challenges associated with database deficien-
cies.

In a broader context, the literature search phase holds the
potential for automation, addressing numerous technological
tasks that researchers encounter. The expanding volume of re-
search output, coupled with the imperative need for efficiency
and accuracy, underscores the significance of incorporating
robotics and AI assistance in activities that are predominantly
mechanical in nature [10], [25]. The integration of these
technologies not only expedites the literature search process
but also mitigates the inefficient use of faculty time resulting
from manual tasks. This becomes especially critical in an era
marked by the rapid proliferation of scholarly content.

C. Step 3: Screening for Inclusion

In this pivotal phase of the literature review, the authors
employ a systematic screening process to differentiate between
relevant and irrelevant papers. Conventionally, this phase is
bifurcated into a preliminary assessment based on titles and
abstracts, followed by a more rigorous second screening based
on full-texts [69].

Manual screening, involving the meticulous examination of
hundreds or thousands of documents, can be mentally taxing,
potentially hindering the accurate identification of challenging
scenarios. To mitigate this challenge, researchers are advised to
conduct an initial screening where obviously irrelevant articles
(based on titles and abstracts) are excluded. Articles posing
difficulty are intentionally saved for a more comprehensive
evaluation in the second round of screening.

The second screening involves a smaller sample, allowing
for efficient screening (after excluding the majority in the
initial screen). This stage involves a thorough examination of
materials, application of predefined stringent exclusion criteria,
and simultaneous independent evaluations, with group deci-
sions on borderline cases. The screening process, particularly
in hypothesis-testing reviews, requires stringent scrutiny, as
inclusion errors could significantly impact the study outcomes
[69].

Over time, the landscape of screening tools has evolved
with the incorporation of AI-based tools [21]. Among them,
ASReview [75], a tool with minimal limitations, stands out
as a promising option for IS researchers. Operating on health
sciences databases and requiring PubMed IDs are not signifi-
cant limitations for ASReview. This tool, developed recently,
is noteworthy for its transparency (under the Apache-2.0
License), script accessibility (implemented in Python), and the
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ability to easily integrate new features. ASReview employs var-
ious ML classifiers, including Naive Bayes, logistic regression,
Logical Regressive Analysis, and randomly generated forest
classifiers. It leverages initial diversity decisions to enhance
subsequent decision accuracy. Researchers receive a ranked
catalog of papers (titles and descriptions), facilitating efficient
processing of an ordered compilation. The tool even allows
for automated exclusion after screening a specific number
of papers consecutively, streamlining the screening process.
Papers with borderline relevance can be deferred for later
assessment, guided by their content [75].

For researchers with coding proficiency, customization of
the discourse method is possible [40]. In situations where the
evaluation of popular theories becomes impractical due to the
sheer volume of pertinent documents, the prospect of randomly
selecting theory-contributing publications is proposed. This
approach leverages algorithms used in ML to identify a subset
of relevant journals from the larger pool, thereby offering a
randomized sample typical of how scientists articulate their
work during literature reviews [40].

Anticipating the AI-support potential, the first screening
demonstrates high efficacy, while the potential for the second
screening is moderate. The initial screen, involving fewer
exclusions, is more amenable to digitization and AI assis-
tance. This presupposes computers with proficient reading and
comprehension capabilities for brief descriptions and titles.
Conversely, the subsequent screen deals with the remaining
instances and may prove challenging due to the less stan-
dardized nature of IS research. Unlike fields like Medical
and Biological Sciences, IS research lacks commonly used
categories for constructs, standard keyword vocabulary (e.g.,
MeSH terms), and consistently descriptive paper titles, making
effective classification challenging [58]. This challenge is not
exclusive to machines and equally affects human reviewers.

Screening and search, treated as information retrieval tasks,
should primarily be evaluated based on recall, representing
the proportion of successfully retrieved relevant papers. Tra-
ditionally, literature reviews aimed for high recall, resulting
in exhaustive searches, low precision, and increased screening
burdens [43]. AI-supported ontology-based searches, such as
those facilitated by ASReview, hold the promise of efficiently
alleviating a portion of the screening load by increasing
precision.

The screening processes remain among the most time-
consuming aspects of a literature review process [10]. When
considering the potential of AI assistance for these steps,
it’s crucial to recognize that the reliability of manual screen-
ing methods should not be overstated, as even screenings
conducted by experts exhibit a disagreement rate of 10%
on average [81]. Augmenting researchers’ screening activities
with AI tools can help identify inconsistent and potentially
erroneous screening decisions, enhancing the reliability of the
screening process.

D. Step 4: Quality Assessment

The evaluation of major empirical research for method-
ological flaws and potential sources of bias is an integral
part of the quality assessment process [23], [33], [69]. This
phase aims to gauge the extent to which the findings of

evaluations, particularly those intended for theory testing, may
be influenced by various types of bias, such as selection bias,
mortality bias, and evaluation bias. Parallel and independent
execution of these procedures is recommended to ensure high
dependability [69].

The prospect of AI-based tools contributing to these pro-
cesses is considered to have a low to middling chance for
two primary reasons. Firstly, the task of judging the quality
of a method is challenging, requiring expert opinion and often
presenting difficulties in achieving high inter-coder agreement
[22]. Secondly, IS reviews, whether quantitative or qualitative,
typically involve manageable numbers of samples, making
manual assessments feasible.

For researchers conducting meta-analyses and systematic
literature searches, conventional tools like RevMan, adhering
to standards for evaluating qualitative research methodology
and risk of bias [7], or equivalent statistical application envi-
ronments such as R and SPSS are commonly used. Addition-
ally, AI-based applications like RobotReviewer [48] offer rele-
vance to IS meta-analyses. RobotReviewer, focusing on risk of
bias assessment in randomized controlled trials within the life
sciences, serves as an exemplary instance of explainable AI.
It enables scholars to trace ratings in each bias area back to
their source within the full-text document. This transparency
contributes to the reliability and interpretability of the bias
assessment process.

E. Step 5: Data Extraction

The extraction of data, both qualitative and quantitative,
involves the identification of relevant information and its cate-
gorization into a (semi) structured code sheet [69], [79]. This
step is more prominent in description, scoping, and theory test-
ing reports compared to narrative reviews and assessments of
theoretical development, which tend to be more selective and
interpretive. Commonly utilized software for all-encompassing
subjective data analysis includes ATLAS.ti and NVivo, which
are increasingly incorporating ML and NLP techniques. These
techniques include methods for information extraction from
data tables, automation of descriptive coding, Named Entity
Recognition (NER), sentiment analysis, and analysis of statis-
tical plots. Examples of tools for extracting data from statistical
plots include WebPlotDigitizer and Graph2Data.

The potential for AI support in this step is anticipated to
be moderate. Future advancements may focus on improving
the efficiency of information extraction, highlighting crucial
elements in an article, and facilitating the organization of in-
formation in suitable databases. However, complete automation
of more intricate data elements is not expected in the near
future. Despite the more standardized disclosure practices in
the medical professions, tools for extracting features such as
Population, Intervention, Comparison, and Outcome (PICO)
criteria are still in their early stages of development [26].

F. Step 6: Data Analysis and Interpretation

The concluding stage of the evaluation process in literature
reviews can take various forms depending on the type of
assessment [69]. Some literature reviews emphasize intricate
scenarios that provide insights and profound hermeneutic in-
terpretations, while others aim to eliminate subjectivity that
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might compromise the reliability of summary statistics and
generalizations.

IS researchers employ various instruments for data anal-
ysis, depending on the main objectives for knowledge de-
velopment [64]. For comprehensive synthesis, several well-
established techniques are available, including text-mining
tools [36] and instruments that utilize scientometric, computa-
tional, or Latent Dirichlet Allocation (LDA) models to analyze
and visualize themes, theories, and research communities [6],
[17], [41], [55], [68], [70], [77], [78]. For example, text-mining
tools can provide descriptive insights based on topic modeling,
offering a promising approach to conceptual contributions [39],
[53], [63]. In the realm of IS, meta-analysis programs and
libraries, such as RevMan and the R package dmetar [7],
are utilized for putting hypotheses to the test. Future AI-
based technologies supporting data analysis should consider
the diverse approaches available. While AI can efficiently ease
certain aspects of descriptive evaluations through topic model-
ing, the creative and unstructured nature of theory development
poses challenges for AI-led theory-building efforts [8], [45],
[56].

The inductive method of IS theory development seems
most amenable to AI assistance, although current examples
in the behavioral research domain may not match the inge-
nuity and originality exhibited by exceptional theoretical and
historical context articles [4], [39], [53], [63]. It is crucial to
emphasize that AI’s contribution to theory development lies
not only in identifying connections but also in elucidating
the “why” behind these connections and establishing funda-
mental philosophical foundations of justification [25], [82].
This aspect remains an unrestricted challenge for future theory
advancement based on AI.

Fig. 1 illustrates the three layers of the SLR-centric
approach, emphasizing the goals for research, design, and
action within the Information Systems (IS) domain. This three-
layered SLR-centric model within the IS domain underscores
the interplay between infrastructure, methodologies/tools, and
actual research practices, showcasing the integral components
for successful literature reviews.

Fig. 1. SLR-Centric research, design, and action.

Quality assurance is integral to ensuring the accuracy,
dependability, and consistency of data collected and analyzed

during the literature review [23], [33], [69]. Smart technolo-
gies, incorporating automation and clever algorithms, enhance
the efficiency and effectiveness of literature review operations
[30], [31], [46], [59], [73], [80]. Improved databases are
essential for efficiently storing, maintaining, and retrieving
literature review data [14]. Integrating these features into
the infrastructure supporting SLR substantially enhances the
quality, efficiency, and insights of the review process.

The standardization debate in the realm of Information Sys-
tems (IS) revolves around whether standardized approaches,
methodologies, and technology should be embraced across
multiple IS applications or whether variety and flexibility
should be prioritized [32]. The concept of sharing supplemen-
tary research outputs emphasizes the necessity of sharing not
only traditional research publications but also other significant
outputs contributing to the research process. This includes
datasets, code, methodology, negative outcomes, and other
relevant items [64].

V. OPEN ISSUES AND CHALLENGES

A. The Emphasis is Primarily on One Activity

Automating SLR processes using AI research is heavily
skewed towards the execution of paper selection procedure,
especially during the phase of paper assignment. While this
activity is also time-consuming, it is important to note that
applying AI to various tasks within the SLR process requires
attention. Preliminary tasks, such as AI-driven writing activi-
ties (e.g., drafting research questions, specifying exclusion/in-
clusion criteria, and presenting SLR reports), are areas that
need further development.

B. More Research Needs to Be Done on AI Methods

While there is a broad range of AI fields and techniques,
certain ones have not yet been employed in SLR automation.
Methods for optimization and inquiry, for instance, have not
been thoroughly investigated as potential solutions for SLR-
related tasks. These strategies, traditionally used to resolve
planning issues, may find application in prioritizing resources
during the initial stages, such as selecting the best databases or
assigning papers to editors based on their skills. Compared to
ML, knowledge representation and NLP are less frequent, and
most proposals appear to be in early stages. Therefore, there
is a need for more tools and frameworks to develop solutions
based on these methods.

C. Additional Active Human Participation can Benefit Artifi-
cial Intelligence

The cooperation between humans and AI methods or
instruments is currently limited in terms of scope and nature.
Under an active learning strategy, the human role is primarily
focused on providing labels for paper selection. However,
the organizing and composing phases, which demand greater
human capabilities, might benefit from engaging artificial
intelligence. Involving people in this process could result in
additional positive outcomes, such as tailoring the results to
their preferences.
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D. The Adoption of AI for SLR Automation can be Enhanced

Most current successful ideas are rooted in either the medi-
cal or technological domains, with specific domain taxonomies
or concepts sometimes used to construct the list of capabilities.
Full replicability of genuine systematic literature reviews is
not always achieved, and the lack of benchmarks remains a
significant obstacle. Evaluating AI techniques across a broader
range of SLRs and expanding the scope of discussed issues
requires additional development.

E. Users of SLR Automation may Lack Expertise in Artificial
Intelligence

Many ML techniques examined thus far, such as support
vector machines (SVM) and neural networks, which are com-
monly referred to as “black-box” techniques. The challenge
arises from insufficient confidence in automated conclusions
due to the participation of scientists from diverse disciplines
in SLRs, who may not necessarily be experts in AI. There
has been limited exploration of models using human-readable
code, including simple decision trees and rule-based systems.
Furthermore, the utilization of contemporary explainable tech-
niques has the potential to enhance the outcomes of black-box
artificial intelligence solutions developed in this field.

VI. CONCLUSIONS AND FUTURE WORK

A. Conclusions

Literature reviews represent just one facet of a laborious
and error-prone process that can be streamlined with the
assistance of artificial intelligence (AI). It is not surprising that
not all tasks involved in Systematic Literature Review (SLR)
planning, execution, and reporting have been fully automated
to date. Our research indicates a strong inclination to leverage
AI, particularly Machine Learning (ML), to facilitate the paper
screening process, which entails sifting through thousands of
candidate papers to identify relevant ones. Natural Language
Processing (NLP) and ontologies prove especially beneficial
in handling semantic data for various tasks, although there is
a paucity of studies in these domains.

The findings highlight the need for a strategic roadmap
for AI-led research, development, and implementation across
different dimensions. Our primary objective is to foster the
growth of a vibrant AI-based Literature Reviews (AILR)
culture in the Information Systems (IS) field, offering enrich-
ing experiences for researchers at all stages of the research
process—from authors to reviewers to industry professionals.
The potential for extending AI-based tools and approaches
beyond the IS field, particularly for design science researchers,
holds great promise. We envision a future where IS researchers
actively engage in discussions and reflections on how to
optimally harness AI to advance their work.

B. Future Work

The future work outlined in the provided passage en-
compasses a comprehensive and forward-thinking strategy for
advancing the field of AI-based literature reviews. Initially,
the focus is directed towards extending the application of AI
across various phases of the systematic literature review (SLR)
process. While the current emphasis is on paper screening,

the call is for a more encompassing integration, suggesting
a desire to leverage AI capabilities throughout the entire
SLR workflow. This expansion could lead to more nuanced
and sophisticated automation, enhancing the efficiency and
effectiveness of literature review processes.

Additionally, the passage underscores the importance of
exploring advanced technologies, such as Natural Language
Processing (NLP) and ontologies, for semantic data analysis
in the context of literature reviews [16]. This suggests an
aspiration to move beyond basic automation and delve into
the realms of semantic understanding, potentially enabling AI
systems to discern and interpret the underlying meaning of
academic content. Moreover, the envisioned future involves
broadening the application of AI-based tools and methodolo-
gies to domains beyond Information Systems (IS), emphasizing
the need for transferability and interdisciplinary collaboration.
This push for broader applicability aligns with the broader
trend of fostering cross-disciplinary knowledge exchange and
collaboration.

Furthermore, the future work envisions a significant en-
hancement of the user experience for researchers engaging
with AI tools in the SLR process. This user-centric approach
aims to make AI more accessible to individuals with varying
skill levels, fostering inclusivity and democratizing the use of
advanced technologies in academia. Simultaneously, there is a
recognition of the importance of establishing benchmarks and
evaluation criteria to assess the effectiveness and efficiency of
AI-driven SLR processes. This emphasis on standardization
reflects a commitment to ensuring robust and comparable
outcomes in the application of AI methodologies to literature
reviews. Finally, ethical considerations emerge as a crucial
aspect of the envisioned future work, with a call to address
ethical implications and develop guidelines for responsible
AI implementation in research processes. This reflects a con-
scientious approach towards deploying AI in a manner that
upholds ethical standards and promotes responsible conduct
in academic research. In summary, the future work outlined in
the passage is characterized by a holistic vision, encompassing
technological advancements, usability improvements, interdis-
ciplinary applications, ethical considerations, and a commit-
ment to standardization in the realm of AI-based literature
reviews.
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Abstract—With the lightning growth of the Internet of Things
(IoT), enormous applications have been developed to serve indus-
tries, the environment, society, etc. Smart Health care is one of the
significant applications of the IoT, where intelligent environments
enrich safety and ease of surveillance. The database of the
Smart Hospital records the patient’s sensitive information, which
could face various potential privacy breaches through linkage
attacks. Publishing such sensitive data to society is challenging
in adopting the best privacy preservation model to defend against
linkage attacks. In his paper, we propose a novel Reciprocal
Bucketization Anonymization model as the privacy preservation
method to defend against Identity, Attribute, and Correlated
Linkage attacks. The proposed anonymization method creates
the Buckets of patient records and then partitions the data into
sensor trajectory and Multiple Sensitive attributes (MSA). A
local suppression is employed on Sensor Trajectory Data and
Slicing on MSA to get the anonymized data to be published
gathered by combining anonymized sensor trajectory and MSA.
The proposed method is validated on the synthetic and real-time
dataset by comparing its data utility loss in both sensor trajectory
and the MSA. The experimental results eradicate that the RB –
Anonymization exhibits the nature of best privacy preservation
against Identity, Attribute, and Correlated linkages attacks with
negligible utility loss compared with the existing methods.

Keywords—Anatomization; anonymization; entropy; pearson’s
contingency coefficient; and KL – Divergence

I. INTRODUCTION

The Internet of Things (IoT) ecosystem facilitates col-
laboration across various computing devices ranging from
sensors to complex processing systems with cloud storage. In
the digitally connected world era, IoT adoption has rapidly
increased in multiple applications, such as Smart Homes,
Smart Healthcare, and so on [1]. The IoT plays a crucial role
in building a secure cyber-physical communication system as
the essential requirement for deploying Intelligent applications.
Smart Healthcare systems primarily focus on patient real-time
monitoring through sensors and data management via the cloud
for remote access, such as Mobi-Care and MEDiSN [2].

Fig. 1. Structure of smart hospital.

Fig. 1 describes the components deployed in the Smart
Hospital Structure with its various benefits to assess the
patients and the caretakers to build a pervasive surveillance
system. The evolution in the sensor’s technology assures
innovative and secure patient care in real-time and facilitates
the accessible collection of the patient’s spatiotemporal sensor
data [3]. The sequence of sensor data at the specific time of a
patient is known as sensor trajectory data. It helps to predict
patient-sensitive information such as symptoms, diseases, etc.
However, publishing such trajectory data along with multiple
sensitive attributes of a patient for the researchers/data miners
may result in a privacy breach [4]. Hence the challenge is
preserving the privacy of the patient data by providing equal
weightage for trajectory data and multiple sensitive attributes
against the potential privacy breach.

Most privacy preservation principles are designed to protect
the data against privacy breaches of patient sensitive informa-
tion. However, the Adversary with prior knowledge of partial
sensor trajectory data or a few sensitive attributes could infer
the patient data even after removing the identity attributes,
such as patient name and unique social identification number
from the database [5]. Further, the Adversary can imply various
linkage attacks with the prior knowledge to predict the patient’s
sensitive information with high probability [6].

Example: Consider the SMART Hospital “X,” which dig-
itally records and maintains patient data. The records may
have the patient’s ID, sensor trajectory, and medical data, as
represented in Table I. The sensor trajectory data is recorded
concerning time from the sensors deployed on the patient’s
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body, representing the pair of sensor data and time given as
(sen,t) [7] [8]. An example of the Patient data is as follows,
PId 7 is the patient ID, the data collected from the sensors x,
k, n, and p at the timestamps 1, 6, 7, and 8, respectively, with
the multiple sensitive attributes Fever, RITD Test, Influenza,
and Medicine. The recorded data must be made available
for the data miners for research [9]. In parallel, the hospital
wants to preserve the privacy of the patient’s sensitive data
from unauthorized usage by malicious data miners against the
following attacks [10]:

Identity linkage attack: In the published dataset, if the
trajectory of the sensor data for a patient is unique, then an
adversary can quickly identify a patient record along with the
patient’s sensitive data using his prior knowledge [11].

Attribute linkage attack: In the published dataset, the most
frequent occurrence of the sensitive values of a targeted victim
could result in an attribute linking attack. The adversary could
breach the sensitive information with high confidence even
though the unique sensor trajectory information of the victim
is not available [11].

Correlated-records linkage attack: In the published dataset,
when a patient has multiple records, there could be the
possibility of a Correlated-record linkage attack. For example,
the patient with PId 1 has the correlated records in row 1
and row 4, as shown in Table I. Having additional knowledge
about the correlated records by the adversary can predict both
trajectory data and the sensitive value of the victim with high
confidence [11].

In literature, various privacy preservation approaches have
been proposed for the trajectory data with single sensitive
attributes, such as Generalization, Perturbation, Clustering,
Differential Privacy, and Suppression, to defend against the
various linkage attacks [12] [13]. Similarly, Multi-sensitive
Bucketization, (p,k) —Angelization, and Generalization are the
approaches to preserve the privacy of the multiple sensitive at-
tributes along with the Quasi Identifiers but not with trajectory
data. To the best of our knowledge, we are the first to address
the privacy preservation approach for the dynamic trajectory
data generated by the sensors and Multiple Sensitive attributes
with trustfulness.

In this paper, we implement Reciprocal Bucketization as
the overall framework for anonymization. Further Suppression
and Slicing are implemented to anonymize the trajectory data
with Multiple Sensitive Attributes to ensure privacy from the
above three linkage attacks. The Bucketization approach helps
in the formation of buckets from the patient data table records,
on which the suppression and the slicing methods are parallelly
imposed on sensor trajectory data and MSA, respectively, to
anonymize the data via K-anonymity threshold by reducing the
data loss with efficient anonymization [14] [15].

The major contributions are summarized as follows:

• We present Reciprocal Bucketization (RB) an efficient
data anonymization model to preserve privacy in pub-
lishing the patient’s data by the Smart Hospitals.

• To the best of our knowledge, we are the first to
combine the Sensor trajectory data and MSA to ensure
the privacy requirements for data publishing to defend

against Identity, Attribute, and Correlated Linkage
attacks.

• We proposed a suppression method on the sensor
trajectory data and slicing on the MSA to achieve an
improved anonymization model with a reduced infor-
mation loss rate compared with earlier approaches.

The rest of the paper organizes as follows: Section II
introduces the related works with their benefits, and Section
III defines the basic definitions and notations incorporated.
Section IV describes the procedure involved in Reciprocal
Bucketization as the efficient anonymization model. The ex-
perimental results and comparative analysis with the existing
approach are given in Section V. Finally, Section VI concludes
the proposed approach.

II. LITERATURE REVIEW

In this section presents the advantages of Smart Health
Care, the recent research on the privacy preservation of trajec-
tory data, and the multiple sensitive attributes addressing the
various potential benefits and shortcomings.

Smart Health Care is a significant application of the IoT,
where the various aspects of Health Care are implemented for
ease of maintenance under the secured surveillance system.
Vedaei et al. [16] presented COVID-SAFE, an automated
health monitoring and surveillance system integrating IoT
devices with Machine Learning algorithms. The primary aim
is to improve the efficiency and accuracy of detecting and
monitoring COVID-19 patients in urban areas. The depreci-
ation of exposure to the coronavirus is more significant. Still,
deployment and maintenance costs are high, and there needs to
be a consideration for the security aspects of the data collected
in the IoT environment.

IoT devices are highly vulnerable to attacks, and the
medical data collected from those devices are highly significant
and need highly secured privacy schemes and policies. Luo
et al. [17] designed a Privacy Protector framework to defend
against linkage attacks and secretly share data by adopting
the Slepian-Wolf-coding-based secret sharing (SW-SSS). The
distributed nature of the framework stores the patient data
collected on the cloud server by assuring an efficient access
control scheme. Privacy Protector ensures the security of the
data collected, however securing the data in real-time is still
challenging.

Komishani et al. [18] presents a Preserving personalized
privacy in trajectory data publishing (PPTD) model for the
trajectory data associated with the sensitive attribute of moving
objects. The sensitive attribute generalization and trajectory
data local suppression approach balance the data utility and
privacy well. The linkages attacks such as identity linkage,
attribute linkage, and similarity attacks are demonstrated on the
anonymized data to the resistance of the data publishing. The
PPTD has been implemented on the City80K and Metro100K
datasets, and an extensive comparison is carried out with KCL.
With less data loss and high privacy protection, the PPTD
outstands in its performance aspects, but multiple sensitive
attributes are yet to address with efficient data utility.

Addressing the various linkage attacks, such as attribute,
record linkage, and similarity attacks on the trajectory data,
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TABLE I. SMART HOSPITAL SENSOR TRAJECTORY DATASET WITH MULTIPLE SENSITIVE ATTRIBUTES (PTB ).

PId Trajectory Multiple Sensitive Attributes
Symptom Diagnostic Method Disease Treatment

1 x1 → d2 → z3 → p4 → k6 → p8 Abdominal pain X-ray Abdominal Cancer Chemotherapy
2 k6 → n7 → p8 Weight loss Antibody Test HIV Medication
3 z3 → k6 → n7 → p9 Eating disorders Body mass index (BMI) Obesity Nutrition control
1 x1 → d2 → n5 → k6 → p9 Fever Molecular diagnostic methods Cholera Antibiotic
4 x1 → d2 → k6 → n7 → p9 Infection ELISA Test HIV ART
5 d2 → n5 → k6 → n7 Diarrhea RT-PCR Tests Dengue Antibiotic
6 x1 → z3 → n7 → p8 Shortness of breath FeNO test Asthma Medication
7 x1 → k6 → n7 → p8 Fever RITD Tests Influenza Medicine
8 n5 → k6 → p9 Weight loss MRI Scan Lung Cancer Radiation Therapy
9 d2 → n5 → n7 → p9 Chest tightness Methacholine challenge tests Inflammation Medication
10 p4 → n7 → p8 Pain or discomfort Biopsy Test Skin cancer Radiation Therapy
11 z3 → p4 → k6 → p8 Abdominal pain Ultrasound Dyspepsia Antibiotic

Yao et al. [19] have designed an anonymous technique called
Enhanced l-diversity Data Privacy Preservation for publishing
trajectory data (EDPP). EDPP defends against the background
knowledge of the trajectory data to predict the sensitive at-
tributes by identifying critical spatial-temporal sequences that
cause privacy leakage. The method adopts perturbation and
enhanced l - diversity with well-defined privacy constraints to
ensure more excellent data utility. However, the approach must
be extended for a greater trajectory length with indexing and
multiple sensitive attributes.

Adding Noise to the trajectory data to ensure privacy
through a vector-based grid environment is a new effort by
Tojiboev et al. [20] Adding Noise before data publishing
results in low complexity and greater privacy, but data handling
and rebuilding the original data is challenging. Differential
privacy is a modern, robust privacy preservation approach
that implements a query mechanism to minimize privacy
loss. Added Noise on the trajectory data and implementing
differential privacy as the privacy protection model poses a
challenge in data utility. They are considering the sensitive
attribute label and adopting Generative Adversarial Network
(GAN), an effective privacy preservation model implemented
by Yao [21] The GAN ensures balanced data privacy and
data utility. However, the computational speed and addressing
the multi-source trajectory data and sensitive attributes are
challenges for Differential Privacy.

Wen et al. [22] proposed a dynamic privacy level model
by defining the relationship between privacy requirements
and location features. The optimal differential privacy model
is designed on the trajectory data by filtering the template
trajectory with the semantic similarities on the trajectory as
the constraint. The model publishes the data on randomization
of the locations on the user trajectory data to balance privacy
and data utility. However, adopting differential privacy on the
multiple sensitive attributes and the dynamic trajectories is
challenging.

Kanwal et al. [23] present (p, l)- Angelization for pub-
lishing 1:M, an individual with multiple records resisting a
correlation attack. The Angelization method eliminates explicit
Identifier by splitting the table into quasi-identifiers and multi-
ple sensitive attributes. Quasi-attribute generalization and mul-
tiple sensitive attribute weight and dependency are computed
for anonymization through (p, l)- Angelization. The algorithm
performs well under static datasets without republications, but
republication is an issue with data utility for the dynamic

dataset.

The privacy preservation methods like generalization and
bucketization pose a challenge to data utility. To overcome
these issues slicing method is proposed by Li et al. [24] The
slicing method can be applicable horizontally and vertically
on the given data records; the membership disclosure attack
is primarily defended. The significant advantage of slicing
is to handle the high dimensional data with minimized data
loss on the complete records. Overlapping slicing ensures high
privacy by duplicating an attribute into more than one column.
However, the utilization of the anonymized data still needs to
be improved.

Heap Bucketization-anonymity (HBA) model is proposed
by et al. [25], where the method develops an anonymization
approach for quasi-identifiers and the sensitive attribute. HBA
anatomizes the complete records to anonymize the sensitive
attributes using slicing and Heap Bucketization of the quasi-
identifier using k-anonymity and slicing. The KL - Divergence
is used for validation in terms of utility and privacy by defend-
ing against background knowledge attacks, quasi-identifier at-
tacks, membership attacks, and fingerprint correlation attacks.
HBA results in less utility loss with greater privacy; HBA
has yet to address the dynamic, unstructured data and semi-
sensitive attributes.

Sensitive Label Privacy Preservation with Anatomization
(SLPPA), a scheme for privacy preservation, is designed by
Yao et al. [26] to address the various background knowledge
attacks. The SLPPA adopts two phases in implementation, i.e.,
Table Division and Group Division. The entropy and mean-
square contingency coefficient is computed for anonymiz-
ing by adding uncertainty during table division. The group
division is performed by adopting the privacy constraints
and ensuring no overlapping groups in the published data.
SLPPA enhances data utility by defending against background
knowledge attacks. However, dynamic data anonymization is
yet challenging.

III. PROBLEM DESCRIPTION AND BASIC NOTATIONS

A. Problem Definition

The patient’s dataset (PTB), combines trajectory data
(PT

TB) and multiple sensitive attributes (PSA
TB ). Anonymize the

dataset so that the Adversary with the prior knowledge fails to
decode the individual identity through the trajectory data or the
MSA. The anonymization approach must ensure the defense
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mechanism against linkages attacks with optimal equilibrium
between privacy and data utility.

B. Notations

A patient’s dataset consists of patient data records, where
each record allows a unique patient identifier, sensory trajec-
tory data, and a set of sensitive values. The patient sensor
trajectory data with the MSA can be represented as:

PTB = {(PId1, T1, SA1), .......(PIdi, Ti, SAi)} (1)

Where, PId is unique identifier for a patient in PTB . Ti is
an Sensor Trajectory data for a patient possessing the MSA as
SAi. Ti is a sequence of data collected for the sensor’s at a
particular timestamp for a user i and it given as follows:

Ti = {(sen1, t1)
i, (sen2, t2)

i, .....(senn, tn)
i} (2)

We compute |Ti| as the number of sensors moving points
for a patient ‘i’. For an Example |T4| = 5, i.e., five sensors
are recording the data in sequence for patient with ID 4,
concerning Table I.

Joinable trajectories are formed if there exists a sub-
trajectory for the given trajectory. Let’s consider TK =
{tK1 , tK2 , tK3 , ..., tKn } as the sensor trajectory data and TS =
{ts1, ts2, ts3, . . . ., tsm} as the sub trajectory of user K then |TS |is
the sub trajectory satisfying the condition n¡=m and |TS | must
be subset of |TK |. The trajectories can be merged using union
operation.

C. Adversary Model

The Adversary could breach the patient’s privacy in two
significant ways (1) the Adversary’s Prior Knowledge of
Trajectory Data and (2) the Adversary’s goal to hit the victim
by knowing a sensitive values from MSA. Let’s consider that
Avok is one of the patients in the smart hospital, and his details
are recorded in Table I. Consider ‘A’ as the Adversary, which
could be a data collector itself and aims to find the sensitive
attributes of the targeted victim. With the prior knowledge
about Avok, the adversary ‘A’ can perform the following
attacks[27]:

Identity linkage attack: If adversary ‘A’ knows about
Avok’s sensor trajectory, i.e., sensor ‘d’ measures the oxygen
level at timestamp 2 and sensor ‘p’ measure the blood pressure
at timestamp 4, respectively, then A can claim that the record
T1 belongs to Avok. The adversary can declare with 100%
confidence that the record belongs to Avok and access the
sensitive attributes because d2, p4 is the only sub-trajectory
that belongs to the T1 record.

Attribute linkage attack: If adversary ‘A’ knows about
Avok’s partial sensor trajectory, i.e., sensor ‘k’ measures the
heart rate at timestamp 6 and sensor ‘n’ measures the body
temperature at timestamp 7, respectively. The table contains
three records, T2, T4, and T5, with the sub-trajectory k6, n7
can be identified by A. Adversary ‘A’ can forecast that Avok
has HIV disease with 67% confidence because out of three

records under multiple sensitive attributes, two records have
the disease as HIV.

Correlated-records linkage attack: From the given Table,
Avok has multiple records. If adversary ‘A’ knows the number
of records Avok has in the dataset and also knowledge about
Avok’s sensor trajectory x1, k6. This makes the adversary pre-
dict with 100% confidence with his prior correlated knowledge
that Avok has Asthma plus dengue could be specifically on the
Sensor trajectory data. Similarly, if the Adversary ‘A’ knows
the two sensitive attributes out of four, like the Symptom:
Abdominal pain and Treatment: Chemotherapy, the adversary
could correlate them to say confidently that the patient has
Abdominal Cancer.

D. Privacy Requirement

The goal of anonymizing the patient dataset from adver-
saries requires adopting the following privacy requirements in
our proposed approach [28].

1) Bucketization: The patient’s dataset (PTB) , which is
a combination of sensor trajectory data (PT

TB) and multiple
sensitive attributes (PSA

TB ), is partitioned into ‘n’ buckets with
a constraint of a maximum bucket size of three patient records.
On partitioned, each bucket is named with Bucket ID. Further
bucketization helps in carrying the suppression and slicing
parallelly.

2) Suppression: Suppression is the method of eliminating
the critical sensor trajectory point from the patient trajectory
data. A sensor trajectory point is critical if and only if the
trajectory point fails to satisfy the K-1 threshold defined and
the suppression metric. The critical point is eliminated only
with the corresponding trajectory to enhance the data utility
by minimizing the data loss, which could express as Local
Suppression [29].

3) Slicing: It’s a method to anonymize the data using a
partition. Partition could be carried vertically or horizontally
to get the randomly permutated sliced table. The attribute
partition is carried out by slicing Table III vertically into
two slices, say (Disease, Symptom) and (Diagnostic Method,
Treatment) [30].

E. Utility Metrics

To maintain the trade-off between the patient’s privacy and
data utility in the published anonymized dataset. It’s required
to define the Reciprocal Bucketization to ensure less data loss
through cumulated sensitive attribute representation under the
same bucket. The suppression metric measures the suppression
score of every sensor trajectory point and helps find the critical
trajectory point to remove. The computation of the suppression
score of one sensor point from the critical trajectory is as
follows.

SupressionScore =
NT Bi CP

NT Bi
(3)

Where,NT Bi CP : Number of Trajectories in Bucket with
the Critical Point and NT Bi : Number of Trajectories in the
bucket
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On the computation of the suppression score for both the
sensor points from the trajectory, one point is selected as
critical by finding the maximum among them. If both the points
have the same suppression score, the leftmost sensor trajectory
point is declared the critical point to remove [31].

IV. PROPOSED SYSTEM

The reciprocal Bucketization anonymity model proposes
the design workflow as shown in the Fig. 2 and algorithm to
prevent the privacy leakage of patients’ data from the three
linkage attacks. The proposed model consists of the following
four phases,

Fig. 2. Workflow of reciprocal bucketization model.

1) Bucketization and Partition.
2) Local Suppression on Sensor Trajectory Data (PT

TB).
3) Slicing of MSA (PSA

TB ).
4) Publishing Anonymized Dataset on Merging PT

TB
and PSA

TB

The primary goal of the proposed model is to ensure less data
loss with high privacy preservation. The detailed procedure for
the above four phases is in the following sub-sections.

Algorithm 1 Reciprocal Bucketization
INPUT: Patient Data PTB , Bucket Size
OUTPUT: Anonymised Patient Data PA

TB .
1: anatomize (Patient Data PTB)
2: Sort Disease Value(Patient Data PTB)
3: Bucket ID = 0, count = 0, i = 1
4: for k ← 1 to len(PTB) do
5: if count ≤ Bucket Size then
6: Bucket ID = i
7: count = count+ 1
8: else
9: count = 0

10: i = i+ 1
11: end if
12: end for
13: SplitPTB =PT

TBwithBucket ID,PSA
TBwithBucket ID

14: PTA
TB = Anonymise Trajectory(PT

TB)

15: PSAA
TB = Anonymise Sensitive Attribute(PSA

TB )

16: PA
TB = merge(PTA

TB ,PSAA
TB )

17: return PA
TB

A. Bucketization and Partition

The primary goal of this step is to create the Bucket based
on the user input bucket size, then partition Table II into two
table’s Table III and Table V, having sensor trajectory and
MSA, respectively. Before the bucket creation, the entire Table
I is sorted according to the Disease column from the MSA
to get Table II and a new column, Bucket ID, where each
patient’s record is added with the bucket number sequentially
corresponding to the bucket size. I.e., if the user input bucket
size is 3, then the first three records from Table II are
allocated with bucket number 1, and so on for the rest of the
buckets. Further, Table II is divided into two Tables to carry
Suppression on the Trajectory data and Slicing on MSA to
achieve the anonymization effectively.

B. Local Suppression on Sensor Trajectory Data (PT
TB)

On the sensory trajectory data PT
TB , the Local Suppression

method is implemented to remove the critical trajectory points
from the patient’s PTB dataset and generate the anonymized
trajectory dataset. The algorithms depict the steps involved in
the trajectory suppression, and the procedure is as follows:

TABLE III. SENSOR TRAJECTORY DATA (PT
TB )

PId Trajectory Bucket ID
1 x1 → d2 → z3 → p4 → k6 → p8 1
6 x1 → z3 → n7 → p8 1
1 x1 → d2 → n5 → k6 → p9 1
5 d2 → n5 → k6 → n7 2
11 z3 → p4 → k6 → p8 2
2 k6 → n7 → p8 2
4 x1 → d2 → k6 → n7 → p9 3
9 d2 → n5 → n7 → p9 3
7 x1 → k6 → n7 → p8 3
8 n5 → k6 → p9 4
3 z3 → k6 → n7 → p9 4
10 p4 → n7 → p8 4
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TABLE II. SORTING DISEASE COLUMN AND BUCKET ID ASSIGNMENT

PId Trajectory Multiple Sensitive Attributes
Symptom Diagnostic Method Disease Treatment Bucket ID

1 x1 → d2 → z3 → p4 → k6 → p8 Abdominal pain X-ray Abdominal Cancer Chemotherapy 1
6 x1 → z3 → n7 → p8 Shortness of breath FeNO test Asthma Medication 1
1 x1 → d2 → n5 → k6 → p9 Fever Molecular diagnostic methods Cholera Antibiotic 1
5 d2 → n5 → k6 → n7 Diarrhea RT-PCR Tests Dengue Antibiotic 2
11 z3 → p4 → k6 → p8 Abdominal pain Ultrasound Dyspepsia Antibiotic 2
2 k6 → n7 → p8 Weight loss Antibody Test HIV Medication 2
4 x1 → d2 → k6 → n7 → p9 Infection ELISA Test HIV ART 3
9 d2 → n5 → n7 → p9 Chest tightness Methacholine challenge tests Inflammation Medication 3
7 x1 → k6 → n7 → p8 Fever RITD Tests Influenza Medicine 3
8 n5 → k6 → p9 Weight loss MRI Scan Lung Cancer Radiation Therapy 4
3 z3 → k6 → n7 → p9 Eating disorders Body mass index (BMI) Obesity Nutrition control 4
10 p4 → n7 → p8 Pain or discomfort Biopsy Test Skin cancer Radiation Therapy 4

The algorithm accepts PT
TB sensor trajectory data with

Bucket IDs, adversary prior knowledge delta, and threshold K
to produce anonymized sensor trajectory data as the output.
In the suppression procedure, the primary step is to group
all the trajectory data into two groups: one with a similar
Bucket ID for which the anonymization is to be carried and
the other group with all remaining Bucket IDs. Split the
trajectory data into two sets, say set X consists of trajectory
data with ‘1’ as the Bucket ID, and set Y consists of the
records with remaining Bucket ids. Now from set X, find all
the sub-trajectories of length 1 and verify that those trajectories
appeared with a minimum of K-1 times in set Y. If any of
the sub-trajectories fails to leave traces of K-1 times, those
trajectories are eliminated; else, trajectories are preserved as
same.

TABLE IV. ANONYMIZED TRAJECTORY DATA (PTA
TB )

PId Trajectory Bucket ID
1 z3 → p4 → k6 → p8 1
6 z3 → n7 → p8 1
1 d2 → n5 → k6 → p9 1
5 d2 → n5 → k6 → n7 2
11 z3 → p4 → k6 → p8 2
2 k6 → n7 → p8 2
4 d2 → k6 → p9 3
9 d2 → n5 → p9 3
7 k6 → n7 → p8 3
8 n5 → k6 → p9 4
3 z3 → k6 → n7 → p9 4
10 p4 → p8 4

Similarly, find all the sub-trajectories of length 2 from set
X and validate with set Y for the minimum traces to K-1 times,
failing to eliminate a trajectory point that does not satisfy the
condition by computing the suppression score. Else keep the
trajectory the same in the record. Repeat the procedure to
calculate the critical trajectory point till the length of the sub-
trajectory equals the adversary prior knowledge length delta.
The complete process has to iterate for all the Bucket ID’s for
the PTBT to generate an anonymized sensor trajectory record
PTBTA, as shown in Table IV.

Consider an example of the sensor trajectory x1→ d2→
z3 → p4 → k6 → p8 , which belongs to Bucket ID 1. The
sensor trajectory is validated by computing the suppression
score for critical trajectory points of the length 1 and 2,
respectively, and found that the trajectory points x1 and d2 are
critical to eliminating. On the complete trajectory iteration, the
anonymized trajectory is z3→ p4→ k6→ p8.

Algorithm 2 Anonymise Trajectory(PT
TB)

INPUT: Sensor-Trajectory data PT
TB with Bucket ID, A′s prior

knowledge ∂ with maximum length ρ, K threshold
OUTPUT: Anonymized Sensor Trajectory data PTA

TB .
1: Scan Sensor Trajectory Table PT

TB

2: let SA = {set of all distinct sensitive values under the same
Bucket ID}

3: for each sa ∈ SA do
4: i = 1,Crp = ∅,Dri = ∅
5: P = {PT

TBr | PT
TBr ∈ PT

TB ∧ PT
TBr(sa) = sa}

6: Q = PT
TBr − {P}

7: for each PT
TBr ∈ P do

8: Crp = {τr | τr ⊆ PT
TBr∧ | τr |= 1}

9: for each τr ∈ Crp do
10: if (| τr ∈ PT

TBr |∀PT
TBr

∈Q≥ K) then
11: Dri = Dri ∪ τr
12: else
13: remove τr from PT

TBr ∈ P
14: end if
15: end for
16: end for
17: while (i+ 1 ≤ ρ) do
18: for each τr ∈ Dri join with successive τr+i in Dri do
19: if (| τr ∪ τr+i ∈ PT

TBr |∀PT
TBr

∈Q≥ k) then
20: Dri+1 = Dri+1 ∪ {τr ∪ τr+i}
21: else
22: tr = τr ∪ τr+i

23: remove χ(t) from PT
TBr ∈ P

24: end if
25: end for
26: i = i+ 1
27: end while
28: end for

C. Slicing of Multiple Sensitive Attributes (PSA
TB )

Anonymizing the MSA PSA
TB obtained after Bucketization

and Partition implements the following slicing steps. In the
slicing procedure, we first measure the weight of each sensitive
attribute through the concept of entropy. Entropy refers to
the average value of the information in each message gained.
The sensitive attribute with higher entropy measures results as
the qualitative information container. The entropy is measured
with the following formula:

WSA = −
DSA∑
j=1

p(Svi) log(p(Svi)) (4)
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TABLE V. MULTIPLE SENSITIVE ATTRIBUTE (PSA
TB )

PId Symptom Diagnostic Method Disease Treatment Bucket ID
1 Abdominal pain X-ray Abdominal Cancer Chemotherapy 1
6 Shortness of breath FeNO test Asthma Medication 1
1 Fever Molecular diagnostic methods Cholera Antibiotic 1
5 Diarrhea RT-PCR Tests Dengue Antibiotic 2
11 Abdominal pain Ultrasound Dyspepsia Antibiotic 2
2 Weight loss Antibody Test HIV Medication 2
4 Infection ELISA Test HIV ART 3
9 Chest tightness Methacholine challenge tests Inflammation Medication 3
7 Fever RITD Tests Influenza Medicine 3
8 Weight loss MRI Scan Lung Cancer Radiation Therapy 4
3 Eating disorders Body mass index (BMI) Obesity Nutrition control 4
10 Pain or discomfort Biopsy Test Skin cancer Radiation Therapy 4

Where SA is Sensitive Attribute, {Sv1, Sv2, Sv3, ...., Svi}
set of possible values under SA. p(Svi) possibility that Svi is
considered and DSA number of distinct sensitve attributes.

The slicing procedure continues to find the association after
computing the weight of each sensitive attribute using entropy.
We adopt Pearson’s Contingency Coefficient in the association
computation to measure the association between two sensitive
attributes. The analysis obeys the following formula:

ϕ2(SA1, SA2) =

∑n1
i=1

∑n2
j=1

(p(SAij)−p(SAi)p(SAj))
2

p(SAi)p(SAj)

min{n1, n2} − 1
) (5)

where, n1 and n2 are the total number of distinct values
of SA1 and SA2 respectively. p(SAij) represents the chance
from SAij . p(SAi) and p(SAj) are the boundary totals, where
p(SAi) =

∑n2
j=1 and p(SAj) =

∑n1
i=1

On the computation of the weights of each sensitive
attribute and the association among them, we combine the
four columns of the MSA to form two columns for generating
the sliced table. The sensitive attribute with the higher weights
is selected as the slice’s first column to avoid the adversaries’
ease of data access. Then we choose the second column of
the slice, with the maximum average association coefficient,
with the other column. Doing so maximizes the association
between the sensitive attributes in the same silce, and the
coefficient for attributes in the different slices is minimized.
After completing the above procedure, Table V with sensitive
attributes like Symptoms, Diagnostic Method, Disease, and
Treatment generates Table VI. Table VI has two slices on the
attributes (Disease, Symptom) and (Diagnostic Method, and
Treatment) to efficiently anonymize the data.

D. Publishing Anonymized Dataset on Merging PTA
TB and

PSAA
TB

The anonymized sensor trajectory data and MSA data are
merged to get the Table to give the input to the Reciprocal
Bucketization. In this procedure, the sensor trajectory data
remains untouched. In return to the Bucket ID, the MSA
is combined to form three tuples having the three patients’
data records under the same Bucket ID, which can reduce the
adversary’s confidence in identifying the individual through
sensor trajectory data or the multiple sensitive attributes. In
merging the corresponding records, the Patient ID is the

Algorithm 3 Anonymise Sensitive Attribute(PSA
TB )

INPUT: Multiple Sensitive Attributes PSA
TB with Bucket ID

OUTPUT: Anonymized Multiple Sensitive Attributes PSAA
TB .

1: Scan Multiple Sensitive Attributes Table PSA
TB

2: for each attribute in PSA
TB do

3: compute WSA store in WSAArray
4: end for
5: SA Max1 = First Max(WSAArray)

6: SA Max2 = Second Max(WSAArray)

7: Slice 01 = (SA Max1)

8: Slice 02 = (SA Max2)

9: Compute Pearson Contingency Coefficient of MSA excluding
(SA Max1)and(SA Max2)

10: compute ϕ2(SA1, SA2) store in PCCSAArray

11: PCC Max1 = FirstMax(PCCSAArray)

12: PCC Max2 = SecondMax(PCCSAArray)

13: Slice 01 = (SA Max1, PCC Max1)

14: Slice 02 = (SA Max2, PCC Max2)

15: return(Slice 01,Slice 02)

referral point. Finally, the anonymized data is published by
sorting the records according to the patient ID as represented
in the Table VII.

The RB – Anonymization model generates the anonymized
dataset to be published, as represented in Table VII, and
it is resistant to Identity, Attribute, and Correlated linkage
attacks. To our knowledge, RB -Anonymization model is
the first approach to anonymize the trajectory data with the
MSA. If adversary prior expertise with the sensor trajectory
length delta = 2 as d2,p4, then Adversary ’A’ can perform all
three linkage attacks on Table I as discussed in Section III.
However, the Adversary fails to identify Avok’s record from
Table VII because the not even one record with d2,p4. Only
by finding the sensory trajectory point d2, the Adversary could
declare the identification with less than 37% confidence. The
MSA couldn’t be reached with the same Adversary’s prior
knowledge.

Similarly, knowing the partial sensor trajectory k6, n7 with
the significant MSA as the disease HIV could be predicted in
Table I. But from Table VII even though the k6, n7 trajectory is
repeated more than one time, the adversary failed to identify its
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TABLE VI. SLICED MULTIPLE SENSITIVE ATTRIBUTE (PSAA
TB )

PId (Disease, Symptom) (Diagnostic Method , Treatment) Bucket ID
1 (Abdominal Cancer , Abdominal pain) (X-ray , Chemotherapy) 1
6 (Cholera , Fever) (Molecular diagnostic methods , Antibiotic) 1
1 (HIV , Weight loss) (Antibody Test , Medication) 1
5 (Obesity , Eating disorders) (Body mass index (BMI) , Nutrition control) 2
11 (HIV , Infection) (ELISA Test , ART) 2
2 (Dengue , Diarrhea) (RT-PCR Tests , Antibiotic) 2
4 (Asthma , Shortness of breath) (FeNO test , Medication) 3
9 (Influenza , Fever) (RITD Tests , Medicine) 3
7 (Lung Cancer , Weight loss) (MRI Scan , Radiation Therapy) 3
8 (Inflammation , Chest Tightness) (Methacholine challenge tests , Medication) 4
3 (Skin cancer , Pain or discomfort) (Biopsy Test , Radiation Therapy) 4
10 (Dyspepsia , Abdominal pain) (Ultrasound , Antibiotic) 4

TABLE VII. MERGING AND RECIPROCAL BUCKETIZATION PA
TB

PId Trajectory (Disease, Symptom) (Diagnostic Method , Treatment)

1 z3 → p4 → k6 → p8
(Abdominal Cancer , Abdominal pain)
(Cholera , Fever)
(HIV , Weight loss)

(X-ray , Chemotherapy)
(Molecular diagnostic methods , Antibiotic)
(Antibody Test , Medication)

2 k6 → n7 → p8
(Obesity , Eating disorders)
(HIV , Infection)
(Dengue , Diarrhea)

(Body mass index (BMI) , Nutrition control)
(ELISA Test , ART)
(RT-PCR Tests , Antibiotic)

3 z3 → k6 → n7 → p9
(Inflammation , Chest Tightness)
(Skin cancer , Pain or discomfort)
(Dyspepsia , Abdominal pain)

(Methacholine challenge tests , Medication)
(Biopsy Test , Radiation Therapy)
(Ultrasound , Antibiotic)

1 d2 → n5 → k6 → p9
(Abdominal Cancer , Abdominal pain)
(Cholera , Fever)
(HIV , Weight loss)

(X-ray , Chemotherapy)
(Molecular diagnostic methods , Antibiotic)
(Antibody Test , Medication)

4 d2 → k6 → p9
(Asthma , Shortness of breath)
(Influenza , Fever)
(Lung Cancer , Weight loss)

(FeNO test , Medication)
(RITD Tests , Medicine)
(MRI Scan , Radiation Therapy)

5 d2 → n5 → k6 → n7
(Obesity , Eating disorders)
(HIV , Infection)
(Dengue , Diarrhea)

(Body mass index (BMI) , Nutrition control)
(ELISA Test , ART)
(RT-PCR Tests , Antibiotic)

6 z3 → n7 → p8
(Abdominal Cancer , Abdominal pain)
(Cholera , Fever)
(HIV , Weight loss)

(X-ray , Chemotherapy)
(Molecular diagnostic methods , Antibiotic)
(Antibody Test , Medication)

7 k6 → n7 → p8
(Asthma , Shortness of breath)
(Influenza , Fever)
(Lung Cancer , Weight loss)

(FeNO test , Medication)
(RITD Tests , Medicine)
(MRI Scan , Radiation Therapy)

8 n5 → k6 → p9
(Inflammation , Chest Tightness)
(Skin cancer , Pain or discomfort)
(Dyspepsia , Abdominal pain)

(Methacholine challenge tests , Medication)
(Biopsy Test , Radiation Therapy)
(Ultrasound , Antibiotic)

9 d2 → n5 → p9
(Asthma , Shortness of breath)
(Influenza , Fever)
(Lung Cancer , Weight loss)

(FeNO test , Medication)
(RITD Tests , Medicine)
(MRI Scan , Radiation Therapy)

10 p4 → p8
(Inflammation , Chest Tightness)
(Skin cancer , Pain or discomfort)
(Dyspepsia , Abdominal pain)

(Methacholine challenge tests , Medication)
(Biopsy Test , Radiation Therapy)
(Ultrasound , Antibiotic)

11 z3 → p4 → k6 → p8
(Obesity , Eating disorders)
(HIV , Infection)
(Dengue , Diarrhea)

(Body mass index (BMI) , Nutrition control)
(ELISA Test , ART)
(RT-PCR Tests , Antibiotic)

MSA due to the bucketization where three tuples are confusing
to decide, and the probability of finding is less than 0.2, which
is slightly negligible.

Correlated linkage attacks concerning multiple sensory
trajectories with the same patient ID and establishing the
relations among the sensitive attributes are well addressed by
RB – Anonymization. The significant bucketization process
brings down the confidence level of the adversary in the
correlated linkage attack to less than 30% as the outcome
of Bucketization and combining the records under the same
bucket ID.

V. RESULTS AND DISCUSSION

The proposed approach uses the Windows 10 operating sys-
tem, i5 processor with a minimum of 4GB RAM and 256 GB

SSD. The algorithm implementation uses the Python 3 version
of the Synthetic dataset. The number of instances considered
is more excellent than 10,000. The dataset’s attributes are
PId, Sensor Trajectory, Disease, Symptom, Diagnostic Method,
and Treatment. Disease, Symptom, Diagnostic Method, and
Treatment categorizes as MSA. The proposed approach’s per-
formance evaluates in terms of information loss in anonymized
sensor trajectory data and the utility loss in MSA (PA

TB).

A. Sensor Trajectory Information Loss

Information loss occurs during the anonymization process
because of the methods used, like generalization or suppres-
sion. Analysing the number of sensor trajectories information
loss in the resultant anonymized dataset is quite significant.
Eliminating the critical trajectory moving point results in
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(a) (b) (c)

Fig. 3. Mean sensor trajectory information loss in PTA
TB with K threshold values. (a) T- Drive dataset. (b) Geolife dataset. (c) Private dataset.

(a) (b) (c)

Fig. 4. Mean sensor trajectory information loss in PTA
TB with bucket size. (a) T- Drive dataset. (b) Geolife dataset. (c) Private dataset.

information loss during the procedure to satisfy the privacy
requirements.

The sensor trajectory information loss is computed as
follows between the PT

TB (Original Sensor Trajectory) and
PTA
TB (Anonymized Sensor Trajectory).

Information Loss(IL) of each record is computed as:

IL(P
TA
TBi) =

|PT
TBi| − |PTA

TBi|
|PT

TBi|
(6)

Total Trajectory Information Loss is computed as:

IL(P
TA
TB ) =

|PTA
TB |∑
i=1

IL(P
TA
TBi) (7)

where, PT
TBi represents total number of trajectory points

in ith record of PT
TB and PTA

TBi represents total number of
trajectory points in ith of PTA

TB .

Fig. 3 shows the mean sensor trajectory information loss
in the seven sensor trajectories corresponding to the various
K threshold values. The graph shows that the increase in K

values is directly proportional to the information loss on the
anonymized data due to the random increase in the critical tra-
jectory points, which failed to reach the privacy requirements.
Hence the data publisher has to adopt the K value carefully to
hold the moderate data loss and to preserve privacy.

Effect of Bucket Size: The RB anonymity model splits
the given records in the user input bucket size, where we
have taken as 3. The number of sensor trajectories that fall
under the bucket is directly proportional to the bucket size.
Anonymizing the trajectories while keeping the constraints of
K threshold values and adversary prior knowledge varies on
the bucket size. Fig. 4 represents the mean Information loss
of the patient’s sensor trajectory by keeping the adversary
prior knowledge sigma to 2 and changing the K threshold
values. The significant observation from the graph is that as
the bucket’s size increases, the information loss reduces due
to the more trajectories falling into the bucket and the less
elimination of trajectory critical point. It leads to quick access
to the sensitive attributes hence the bucket size has to be chosen
appropriately by providing equal significance to the sensor
trajectory and the multiple sensitive attributes.
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B. Utility Loss in Multiple Sensitive Attributes

The utility loss in MSA measures probability distribution
across the actual values and the RB – Anonymize data. We
adopt the Kullback – Leibler divergence metric to estimate
the probability distribution differences. The MSA PSA

TB table
is considered as actual values for implementing the KL diver-
gence as x1. x1(r) are the elements of the records for R, i.e.,
(r belongs to R). x2 is an estimated probability distribution
considered after anonymization (PA

TB). The KL divergence is
given as follows:

KLdiv(x1, x2) =
∑
r∈R

x1(r) log(
x1(r)

x2(r)
) (8)

Fig. 5. KL Divergence of MSA.

Fig. 5 represents the utility loss comparison between the
existing methods discussed in Section II with the proposed
RB – Anonymization model. We can notify the significant
differences, such as the (p,k) – angelization may assure high
privacy. Still, the estimated probability distribution increases,
resulting in a moderate utility loss. (c,k) – Anonymization
and RB – Anonymization approach has a slight difference in
the probability distribution with negligible utility loss; RB –
Anonymization model outperforms consistently even if bucket
size increases.

The analysis of the RB – Anonymization is validated by
measuring the execution time and the privacy loss. Since no
exact dataset has the sensor trajectory data and the multiple
sensitive attributes, we have built our own synthetic dataset
to evaluate the approach. The proposed model ensures its
high adaptability towards real-time applications through its
little execution time for anonymization with greater privacy.
A moderate number of records and sensitive attributes are
preferable since the execution time is proportional to both
attributes. As the RB – Anonymization approach outperforms
in terms of privacy, it also requires assuring the privacy
loss on publishing the anonymized data. The privacy loss is
negligible if there is less patient data exposure in terms of
sensor trajectory and the MSA. The proposed approach brings
new challenges to the adversaries through its stringent privacy
preservation approach.

VI. CONCLUSIONS

In this paper, we present a novel privacy preservation
method considering the Smart Hospital data, consisting of sen-

sor trajectory and the MSA. The proposed method outperforms
in defending Identity, Attribute, and Correlated linkage attacks
on data publishing. Our approach adopts a local suppression
to anonymize the sensor trajectory and the slicing for MSA
with a constraint on the bucket size. The proposed method
outperforms on comparing the information loss of the sensor
trajectory and MSA with (p,k) – angelization and (c,k) –
anonymization approaches implemented on the real-time and
synthetic dataset. As a future study, we are interested in
addressing all the various linkage attacks and, as the primary
concentration on the MSA, enabling our proposed method as
the best practice.
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Abstract—Malware analysis is a critical component of cyber-
security due to the increasing sophistication and the widespread
of malicious software. Machine learning is highly significant in
malware analysis because it can process huge amounts of data,
identify complex patterns, and adjust to changing threats. This
paper provides a comprehensive overview of existing work related
to Machine Learning (ML) methods used to analyze malware
along with a description of each trend. The results of the survey
demonstrate the effectiveness and importance of three trends,
which are: deep learning, transfer learning, and XML techniques
in the context of malware analysis. These approaches improve
accuracy, interpretability, and transparency in detecting and an-
alyzing malware. Moreover, the related challenges and Issues are
presented. After identifying these challenges, we highlight future
directions and potential areas that require more attention and
improvement, such as distributed computing and parallelization
techniques which can reduce training time and memory require-
ments for large datasets. Also, further investigation is needed to
develop image resizing techniques to be used during the visual
representation of malware to minimize information loss while
maintaining consistent image sizes. These areas can contribute to
the enhancement of machine learning-based malware analysis.

Keywords—Malware; malware analysis; machine learning; deep
learning; transfer learning

I. INTRODUCTION

The increasing demand for computer system usage and
internet connectivity results in the continuous evolution and
change of malware [1]. As more people and businesses rely on
computers and the internet in their daily activities, the potential
attack surface for malware actors and attackers expands,
giving them more opportunities to exploit vulnerabilities and
compromise systems. Moreover, the widespread adoption of
the internet has connected millions of devices, which allows
malware to spread rapidly. Malicious actors can use the
internet to distribute malware through many channels, such
as: email attachments, malicious websites, or social media
platforms. Malware describes any software or collection of
instructions that are designed to intentionally affect computer
systems, businesses, or users by causing harm. [2]. The term
“malware” includes a wide range of threats, which include
viruses, worms, trojan horses, ransomware, adware, and
various other types of malicious software [3]. The detection
and analysis of malware has consistently been a major
concern and a challenging issue due to limitations in analysis
methodologies, performance accuracy, and approaches that
fail to identify unforeseen malware attacks. Malware analysis

involves the utilization of techniques from diverse fields such
as program analysis and network analysis. Its purpose is to
examine malicious samples in order to gain a comprehensive
understanding of various aspects, including their behavior
and the transformations they undergo over time [4]. Recently,
researchers have introduced various techniques for malware
analysis. These techniques are typically classified into
two groups: the first one is the signature-based techniques
and the second one is ML-based techniques. The first
techniques depend on predefined patterns or signatures of
known malware samples to identify and detect malicious
software. ML-based techniques for malware detection utilize
ML algorithms to analyze benign and malicious malware
samples. By examining these samples, the algorithms generate
learning patterns that can be used to detect both known and
unpredictable and new malware. This ability makes ML-based
approaches a preferred choice for malware detection. ML is
a core element of artificial intelligence, it typically enables
systems to automatically learn and improve from experience,
without requiring explicit programming for each task [5],
[6]. Compared to signature-based techniques, which rely
on predefined signatures, ML-based techniques are more
efficient in identifying new malware [7]. This is because the
accuracy of ML models depends on the features used and the
training set, allowing them to learn and detect the changing
characteristics of malware.

This paper aims to provide a comprehensive and up-to-date
overview of existing trends related to ML used to analyze,
detect, and classify malware, which includes a description
of each trend, its related challenges, and issues. In addition,
we include future direction suggestions. This research paper
attempts to address the following questions:

1) What are the trends related to malware analysis
mechanisms that use machine learning?

2) What are the potential issues and challenges related
to each trend related to malware analysis mechanism?

3) What could be the future directions of research in this
domain that need more investigations?

The rest of the paper is organized as follows. Section II
introduces the three basic approaches to malware analysis.
Section III presents the search strategy. Followed by section
IV which describes different trends in malware analysis using
ML. Section V states some challenges related to each trend. In
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Section VI, some future directions and work are highlighted.
Finally, Section VII concludes this work.

II. MALWARE ANALYSIS APPROACHES

Three basic approaches to malware analysis and detection
include static, dynamic, and hybrid analysis. All of them play
significant roles in the overall malware analysis process and
each contributes to the overall malware analysis process in
different ways.

Static analysis involves inspecting the structure of an
executable file without executing it. The executable file has
various static attributes, such as distinct sections and memory
compactness. The static analysis involves two parts: basic and
advanced. Basic static analysis focuses on the basic properties
and features of the malware to gain an initial understanding of
its characteristics. File size, file type, and header information
are extracted using various tools and examined during basic
static analysis. After basic static analysis, advanced static
analysis techniques can be applied to gain a deeper understand-
ing of the malware’s behavior and capabilities. The advanced
static analysis features require more in-depth tools to extract
and uncover the actual behavior of malware. Advanced static
analysis involves investigating the program commends in detail
[8]. The static analysis faces challenges in detecting obfuscated
malware, as it is unable to effectively analyze packed samples.
This limitation has been highlighted by Komatwar and Kokare
[9].

Dynamic analysis involves executing the program instruc-
tions and examining the behavior of malware. To secure the
machine from being affected by the malware, the dynamic
analysis is conducted within an isolated environment, like
a virtual machine or sandbox. Dynamic analysis can be di-
vided into two parts: basic and advanced. In basic dynamic
analysis, monitoring tools are used to examine the behaviors
of malware. On the other hand, advanced dynamic analysis
involves the use of debugging tools. These debuggers enable
the analysts to run individual commands, with the ability to
modify parameters and variables [8]. During dynamic analysis,
the software operates in an environment where it has full access
to all resources. At the conclusion of malware execution, the
controlled environment is restored to its default state, which
was captured at the beginning of the environment setup. An
agent within the controlled environment logs the software’s
behavior [10], [11]. Unlike static analysis, dynamic analysis
can deal with obfuscation and detect new malware.

Hybrid analysis is an approach that combines both static
analysis and dynamic analysis techniques to detect and ana-
lyze malware. This method begins by initially analyzing the
malware statically, examining its code and structure without
executing it. Then, dynamic analysis is applied to enhance the
overall analysis further. By incorporating dynamic analysis, the
hybrid approach overcomes the limitations of applying static
or dynamic analysis alone. It allows for a more comprehensive
understanding of the malware’s behavior. The combination
of both analysis approaches enhances the overall analysis
process and improves the effectiveness of malware detection
and analysis [12].

Table I presents the pros and the cons of each approach
[13],[14].

TABLE I. COMPARISON BETWEEN MALWARE ANALYSIS APPROACHES

Approaches Pros Cons

Static analysis
Require less time and less
power and memory con-
sumption.

Can’t detect obfuscation
and unknown malware.

Dynamic analy-
sis

The ability to detect un-
known malware

Consumes higher amount
of resources, unsafe, and
require more time.

Hybrid analysis Result in more accurate re-
sult.

Higher complexity and
higher cost.

Based on a study that was conducted by Gorment et al.
[1] for ML algorithms for malware detection, they found out
that most contributions on this domain use static analysis
with a percentage of 53.3% of the related studies, while
dynamic analysis accounted for 28.9% and followed by hybrid
analysis with percentage 17.8%. This demonstrates the high
effectiveness of static analysis as it is fast and safe. In addition,
it has a small false positive rate compared to dynamic analysis
[15].

III. RESEARCH STRATEGY

This section outlines the methodology employed in this
study, including the search strategy and the criteria used to de-
termine the final set of papers included in the analysis. Google
Scholar and other databases such as IEEE and ResearchGate
are used to search for existing related literature. We have
included research papers that are related to Malware analysis
and ML. After that, the duplicated papers were excluded. Also,
some papers were excluded for other reasons, such as they are
not relevant, the whole paper is not available, only the abstract
is provided, and some papers are written in foreign languages.

To make sure that we include recent and relevant research,
we selected papers published within the past four years.
Moreover, priority was given to papers that focused on ideas or
objectives that have been the focus in recent years and had not
been explored by researchers in previous years. The selected
publications specifically emphasized contributions related to
malware analysis or detection in general, with a particular
focus on ML-based methods for malware analysis. By fol-
lowing this methodology, the goal of this study is to gather
a comprehensive and up-to-date collection of literature that
addresses the intersection of malware analysis and ML.

IV. TRENDS IN MALWARE ANALYSIS USING MACHINE
LEARNING

Numerous techniques, trends, and strategies have been
proposed for malware analysis and detection that make use
of ML. This section explores trends related to this domain
that was introduced and proposed by researchers in recent
years as the field of malware analysis and ML is dynamic
and continuously improving.

A. Deep Learning-based Malware Analysis

DL is an advanced subset of ML that brings ML closer to
the field of artificial intelligence. It enables the modeling of
complicated relationships and concepts by employing multiple
layers of representation [16]. The motivation behind DL is
the function and organization of the human brain and its
interconnected network of neurons. It consists of multiple
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Fig. 1. Difference between deep learning and machine learning.

layers of connected nodes, called neurons or units. Each neuron
takes inputs and then performs some computation to produce
an output that is used as input to the next layer. The layers
are organized hierarchically. In DL, each layer of a neural
network learns more abstract concepts from the data. The
higher layers build based on the representations learned by the
lower layers. DL does not require explicit feature engineering
or preprocessing of the data. Instead, it automatically extracts
relevant features and representations directly from the raw data
[17].

The motivation behind the adoption of DL in many fields
is the need to organize and analyze massive volumes of
data efficiently. Moreover, DL models have the capability
to learn and extract relevant features directly from the raw
input data during the training process [18], which is the
main difference between ML and deep learning as shown in
Fig. 1. It is commonly preferred and used in many domains,
including image processing, speech processing, healthcare, and
the rapidly expanding field of cybersecurity, which has seen a
surge in demand for DL techniques [15].

Rhode et al. [19] proposed a Recurrent Neural Network
(RNN) model for malware analysis and prediction. Their
focus was on examining the possibility of predicting that an
executable file is malicious or normal using a brief snapshot of
behavioral data. They found out that employing an ensemble
of RNN allows for accurate classification of whether an
executable is malicious or benign within the initial five seconds
of executing the file, achieving an impressive accuracy rate of
94%. Elayan and Mustafa [20] made use of two static fea-
tures of Android applications, which are Application Program
Interface (API) and permission, to present an approach for
detecting malware in Android applications. Gated Recurrent
Units (GRUs) were used, which is a type of RNN. GRU
consisted of three blocks: input block, middle block, and output
block. The approach achieved good results, correctly predicting
98.0% of the dataset. It showed high scores in both recall
and precision, successfully detecting 99.2% of the malware
samples.

Catak et al. [21] developed a classification method using
Long Short-Term Memory (LSTM). LSTM is a DL method
that was developed as an improvement over RNN. LSTM was
specifically designed to address the limitations of RNN. The

malware is analyzed and detected based on the API class
that the Windows operating system makes; this is used as
a representation of the patterns of malicious software. The
classifier’s result indicates a high level of accuracy, reaching
up to 95%. McDole et al. [22] introduced a study focusing
on the analysis of malware detection techniques in cloud
Infrastructure-as-a-Service (IaaS) environments, along with
exploring the potential of using CNN. The proposed malware
detection by Ravi et al. [23] used a CNN to detect malware
in smart healthcare systems for both Windows and Android.
The proposed approach achieved an accuracy of 98% in the
Windows dataset and 97% in the Android dataset.

Bayazit et al. [24] developed comparative systems that is
based on DL for malware detection, where they employed
various approaches and compared the results of each approach.
The system used both Static and dynamic analysis with differ-
ent ML and DL classifiers. Moreover, A comparative analysis
is conducted, comparing traditional ML algorithms such as
Decision Trees, Random Forests, and DL algorithms including
LSTM, CNN-LSTM, ANN, and Multilayer Perceptron (MLP).
They found that LSTM achieved a high accuracy rate of
98.75% in static analysis classification. Additionally, the CNN-
LSTM deep learning algorithm showed a high accuracy rate
of 95.26% in dynamic analysis classification.

İbrahim et al. [25] introduced an approach that used
static analysis and the most important features from An-
droid applications, including two newly proposed features.
These features are then used as input for an API DL model
specifically developed for this purpose. The proposed method
is implemented and evaluated using a classified dataset of
Android applications. They focused on extracting the following
features: permissions, API calls, services, broadcast receivers,
and opcode sequences. Furthermore, they introduced two new
static features: application size and fuzzy hash.

Patil and Deng [26] showed how accuracy could be im-
proved using DL networks rather than the traditional ML
models by introducing a neural networks-based framework for
malware analysis that achieved high accuracy. The findings
from the experiment indicated that the DL-based malware
classification method achieves high accuracy in classification.
Moreover, they suggested that the backpropagation and gra-
dient descent mechanisms in DL help improve accuracy, true
positive rate, and reduced false positive rate.

Rodrigo et al. [27] designed a hybrid ML model for
Android malware detection. The model contained three fully
connected neural networks: The first network focused on static
features and achieved an accuracy of 92.9% when trained
on 840 static attributes. The second network is designed for
dynamic analysis and achieved an accuracy of 81.1% when
trained on 3722 dynamic attributes. The last network combined
both static and dynamic features, resulting in a hybrid model
that achieved an accuracy of 91.1% when trained on 7081
static and dynamic attributes. This demonstrates that the hybrid
analysis performs better than using static and dynamic features.

Obaidat et al. [28] presented an approach combining static
analysis techniques with advanced image-based DL algorithms
to improve the accuracy of malware detection in Java bytecode.
The proposed approach, called Jadeite, is designed to classify
Java bytecode files as malicious or benign using a combination
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of supervised DL and static analysis. It takes as input a
JAR file that contains the Java bytecode and consists of
three main components. The first component is the Bytecode
Transformation Engine, which converts the Java bytecode file
into a grayscale image. The second component is the Feature
Extraction Engine, which takes the features from the bytecode
file. Finally, the CNN classifier Engine takes both the grayscale
image and the features obtained from the previous steps. It
employs a CNN model to detect if the file is malicious or
benign.

Fig. 2. Deep learning models used in the research papers.

Fig. 2 presents the deep learning techniques used by the
authors in the research papers. The Figure shows that the
most commonly used deep learning technique is CNN which
indicates its effectiveness and efficiency in malware analysis.
Following CNN, RNN is the next commonly used technique,
followed by DNN and LTSM. Below is a comparative analysis
these DL algorithms in malware detection:

• CNNs can learn the key and important features with-
out human involvement, which is its main advantage.
it is commonly used in computer vision fields for
image processing and pattern recognition. Hence, it
has been successful in image-based malware detec-
tion by extracting features from binary or grayscale
representations of malware [29].

• RNNs are usually used for analyzing sequential data,
making them applicable for code-based malware de-
tection. They can capture dependencies and patterns
in code instructions, enabling the identification of
malicious behavior [30].

• DNNs also known as feedforward neural networks,
can learn complex patterns and relationships in the
input data, making them capable of detecting malware
based on learned representations. Wang et al. [31] have
stated that recent studies have shown that using DNNs
in malware detection allows for the recognition of
abstract patterns from extensive collections of malware
samples. This enhances the ability to detect various
types of malware, providing a more comprehensive
approach.

• LSTMs are a type of RNN that can effectively capture
long-term dependencies in sequential data, making
them suitable for code-based malware analysis [30].

B. Transfer Learning-based Malware Analysis

The concept of transfer learning has been explored in
the literature since the 1990s, using different names such as
learning to learn, life-long learning, and knowledge transfer
[32]. It is a valuable technique in ML that addresses the chal-
lenge of limited training data. It allows us to use knowledge
gained from a source domain and apply it to a target domain,
even when the training and test data are dependent and not
identically distributed. This approach is particularly helpful in
domains where improving performance is difficult due to a lack
of enough training data [33]. The main difference between
traditional ML and transfer learning lies in the treatment of
tasks and the use of previous knowledge. In traditional ML,
each task is treated independently, and the model needs to learn
from scratch for each task. There is no sharing or transfer
of knowledge between tasks, and the model starts from the
beginning for each new task. On the other hand, transfer
learning involves taking knowledge and insights obtained from
previous tasks or domains and transferring them to the learning
process of a new task. Instead of starting from scratch, the
model can benefit from the knowledge extracted from other
source tasks [34]. Fig. 3 shows that the traditional ML learns
the task from scratch. This means that they are trained on
specific datasets related to the task. On the other hand, transfer
learning uses the knowledge gained from a learning system and
applies it to another learning system [35].

Transfer learning offers several advantages, including faster
learning and reduced reliance on large training data. By ap-
plying knowledge from related tasks or domains, the learning
process becomes quicker because the model is built based
on existing knowledge. Also, the need for a large amount of
training data is reduced as the model can generalize effectively
by taking advantage of the existing knowledge [32].

Fig. 3. Learning process of traditional ML and transfer learning.

Chen [36] introduced an approach that used deep transfer
learning for static malware classification. He showed that the
proposed technique has better performance compared to train-
ing from scratch and other traditional ML models. Moreover,
the transfer learning scheme speeds up the training phase in
deep neural networks while maintaining high performance in
classification.

Bhodia et al. [37] used transfer deep learning for malware
analysis and detection based on image analysis. The authors
converted executable files into images and used DL models
for image recognition. To train the models, they used transfer
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learning by applying existing DL models that have been
trained before on large image datasets. Transfer DL result was
compared to a simpler k-Nearest Neighbor approach (k-NN).
In certain cases, the k-NN learning technique had better perfor-
mance than the proposed models. However, in simulated zero-
day experiments, the proposed models had better performance
compared to k-NN. Ahmad et al. [38] proposed an approach
for classifying malware into nine different classes. They treated
the malware binaries as image data and applied various ML
and DL techniques. Logistic Regression, ANN, CNN, transfer
learning on CNN, and LSTM models were used to achieve
the classification results. Additionally, they employed transfer
learning with InceptionV3 for training, which showed better
results, particularly when compared to the LSTM model.

Acharya et al. [39] presented a transfer learning approach
for efficient Android malware detection. First, the authors
performed malware detection using the traditional ML models
such as CNN and then they used the transfer learning technique
to compare between them. They transferred the relevant fea-
tures and information from a model that was trained before to
a target model, and it was found that transfer learning resulted
in low computational costs.

Prima and Bouhorma [40] suggested a framework for
classifying malware using transfer learning. The proposed
approach used pre-trained DL models that have been trained on
large image datasets. In this framework, the input is a grayscale
image that represents the malicious program. Then, this image
is passed over a block of convolutional layers. The output is
the class of the malware. According to their findings, Prima
and Bouhorma stated that CNN shows better performance
compared to traditional ML techniques, particularly in domains
like image classification. Zhao et al. [41] proposed a malware
classification method that incorporates transfer learning, multi-
channel image vision features, and CNN. The methodology
involves several steps. First, they extracted features from
malware samples and converted them into grayscale images of
three different types. To ensure a consistent size, they process
the grayscale image sizes using an algorithm. Next, they
synthesized the three grayscale images into three-dimensional
RGB images. These RGB images are than used for training
and classification.

Panda et al. [42] used two malware image datasets, namely
Malevis and MalImg. For preparing the datasets, they per-
formed pre-processing and resized each image to 224x224
pixels. Since the datasets were relatively small, they applied a
technique to increase the amount of data available for training.
To evaluate the accuracy of the proposed model, they used the
MalImg dataset as a baseline. On the other hand, the Malevis
dataset was used to build a transfer learning on CNN. The
approach involved developing a transfer learning model from
scratch. The extracted features are used as input to three neural
network models: the autoencoder, the gated recurrent unit,
and the multi-layer perceptron. The result of the multi-layer
perceptron model is the final classification by taking the output
from the gated recurrent unit model as its input. Tasyurek and
Arslan [43] proposed a fast and accurate model that is based
on CNN. The model converts the features obtained from the
manifest file to an RGB format image. Then, these images are
used to train the model with the transfer learning technique.
The experiment results in high accuracy equal to 98.3% and

quick prediction due to the use of transfer learning.

He et al. [44] claimed that the traditional ML models are
not effective in accurately identifying previously unknown and
zero-day malware using Hardware-Based Malware Detection.
So, they proposed a Hardware-Based Malware Detection based
on deep neural networks and transfer learning. the proposed
solution which is based on image-based hardware events
showed better performance than the existing ML methods.
It achieves a high detection rate of 97% at runtime, using
only the top four hardware events. Additionally, the solution
maintains a low false positive rate and does not require any
hardware redesign overhead. Ngo et al. [45] proposed a model
that extracts both static and dynamic features for detecting
malware. Then, they presented a technique for transferring
knowledge that is obtained from a big source model, which is
trained on the previously extracted features, to a small target
model. The authors stated that the proposed model reduces the
time required for prediction.

C. Explainable Machine Learning-based Malware Analysis

In order to create ML models that are reliable to humans,
researchers have discussed various techniques for explaining
and interpreting these models to users. This field of study,
known as “explainability,” focuses on reasoning and decision-
making processes employed by ML models. Explainability in-
cludes any technique that helps users or developers understand
the behavior of ML models [46].

The term “XAI” (eXplainable Artificial Intelligence) was
introduced by the Defense Advanced Research Projects
Agency (DARPA) in 2017. Since then, it has gained popular-
ity across various fields, including healthcare, transportation,
legal, finance, military, and scientific research. XML refers to
the development and application of ML models and algorithms
that are transparent, interpretable, and able to provide under-
standable explanations for their predictions or decisions. XML
aims to bridge the gap between the complexity of traditional
ML models and the need for human interpretability and
understanding. In traditional ML, models such as deep neural
networks can be complex and hard to understand. They operate
as black boxes, making predictions without providing any
explanation for the underlying reasoning or factors that affect
the output. This lack of transparency can be a challenging
issue, especially in domains where trust, accountability, and
interpretability are important, such as healthcare, finance, and
legal systems [47]. In contrast, the goal of XML techniques
is to make models more transparent by providing explanations
for their predictions.

Alani and Awad [48] introduced a lightweight Android
malware detection system that applies of XML techniques.
The system uses static features extracted from applications to
classify the application as malicious or benign. The results
of the experiment show an accuracy rate of over 98%, while
the system remains lightweight and consumes little device’s
resources. Moreover, the classifier model is interpreted using
Shapley Additive Explanation (SHAP) values. Liu et al. [49]
also have proposed Android malware detection based on XAL.
This study takes a different approach compared to other
research. Instead of focusing on evaluating how well ML
classifiers detect malware and identify the causes, it applies
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XML approaches. The goal is to understand what ML-based
models learn during training. They stated that authors should
have a better understanding of how ML models work, rather
than just focusing on improving the accuracy. ladarola et
al. [50] presented a DL model that is based on images for
detecting which family the malware belongs to. Moreover,
they explained the system prediction by using LIME as the
explanation method. They achieved high accuracy equal to
93.4%.

Manthena [51] stated that many existing studies in the
field of malware analysis lack transparency and explainability
regarding the predictions made by their models. This absence
of information about the models’ decisions is a significant
issue, particularly in the context of malware analysis. Man-
thena presented an online malware analysis by applying XML,
such as KernalSHAP, TreeSHAP, and DeepSHAP to analyze
and evaluate the reliability of the performance metrics. By
doing so, she emphasized the importance of applying XML
techniques in the context of online malware detection. While
Manthena used SHAP as an XML technique, Kinkead et al.
[52] used Local Interpretable Model-Agnostic Explanations
(LIME) to explain the predictions of a ML model. They have
developed a method that used CNN to identify significant
locations within an Android app’s opcode sequence. These
identified locations are believed to play a key role in detecting
malware. Secondly, they have conducted a comparison between
the locations highlighted by CNN and the locations identified
as important by LIME. This comparison allows us to evalu-
ate the consistency between the two methods in identifying
significant locations for malware detection. After conducting
the experiment, they found out that the positions in the opcode
sequences classified as malicious by CNN closely match those
classified as most malicious by LIME.

Lu and Thing [53] proposed an android malware detection
using three model explanation methods, which are Modern
Portfolio Theory (MPT), SHAP, and LIME. They conducted an
experiment to compare these methods regarding the explana-
tion ability. The result of the experiment showed that the MPT
is considered valuable to security analysis as it can be used
to determine the reasons that the classifiers are fooled by the
adversarial samples. Iadarolaa et al. [54] proposed a method
for Android malware detection and family identification that
depends on representing applications as images. These images
are then used as input to an explainable DL model specifically
designed by the authors. The purpose of this approach is to
provide a transparent and interpretable solution for detecting
and identifying malware in Android applications. The proposed
methodology can be divided into two main parts. The first
part involves training the model using appropriate techniques
and data to achieve perfect performance. The second part
of the methodology is responsible for the interpretability of
the model’s learning process. This aspect emphasizes under-
standing and explaining how the model makes predictions or
decisions. Pan et al. [55] proposed a solution that focuses
on overcoming the limitations of current malware detection
methods, which include prediction inaccuracy and a lack
of transparency. To address these two challenges, they have
developed a hardware-assisted malware detection framework
using an XML algorithm based on regression.

Manthena et al. [56] addressed the block box characteristics

Fig. 4. XML Methods.

found in many ML and DL models such as CNN and Feed-
Forward Neural Net (FFNN) by proposing a malware detection
system that is trained on an online dataset and using SHAP
in order to explain the outcome of the model. Sharma et al.
[57] proposed an explainable system for malware detection
using traffic analysis. Explainability in this model is gained
by using features of the network traffic that are understandable
by humans and interpretable ML decision trees for detecting
malware.

Fig. 4 shows that the most commonly used methods for
model explanation in malware analysis are SHAP and LIMA.
The main difference between these methods is that SHAP
provides a general explanation, whereas LIME produces local
reasoning. This means that SHAP provides an explanation
regarding the performance of the model across all samples.
LIMA Interpret the prediction of a model for a specific
sample[58].

Table II provides a summary of the analyzed papers for the
reader and researcher to have a clear understanding.

D. Major Findings and Discussion

This section discusses some key findings based on the
surveyed works in the above section. According to the previous
section, the majority of current studies make use of DL models.
The use of DL models allows for effective detection and
classification of malware based on complex patterns and fea-
tures. Additionally, transfer learning has been widely applied
in malware analysis, using pre-trained models on large datasets
to enhance the performance of malware detection systems.
Moreover, XML techniques have gained attention in the field
of malware analysis. XML methods provide an understanding
of the decision-making process of the models, that ensure
transparency and interpretability. Overall, the surveyed works
show the effectiveness and importance of using DL, transfer
learning, and XML techniques in the context of malware
analysis.

The method of converting the samples or the files to an
image before processing is used by many researchers based
on surveyed work, such as [28], [37], [38], [40], [41], [42],
[43], [44], [50], [54].
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TABLE II. SUMMARY OF RECENT WORKS

Authors Pub.
year Focus/Objective Platform

Machine-
learning

techniques
used

Rhode et al. [19] 2018
Performing early detection of Mali-
ciousness of a file within the initial 5
seconds of its execution.

Windows 7
Executable
file RNN

Elayan and Mustafa [20] 2021

Utilizing DL techniques, specifically
the GRU architecture of Recurrent
Neural Networks to detect malware in
Android applications.

Android

Obaidat et al. [28] 2022
Identifying Java bytecode malware
programs through static analysis and
image-based DL classification.

Java
program

McDole et al [22] 2021 Analyzing malware in a cloud environ-
ment by utilizing DL. Cloud IaaS CNN

Ravi et al. [23] 2022

Proposing a method for malware de-
tection on Windows and Android op-
erating system in smart healthcare sys-
tems.

Windows
and Android
OS

Catak et al. [21] 2020
Using LSTM for malware analysis
based on API calls in Windows oper-
ating systems.

Windows
OS LSTM

Bayazit et al. [24] 2023
Present and compare the use of static
and dynamic analysis in DL-based
malware binary classification.

Android

LSTM,
CNN-
LSTM,
ANN and
MLP .

Rodrigo et al. [27] 2021 Using hybrid ML for Android malware
detection. Android

Fully
connected
neural
networks

İbrahim et al. [25] 2022 Using static analysis for android mal-
ware detection. Android Deep learn-

ing

Patil and Deng [26] 2020
Comparing the accuracy of the DL ap-
proach and traditional ML in malware
analysis.

-

Kinkead et al. [52] 2021
Using Explainable CNNs for devel-
oping Android Malware Detection
method.

Android .

ladarola et al. [50] 2023 Explinable DL model on images for
Malware fimaly detection. - Explainable

CNNs

Pan et al. [55] 2020 Addressing two limitations: inaccuracy
in predictions and lack of transparency - Explainable

RNN

Liu et al. [49] 2022

Researchers should focus on having a
better understanding of how ML mod-
els work, rather than just focusing on
improving the accuracy of the models.

Android
Explainable
machine
learning

Manthena [51] 2022
Addressing the lack of Explainable ML
approaches for online malware analy-
sis.

-
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Alani and Awad [48] 2022

Explaining the reasons behind the se-
lected features using Shapley additive
explanation values to ensure that the
high accuracy of the classifier come
from explainable conditions.

Android
Explainable
machine
learning

Manthena et al. [56] 2023 Addressing the block box issue that
found in many Ml and DL models -

Lu and Thing [53] 2022
Designing Android malware analysis
and Comparing the explanation be-
tween different explanation methods.

Android

Sharma et al. [57] 2023 Explainable malware detection using
network traffic features -

Explainable
Decision
tree

Iadarolaa et al. [54] 2021
Using explainable deep learning model
for detecting malware and identifying
their family.

mobile
Explainable
deep
learning

Chen [36] 2019 Demonstrating that transfer learning
outperforms training from scratch. -

Bhodia et al. [37] 2019 Malware detection and classification
based on image analysis

Executable
files

Transfer
deep
learning

Prima and Bouhorma
[40] 2020

CNN have better performance com-
pared to traditional learning tech-
niques.

-

Panda et al. [42] 2023 Developing a transfer learning model
from scratch IoT

Acharya et al. [39] 2023
Using transfer learning for mobile mal-
ware detection to lower the computa-
tional cost.

Mobile

Zhao et al. [41] 2023
Solving the problem of existing DL
model for malware detection which is
long training time

-

Ahmad et al. [38] 2023
Classifying malware, with nine differ-
ent class using CNN-transfer learning
model

-
Transfer
learning on
CNN

Ngo et al. [45] 2023

Addressing the limitations of feature
aggregation while using static and dy-
namic features and transferring knowl-
edge from big to small models.

-

Tasyurek and Arslan
[43] 2023 Fast CNN-based transfer learning for

malware analysis Android

He et al. [44] 2022
Using a deep neural network and trans-
fer learning for detecting zero-day mal-
ware.

-
Transfer
learning on
DNN

www.ijacsa.thesai.org 1274 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 15, No. 1, 2024

Usually, the malware sample comes as an executable file in
binary format. To perform malware representation, the byte in
the binary file is converted to pixels in the image containing
textural patterns which results in better visualization of the
malware [59], [60]. Malware representation of a file before
processing it is very common in malware analysis files because
by using this approach, researchers avoid the need for and
dependency on features engineering process and methods [61],
[62]. Moreover, it allows for a visual representation of the
malware and incorporates computer vision with this domain
[63].

V. LIMITATIONS AND CHALLENGES

Over time, various trends in malware detection and analysis
have emerged, each with its limitations and drawbacks. As
a result, researchers have shifted their focus to alternative
technologies that aim to detect malware in real-time with min-
imal false positives and increase detection and classification
accuracy. This section discusses the challenges and limitations
associated with each trend based on the analyzed papers in the
previous sections.

A. Limitations and Challenges Found in Papers using Deep
Learning

• Rhode et al. [19] used RNN for early-stage malware
detection assuming that the malware will execute the
malicious activities within the first five seconds. But
what if the attacker or adversaries are aware that
the first 5 seconds of a file’s execution are used to
determine whether it is malicious or not, they can
manipulate the file’s behavior to avoid detection. By
introducing long periods of sleep or inactivity at the
beginning of a malicious file, so, the attacker can trick
the system into classifying the file as safe. We suggest
incorporating additional features or mechanisms in the
system to capture and analyze behavior beyond the
initial 5 seconds, such as by extracting and analyzing a
broader range of features, like system calls, or network
activity to gain a deeper understanding of the file’s
intent.

• Obaidat et al. [28] used DL with a large dataset for
Java malware detection. DL architectures rely heavily
on supervised learning, which requires a large amount
of labeled samples to train the model effectively. As
mentioned by Kadam and Vaidya in [64], using a
small number of samples does not allow the model to
learn the underlying features accurately in the training
stage, and processing such a large amount of data in
DL requires extensive training time and needs high
processing power.

• The dataset used by Catak et al. [21] has an unequal
distribution of instances for each malware Category.
For example, there are 1001 rows labeled as Worms
and only 379 samples for Adware. This may affect
the performance of the model in classification [65]. To
address this issue, we can use data resampling tech-
niques. Data resampling is used for class-imbalance
problems which aim to balance the distribution of
instances across different classes by either increasing

the number of instances in the minority class (over-
sampling) or decreasing the number of instances in the
majority class (undersampling). This helps to mitigate
the impact of class imbalance on the model’s training
process [66].

B. Limitations and Challenges Found in Papers using Transfer
Learning

• In the work of Panda et al. [42], the transfer learning
model may struggle to handle malware images with
varying sizes. Inconsistencies in image sizes can lead
to challenges in the model’s ability to learn meaningful
features and patterns. Resizing or standardizing the
images to a fixed size is typically required as a
pre-processing step, which can add complexity and
potential loss of information. Moreover, the model
proposed in this paper is incapable of detecting unseen
malware. this may lead to a prolonged classification
process because of the need for pre-processing the
malware images before classifying the malware.

• Niu et al. [67] and Pan and Yang [68] mentioned that
transfer learning suffers from an issue called negative
transfer. Negative transfer refers to a phenomenon in
which the application of transfer learning leads to
a decrease in performance or some impact on the
target task. It occurs when the knowledge learned
from the source domain is not relevant or compatible
with the target task. So, instead of benefiting the
target task, the transferred knowledge may introduce
noise or incorrect assumptions that affect the model’s
capability to generalize and make accurate predictions.
We can mitigate the risk of negative transfer by using
an ensemble of models trained with different source
domains. By combining different sources of trans-
ferred knowledge, the ensemble can take advantage
of the strengths of each model and reduce the impact
of negative transfer.

• Based on paper of Prima and Bouhorma [40] and
Panda et al. [42], We can conclude that transfer
learning requires large datasets. Even though the use
of a large dataset can achieve high accuracy, it is
time-consuming and may require more computational
resources [69]. Incremental learning could partially
solve this problem. Instead of training the model on
the entire large dataset at once, incremental learning
can be employed to train the model on smaller subsets
of data sequentially, gradually increasing the complex-
ity of the task. This way, computational resources can
be used more efficiently, and the time required for
training can be reduced.

C. Limitations and Challenges Found in Papers using XML

• The work proposed by Alani and Awad [48] has
been acknowledged for its accuracy and efficiency,
requiring minimal time for malware detection. How-
ever, a limitation of this approach is its inability to
effectively detect unknown and obfuscated malware.
This limitation arises from the fact that the proposed
method relies on static features for malware detec-
tion. Static features typically refer to characteristics
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extracted from the file or code without considering
dynamic behaviors or run-time information. Applying
dynamic analysis along with static analysis can pro-
vide more valuable information regarding the behavior
of malware during execution because dynamic analy-
sis can capture actions such as file system modifica-
tions, network communications, process interactions,
and system calls, which can help identify malicious
activities and detect previously unknown or obfuscated
malware.

• In many cases, there exists a trade-off between model
performance and interpretability as stated by Anto-
niadi et al. [70] and Arrietaet al.[71]. This means that
as models become more interpretable, their predictive
accuracy may decrease. Conversely, highly accurate
models may be less interpretable. making a balance
between interpretability and performance is a chal-
lenge in XML, as it requires finding the right level
of transparency without decreasing the accuracy.

• The split of the dataset in Kinkead et al. [52] for train-
ing, validation, and testing was not fair. A balanced
split is typically recommended to make sure that both
the training and testing samples have a representative
distribution of malware and benign samples. the best
resampling technique for this case is cross-validation
which is considered the standard resampling technique
for splitting the dataset into training, validation, and
testing sets [72].

• Unlike accuracy or precision, interpretability lacks
standard evaluation metrics. Measuring the quality of
explanations is still an active area of research. The
absence of widely accepted evaluation criteria makes
it challenging to compare and evaluate different XML
methods [73] [74].

VI. FUTURE DIRECTIONS

In the previous section, several issues and limitations that
need to be addressed to develop a system that has the ability
to detect, analyze, and classify malware efficiently are listed.
In this section, we will highlight some areas for future work
that researchers can use to help mitigate the mentioned issues:

A. The use of a Moderate-sized and Balanced Dataset

As mentioned in the previous section some research papers
used very large datasets and other papers suffered from unbal-
anced datasets. This problem is because the researchers believe
that larger datasets lead to higher accuracy and reduce bias.
While this belief is common, it is important to consider that
there are potential challenges linked with very large datasets.
By working with a dataset of moderate size, computational re-
sources and time required for training models can be reduced.
Another issue that needs to be taken care of is the use of
up-to-date datasets because it is important for maintaining the
relevance and applicability of the study in real-time scenarios.

B. Domain Distance Measure

Addressing the issue of negative transfer in transfer learn-
ing is an important research challenge that needs to be

addressed in the future. Negative transfer leads to worse
performance compared to not transferring at all. Therefore,
it is essential to find ways to prevent negative transfer from
happening in transfer learning. An accurate measurement of
domain distance is another important research aspect that
needs attention to solve this problem. When applying transfer
learning techniques, it is essential to rate the similarity or
dissimilarity between the source and target domains correctly.
Existing approaches for measuring domain distance often rely
on assumptions that may not capture the true underlying
relationships between domains. This can cause inappropriate
transfer of knowledge and performance degrading. Developing
robust and accurate methods for evaluating domain distance
will enable better identification of relevant knowledge for
transfer and make the adaptation of models to new domains
more effective [67].

C. Image Resizing and Standardization

Resizing images to a fixed size is a common preprocessing
step to address inconsistencies in image sizes. This step
ensures that the input images have a consistent size and format,
which is essential for many ML models. However, it’s impor-
tant to carefully consider the impact of resizing on the loss of
information [75]. So further investigation regarding resizing
techniques to minimize information loss while maintaining a
consistent and reasonable image size for efficient processing
is needed.

D. Distributed Computing and Parallelization

To facilitate the training process and reduce the time
required for large dataset processing, researchers should con-
sider making use of distributed computing techniques and
parallelization. This involves distributing the workload across
multiple computing resources, such as GPUs or multiple
machines, to train the model in parallel. Parallelization can
significantly reduce the training time and reduce the memory
resource requirements [76]

E. Comparative Evaluations

We recommend more future research regarding evaluating
the quality of the explanation of an XML. One way to
solve this is by comparative evaluations. It means comparing
different XML methods on fixed benchmarks or datasets. By
applying multiple XML methods to the same dataset or task,
their performance in terms of interpretability can be compared.
This can be done using qualitative analyses by experts or by
developing quantitative metrics that consider different elements
of interpretability.

VII. CONCLUSIONS

Malware analysis is a critical component of cybersecurity
due to the increasing sophistication and the widespread of
malicious software. Understanding malware is key to devel-
oping strong defenses. Malware analysis helps identify and
classify different types of malware, which makes it easier to
detect and prevent future attacks. ML plays a key role in
malware analysis due to its ability to analyze large amounts
of data and detect complex patterns. In this paper, we provide
a survey of existing trends related to malware analysis using
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ML including a description of each trend. The surveyed works
show the effectiveness and importance of applying DL, transfer
learning, and XML techniques in the context of malware
analysis. These approaches contribute to improved accuracy,
interpretability, and transparency in detecting and analyzing
malware. Moreover, the challenges and limitations related to
each trend are explored. Based on the survey results, we also
provide some future directions to be investigated that have the
potential to shape the future of malware analysis. These areas
may offer exciting opportunities for further improvement in
the field in order to overcome the challenges faced by the
researchers.

Despite the valuable insights this paper provides, it is
important to acknowledge its limitations. The sample size was
relatively small, which may limit the generalizability of the
findings. Future research should aim to replicate these findings
with larger samples.
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Abstract—Time is relative, which makes the interaction so
sensitive. Indeed, contemplating the concept of real-time enter-
prises resembled envisioning an idealized notion that seemed
unattainable and impracticable in reality. Consequently, we give
a new definition of the real-time concept according to our needs
and targets for a successful business process. According to this
definition, we can go towards a real-time business process valida-
tion algorithm, which has the goal of ensuring quality in terms
of time, i.e., time latency ≃ 0. Put simply, it serves as a method
to assess the consistency of a process. This approach aids in
comprehending the temporal patterns inherent in a process as it
evolves, empowering decision-makers to glean insights and swiftly
form initial judgments for effective problem-solving and the
identification of appropriate solutions. Thus, our main purpose is
to deliver the right information and knowledge to the right person
at the right time. To achieve this, we introduce a novel real-time
component within the Business Process Management Notation
(BPMN), encompassing various attributes that facilitate process
monitoring. This extension transforms the BPMN into a unified
real-time business process meta-model. To be more specific,
our contribution proposes a continuous temporal improvement
assessment and knowledge management as temporal knowledge
helps to evaluate the real-time situation of the business process.

Keywords—Real-time business process; real-time enterprises;
temporal latency; process validation; continuous improvement ap-
proach

I. INTRODUCTION

Business process management is one of the top devel-
opment priorities in organizations; therefore, improving it
becomes a priority, especially through the continuous im-
provement capability process [1], [2], [3]. Enhancing business
process management is crucial for organizations to optimize
their operations and achieve higher efficiency[1]. Our interest
is time sensitivity in processes, or real-time processes, which
we call right-real-time (as we will see in the research ap-
proach). Real-time enterprises entail immediate responsiveness
to business demands, but in practice, achieving such instan-
taneous reactivity is not feasible; we are rather ‘near real-
time’; consequently, we depend here on customer needs that
we’re trying to meet through services. If an event that happens
an hour from now is judged acceptable, that occurrence is
now practically the standard for what constitutes real-time,
in other words, right-real-time, which generates automatically
time latency. One of the significant bases of our study is time
latency to eliminate waste of time and have control over the
whole process (see Fig. 1). Our approach aims to introduce
a novel measure of capability specifically related to time.
However, it is important to distinguish between two types of
capabilities: those that enhance an organization’s ability to run

Fig. 1. Concept position: real-time enterprise/process, near-real-time
entreprise/process, right-real-time enterprise/process.

processes and those that pertain to conducting business process
management (BPM) [1]. Our contribution falls within the latter
category. Successful Business Process Management initiatives
rely on various capability factors that significantly impact their
outcomes. Our objective is to define a new capability factor,
namely the temporal capability factor, which plays a crucial
role in the continuous improvement process. By focusing on
prevention rather than cure, particularly when dealing with sen-
sitive parameters, we can implement appropriate solutions to
proactively control the situation. The continuous improvement
process enables the ongoing refinement of processes and the
optimization of working conditions, ultimately leading to waste
elimination. (Please see the general process of continuous
improvement steps below in Fig. 2, as it is inspired from
[4]). After conducting extensive studies, we have discovered
that time wastage has emerged as a significant concern in
today’s highly competitive landscape, but there is no direct
tool or method that can show the real-time situation of a
business process with a continuous temporal improvement
method. This explains the originality of our approach, which is
useful for every business process because it includes the time
aspect, which allows them to identify and rectify any potential
deviations, bottlenecks, or errors as they occur, preventing
negative impacts on overall operations in terms of time. Effec-
tively managing and controlling time has become a formidable
challenge in the current business environment. By continually
improving their Business Process Management temporal prac-
tices, businesses can streamline workflows, reduce bottlenecks,
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Fig. 2. CI Process.

and enhance productivity. This involves analyzing existing
processes, identifying areas for improvement, and implement-
ing strategies to enhance process efficiency and effectiveness.
By focusing on Business Process Management improvement,
organizations can achieve better resource allocation, reduced
costs, improved customer satisfaction, and increased overall
competitiveness in the market. Ultimately, continuous business
process management temporal improvement leads to enhanced
agility and adaptability, enabling organizations to navigate the
ever-evolving business landscape with confidence [1], [5], [2],
[3]. In this paper, we present a new “real-time process con-
tinuous improvement methodology” plus a “real-time process
validation algorithm”, which is an original search in terms
of definition, modeling, and application. “Real-time Process
Continuous Improvement” is an important topic for improving
organizations’ systems. This allows them to identify and rectify
any potential deviations, bottlenecks, or errors as they occur,
preventing negative impacts on overall operations in terms
of time. Accordingly, we divide our contributions into four
sections: Section I focuses on an overview of related works,
which provides an in-depth exploration of relevant works in the
field; Section II presents our proposed approach, elucidating
its key components and methodologies; and Section III offers
architectural thinking, which presents our approach within the
enterprise architecture. Lastly, Section IV unfolds an in-depth
examination, presenting the analysis, results, and discussions
within the context of a case study format.

Foreword: Considering the need to establish clarity and
avoid any potential confusion with existing definitions of real-
time, particularly within the context of enterprise management
case studies, we introduce a novel term in alignment with our
specific understanding: right-real-time.

II. RELATED WORKS

The existing literature in this field can be classified into
three main categories: the advancement of business process
management, the exploration of real-time enterprises, and the
multifaceted understanding of time and real-time figures. These
categories encompass a wide range of research and practical
applications, each shedding light on different aspects of achiev-
ing efficiency and agility in organizational operations. By
categorizing the related works, we can gain a comprehensive
understanding of the diverse perspectives and approaches taken
in the study of this subject matter.

A. Business Process Management (BPM)

The development of Business Process Management (BPM)
brings forth numerous benefits for organizations. Firstly, it
enables companies to enhance their operational efficiency
by streamlining and optimizing their processes, effectively
eliminating bottlenecks and unnecessary steps. This results
in improved productivity and cost reduction. Secondly, BPM
provides organizations with better visibility and control over
their processes, allowing them to monitor performance in real-
time and make data-driven decisions[3]. This promotes timely
interventions and continuous improvement. Thirdly, BPM fos-
ters collaboration and coordination among various departments
and stakeholders, facilitating effective communication and
alignment of objectives. This leads to enhanced teamwork,
quicker decision-making, and heightened customer satisfac-
tion. Moreover, BPM empowers organizations to adapt and
respond swiftly to evolving market conditions and customer
needs, ensuring flexibility and a competitive edge. Overall,
the development of BPM empowers organizations to achieve
excellence in their processes, drive operational effectiveness,
and foster sustainable growth [3], [5].

B. Real-Time Enterprise

A Real-Time Enterprise refers to an organizational
paradigm where operations are optimized to enable instant
responsiveness and agility. This strategic approach involves
harnessing advanced technologies and innovative method-
ologies to enhance business processes and decision-making
capabilities[6]. By embracing the concept of a Real-Time
Enterprise, companies can leverage real-time data access,
proactive decision-making, and seamless collaboration to gain
a competitive advantage in the market. This transformation
requires integrating cutting-edge data analytics, real-time mon-
itoring systems, and automated workflows to enable swift
responses to market changes, customer demands, and emerg-
ing opportunities. Shifting towards a Real-Time Enterprise
involves transitioning from traditional, time-consuming pro-
cesses to agile methodologies, dynamic process modeling, and
adaptive strategies driven by real-time insights. By embrac-
ing the Real-Time Enterprise vision, organizations position
themselves for sustained growth, improved operational per-
formance, and the ability to swiftly adapt to evolving market
dynamics [7], [8].

C. Time and Real-time Figures

The concept of real-time encompasses a wide range of
meanings and finds extensive applications across various fields.
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Its interpretation and utilization vary significantly, reflecting
the diverse contexts and requirements in which it is applied.
Real-time can refer to the ability to process and respond to data
or events instantly, enabling rapid decision-making and actions.
This is particularly crucial in time-sensitive industries such as
finance, healthcare, and transportation. Additionally, real-time
can also denote the synchronization of processes and activities
with the passage of time, ensuring smooth coordination and
minimizing delays [9], [10].

Real-time systems play a vital role in industries like
manufacturing and logistics, where their reliance on such
systems is substantial for enhancing operational efficiency and
productivity [8]. These industries leverage real-time capabili-
ties to optimize their processes, ensuring smooth and timely
execution of tasks[5], [2]. For instance, the processing of large
volumes of data in real-time enables the detection of anoma-
lies and deviations, providing valuable insights for proactive
decision-making and risk mitigation. This allows businesses
to identify and address potential issues promptly, leading to
improved operational performance and overall effectiveness.
Therefore, the integration of real-time systems, coupled with
advanced data processing techniques, proves instrumental in
driving operational excellence across various sectors, including
manufacturing and logistics [11].

Hence, the concept of real-time spans a vast spectrum of
meanings and holds significant relevance in numerous sectors,
highlighting its broad applicability and importance in today’s
dynamic and interconnected world.

Within the context of enterprise architecture development,
the As-Is phase depicts the current state of the organization,
while the To-Be phase represents the envisioned future state.
This differentiation allows for a clear understanding of the
present and future status of the company. In Business Process
Model and Notation (BPMN), time constraints are effectively
handled and modeled through the utilization of event time
entities, which prove to be generally adequate for managing
temporal aspects. However, as the demands of companies
continue to expand across various dimensions, the time axis,
known for its sensitivity and significance, becomes increas-
ingly critical[9], [10].

III. PROPOSED APPROACH

A. Right-Real-time Ontology

The initial phase involved establishing a formal definition
of the real-time concept. While in an ideal scenario, real-
time enterprises would respond instantaneously to business
requirements, it is acknowledged that achieving true real-time
capabilities is challenging. Hence, the concept of “near real-
time” is introduced. The primary focus is on minimizing the
time latency between data storage and availability, aiming to
provide decision-makers with relevant and timely information.
Considering the inherent challenges of achieving real-time
capabilities in their entirety, it is important to prioritize timely
reactions. Therefore, the key lies in delivering the appropriate
information to the designated individual at the opportune mo-
ment. This ensures that decision-makers receive the necessary
insights precisely when they are most advantageous [12].

When dealing with time in a real-time process, it be-
comes necessary to consider both an acceptance interval and a

theoretical-time. The acceptance interval refers to a predefined
range that ensures customer satisfaction, while the theoretical-
time represents the ideal duration that can be predicted using
various prediction tools. These two elements play a crucial role
in effectively managing time within a real-time process.[12].
Based on the findings from the aforementioned results, we can
provide a formal definition of real-time as follows:

The adapted version of the time ontology, as depicted in
Fig. 3, incorporates the concept of real-time [13]. This ontol-
ogy defines time based on three components: time element,
linear/nonlinear, and absolute/relative. However, our aim was
to introduce a novel time component that would provide us
with a fresh understanding of time.

In this adapted version, a new component called real-time
is added to the time ontology. Within this component, three
additional sub-components are included: latency time, accep-
tance interval, and theoretical time. This definition presents
a new perspective on time, moving beyond the conventional
notions of periods and calendars, and instead focusing on its
significance in addressing the needs of real-time enterprises.

Please note that the figure mentioned can be found in
Fig. 3, and the adapted ontology incorporates the real-time
concept proposed by Kirikova et al. [13].

The first attribute in our definition is latency, which is
closely linked to the concept of real-time as we previously
mentioned. Since attaining real-time in its entirety is not
feasible, latency becomes a reliable indicator in defining real-
time. It can be conceptualized as an interval. In order to align
with client needs, we found it essential to introduce a new
attribute that establishes a safe range of latency. Thus, we
defined the second attribute as the acceptance time interval.
Similar to latency, the acceptance interval is also defined as
an interval, representing a safety range within which latency
does not disrupt the process flow.

Theoretical time, on the other hand, serves as our projection
into the future based on our results. The purpose of defining the
theoretical time is to enable result comparison and determine
the degree to which we deviate from the ideal outcome.
Generally, theoretical time is regarded as the ideal result, while
the upper bound of the acceptance interval represents the worst
outcome. Consequently, the lower bound of the acceptance
interval corresponds to the theoretical time.

B. Right-real-time Process

The conventional interpretation of a process refers to a
sequence of actions undertaken to attain specific outcomes.
However, the definition of a process varies across different
domains, tailored to suit their respective requirements. For
instance, within the industrial context, a process represents
a series of steps involved in manufacturing products. Within
numerous enterprises and organizations, the concept of a
process surpasses the simplicity of its elementary definition.
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Fig. 3. Time ontology (adapted with real-time ontology).

It encompasses a greater level of complexity, often involving
a collection of interconnected sub-processes, amplifying its
intricacy. Companies have a wide array of languages at their
disposal to effectively model processes, enabling them to visu-
alize, interpret, and execute these processes while considering
various constraints. One such language commonly utilized is
BPMN (Business Process Model and Notation), which offers
extensive capabilities in this regard.

Real-time processes encompass attributes that align with
immediate responsiveness. However, the concept of real-time
derives its definition from the specific requirements of cus-
tomers, as opposed to a literal “right now” interpretation.
So, if an event that happens an hour from now is judged
acceptable, that occurrence is now practically the standard for
what constitutes real-time. Establishing a precise definition for
real-time is a complex task as it encompasses various interpre-
tations. Given that achieving real-time in its absolute sense is
often impractical, timely reactions become crucial. Therefore,
delivering accurate information to the appropriate individual
at the opportune moment becomes essential. Consequently, a
real-time process refers to a process capable of providing a
service and meeting client satisfaction. citeouarhim2019.

C. Right-Real-time Enterprises/organisations

A real-time process constitutes a fundamental attribute
of Real-Time Enterprises (RTE). These companies stand out
because they can quickly react to different situations, usually
using automated systems guided by built-in business rules or
advanced technology solutions.

Within a real-time enterprise, there exist four primary
categories of real-time processing, namely: (1) straight-through
processing; (2) on-demand real-time data; (3) real-time per-
formance management; and (4) real-time predictive analysis
[14]. These processes encompass significant alterations over
an extended duration, involving long-term changes, according
to B. Kuglin and H. Thielmann [6]. These factors play a
significant role in various areas: (1) within the internal and
cross-company work processes; (2) in the division of labor
both within an organization and across multiple companies;
(3) through the implementation of technologies during the
transition towards a Real-Time Enterprise; and (4) in the
management of processes as well as the overall governance
of the enterprise itself.

According to A. Ouarhim et al. [12] analysis, we can
concisely outline the attributes of a real-time organization and
establish a formal definition as follows: A real-time company is
characterized by its agility, swift responses, prompt dissemina-
tion of information, rapid data analysis, efficient management
of real-time processes, and incorporation of cutting-edge tech-
nologies, all of which converge to achieve near-zero latency.

D. Managing Time in Business Process Toward Right Real-
time Business Process in a Continuous improvement approach

1) Time in a business process: Within a business process,
time manifests in various ways, yet a precise definition of the
real-time concept remains elusive. In the context of a business
process, time can be characterized as follows:

• Duration: interval with two ends (processes or tasks).
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• Point: moments of execution of processes or execution
time of tasks.

• Now: means that the process is auto-reactive (real-
time).

• Time condition: reactive according to a time condition.

2) Temporal latency index or temporal capability: real-time
process validation algorithm: The business process capability
index serves as a metric that evaluates the correlation
between a process’s current performance and the predefined
industry standards. It holds a keen interest in novel research
about quality assurance and capability analysis. Capability
indexes effectively measure both the potential and actual
performance of processes, playing a vital role in quality
improvement initiatives and serving as a cornerstone for
successful implementation of quality programs [15] as shown
in Fig. 4.

Fig. 4. Capability indexes [15].

where:
• USL and LSL are the upper and the lower specification
limits, respec-tively,
• Mu is the process mean,
• Sigma is the process standard deviation,
• m=(USL+LSL)/2 is the mid-point of the specification
interval,
• d=(USL-LSL)/2 is half the length of the specification interval.

The process capability index, denoted as Cp, quantifies the
overall variation of a process concerning the specified toler-
ance, providing insight into the process’s inherent potential or
precision. On the other hand, the process capability index Ca

gauges the level of process centering, serving as an indicator
when the process mean deviates from the target value, thereby
reflecting process accuracy. Introducing the process capability
index Cpk, it not only considers the magnitude of process
variation but also accounts for the degree of process centering,
thereby assessing process performance based on yield, which
represents the proportion of conformity.

Undoubtedly, these measures serve as powerful tools for
assessing process performance and efficiency. However, there
exists another factor that significantly influences process effec-
tiveness: time. Time has been a subject of ongoing research
and, in this context, is increasingly recognized as a critical
quality factor. By monitoring the behavior of time, valuable
insights can be gained regarding the temporal dynamics of
processes across different periods.

In light of this, we propose a comprehensive system for
temporal process monitoring; see Algorithm 2. Each process is

characterized by its response time, waiting time, and execution
time. Through this system, we aim to derive the following
outcome [16]:

Lt = (Ttmax − Ttmin)/(V AR ∗ Ttmax)

• Introducing the index Lt, also referred to as the
“temporal latency index” or “temporal capability”,
provides valuable insights into the temporal dynam-
ics of a process. This index enables us to gain a
comprehensive understanding of a process’s temporal
behavior, empowering us to take timely action and
implement necessary improvements accordingly.

• The parameter Ttmax represents the maximal tem-
poral tolerance, which signifies the acceptable limit
within each specific case study.

• Ttmin denotes the minimal temporal tolerance, rep-
resenting the ideal scenario within the context of each
case study.

• VaR: value at risk.

The concept revolves around determining the ratio between
the tolerance margin and the maximum permissible risk of
delay.

The percentage of response latency varies across different
periods. This implies that if the error rate is calculated over a
week, it tends to be higher compared to calculating it over a
month. This variation can be attributed to the level of process
discontinuity experienced within each period. Furthermore, the
significance of response latency becomes less important when
addressing past-present problems, whereas it holds greater
importance when dealing with present-future problems. More-
over, as organizations strive for real-time capabilities, acknowl-
edging and mitigating time latency becomes imperative for
achieving optimal results in dynamic environments. However,
time latency plays a pivotal role in influencing the outcomes
of various events and processes. The duration between the
occurrence of an event and the corresponding system response
can significantly impact the overall efficiency and effectiveness
[17], [18].

Hence, it is crucial to determine the appropriate scale based
on our specific requirements. If the problems or questions
pertain to the present, our focus will be on the “day-month”
scale. Conversely, if they relate to the future, our attention will
be directed towards the “month-year” scale.

The utilization of VaR (Value-at-Risk) (see Algorithm
1) is driven by our interest in understanding the variations
associated with time latency, which are never constant. By
identifying the most unfavorable of these discrepancies, we
can enhance control over our business processes. Hence, the
index Lt serves as a means to compare the theoretical and
real outcomes. Value-at-Risk refers to the maximum potential
loss that is only expected to occur with a given probability
over a specific time period. In simpler terms, it represents the
most severe loss anticipated within a defined time horizon,
considering a certain level of trust [19].
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Our approach entails identifying the most severe temporal
risk that our business process can handle, utilizing a learning
system. Therefore, it is crucial to determine the time period
under examination, as previously discussed: “day,” “week,”
or “month.” When interpreting the VaR (value-at-risk) figure,
one must consider the probability (x) and the holding period
(t)[19]. First, we’ll start by looking at each month of the
year. After that, we’ll analyze each month individually, and
eventually, we’ll broaden our examination to cover multiple
years.

The utilization of the Lt formula offers the advantage
of simplifying the time period, making it applicable across
all periods. Therefore, the choice of time period becomes
significant in terms of result accuracy and precision.

Algorithm 1 VaR calculation
Result: VaR value
i=1
while i ≤ lenght(filename) do

tri=sort(Rnd(:,i)) for k ← 1 to b(i)− 1 do
I(k) = k/(b(i)− 1)

end
J = find(I ≥ 0.01) PvaR = J(1) V aRT (i) =
−tri(PvaR)a

end

Algorithm 2 Real-time process validation algorithm
Result: Process state functioning
// we start with algorithm inputs
Input: Ttmax, Ttmin, VAR
Lt = (Ttmax − Ttmin)/(V AR ∗ Ttmax)
if 0 < Lt ≪ 1 then
else

// A requirement for making
improvements in the process

end
if Lt ≃ 1 then
else

// A state of balance and indicates
that the process is functioning
well: low latency

end
if 1 ≪ Lt < 2 then
else

// The business process is operating
at a near-perfect level:
right-real-time process

end

Functioning of the index :

The functioning of the index can be described based on
the findings obtained from our analysis of three different case
studies:

• If the value of Lt deviates significantly from 1 to 0
(but never equals 0), it indicates the need for process
improvements. Specifically, when 0 < Lt ≪ 1, action
should be taken to enhance the business process.

• When the value of Lt is approximately 1, it indicates
a state of balance and indicates that the process is
functioning well(on time demand: right-real-time): Lt

≃ 1.

• When the value of Lt is significantly greater than 1 but
less than 2 (and never equal to 2), it indicates that our
business process is operating at a near-perfect level: 1
≪ Lt < 2.

We have chosen to employ the historical method for calculating
our VaR due to its simplicity, speed, and efficiency. By
multiplying VaR with Ttmax, we obtain the maximum risk
of daily delay. In other words, if tomorrow’s delay is ‘d’, the
worst-case scenario will be ‘d + VaR*Ttmax’. Therefore, the
concept of the Lt formula represents a comparison between the
maximum acceptable delay and the practical implementation
using VaR (value at risk).

3) Continuous temporal improvement approach: Preven-
tion is better than cure, having the appropriate tool to prevent
specific issues will be better than reforming all present damage.
Continuous improvement processes give many cycles that help
to improve processes continuously, according to specific ethics
for each cycle as we show in the following Table I, time in
continuous improvement’s tools and methods adapted version
of [20]:

These continuous improvement processes have the goal of
optimizing the performance of working conditions in terms
of planning, organization, waste elimination, work methods,
and knowledge management. In the present era, time wastage
has emerged as a critical concern, particularly with the advent
of the new digital transformation approach [5]. As significant
changes continue to unfold, it becomes crucial to examine
whether we can still maintain the same level of control over
diverse business processes. Our pioneering contribution aims
to tackle this challenge by not only preventing time wastage
in business processes but also ensuring effective control to
gain a comprehensive understanding of the real-time situation.
Through our innovative approach, we strive to optimize time
utilization and maintain a firm grip on business processes,
thereby enabling informed decision-making and improved effi-
ciency. First of all, our based contribution process is as follows:
Fig. 5:

Our based process begins with analysis. We analyze data
from our source of knowledge using simple and proactive
parameters so we can detect the problem. After that, it is time
to learn and discover different causes and try to find solutions
to deliver the right information and knowledge to the right
person at the right time. Before proposing solutions for the
correction phase, we are faced with judging current practices.

We propose a rational approach dedicated to continuously
improving time in business processes. As we all know, wasting
time is a special case in all areas, and its damage becomes
significant, especially when we face a serious situation. So,
having a specific approach to time issues will give us the right
answers to what we need. For that, we propose a right-real-
time approach that is more responsive and compliant with time
changes, namely our proposition about the Lt index. Fig. 6,
which is inspired by [21] and the Deming wheel introduced
by William Edwards Deming (1950s).
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Fig. 5. The based wheel process suitable to temporal issue, case right-real-time processes.

Fig. 6. Continuous temporal improvement approach and elements with Latency index Lt.

The originality of our approach can be seen in Fig. 6
as follows: The Lt index provides real-time insight into
the business process’s temporal status. Based wheel process
fits for right-real-time processes, serving continuous analysis
or on-demand use for processes temporal improvements. In
fact, during the implementation of continuous improvement,
we must take into account the elimination of waste in all
processes, highlighting the importance of our contribution to
continuous improvement, which aims to control the waste of
time to have the right-real-time CI process according to a
previously established strategy. Our contribution Lt index will
support continuous improvement assessment and knowledge
management as temporal knowledge that helps to evaluate the
real-time situation of the process each time. Consequently, the
company’s vision will be clearer over time. The Lt index will
learn from all previous history of time processes to give a
great prediction of present and future responding time process
situations.

E. Proposition of a New Component in BPMN: Right Real-
time Component

Our focus lies on components that are time-related, and
after an extensive analysis of the BPMN specification, we have
identified Events as the key elements of interest. Events are
directly related to FlowNodes and indirectly related to activ-
ities through BoundaryEvents and, specifically, CatchEvents.
Both Events and Activities inherit from FlowNodes, which,
in turn, inherit from FlowElements. The Process component
inherits from FlowElementContainer, which is a composition
of various FlowElements. This observation highlights that
activities, along with the entire process, are more closely
associated with time and real-time considerations, as indicated
by the definition of time within a process [22].

Our proposal involves the creation of a novel component
called Real-timeAttribute [16] as follows, Fig. 7, (OMG spec-
ification diagram [22]: adapted version): Fig. 7 illustrates a
meta-model diagram depicting components that are relevant
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TABLE I. OBSERVING TIME IN CONTINUOUS IMPROVEMENT’S
TOOLS/METHODS [ADAPTED TO [20]]

Tool/method Method Description presence of
waste-time
analysis (t)

Kaizen Event Kaizen events are structured ini-
tiatives that drive incremental im-
provements in processes, with a
primary focus on enhancing pro-
cess value and minimizing waste.

However, the
connection is
not straightfor-
ward.

Value Stream
Map

A Value Stream Map is a visual
depiction that illustrates the se-
quence and interrelationships of all
the steps involved in a particular
process.

No

Lead Time
Analysis

The overall duration between the
initiation and completion of a task,
process, or service can be divided
into two components: value-added
time and non-value-added time.

Yes

Gemba Japanese term used to describe the
practice of physically going to the
location where work is being per-
formed.

No

5 Why’s problem-solving method that in-
volves repeatedly asking “why” to
uncover the underlying root cause
of a particular issue.

No

Spaghetti Dia-
gram

A visual representation that illus-
trates the flow of transportation or
movement of a product or service.

No

SIPOC A comprehensive analysis of Sup-
plier - Input - Process - Output -
Customer that offers a customer-
centric perspective of a process and
its deliverable.

No

6 S An implementation method em-
ployed to establish and uphold a
well-arranged work environment:
Sort, Set in Order, Shine, Standard-
ize, Sustain, and Safety.

However, the
connection is
not straightfor-
ward or direct.

Project Evalu-
ation Matrix

A technique for assessing the busi-
ness impact and the ease of re-
solving a problem to determine the
priority of actions needed.

No

to our study. The depicted figure highlights the focus on
the rightRealTimeAttributes within the activity. Notably, this
attribute has a direct impact on both Processes, Subprocesses,
and Pools, as illustrated in the figure. As a result, these pro-
cesses are automatically influenced by this particular property.

In Fig. 7, we can observe significant components that
are relevant to our research. Additionally, we introduce our
new component called Real-timeAttributes, which encom-
passes three essential attributes: latency, acceptanceInterval,
and theoreticalTime (represented by RT). The inclusion of this
component enhances our understanding and control over real-
time processes, providing a clearer perspective and definition
of what constitutes a real-time process.

The Fig. 7, represents a prototype of the extending compo-
nent. We propose the development of a prototype that extends
the Activity component, creating a specialized component
known as “real-time Activity.” This prototype aims to enhance
the capabilities of the Activity component by incorporating
real-time functionality and features.

IV. ARCHITECTURAL THINKING

A. Research Approach Diagram

Fig. 8, shows a diagram that elucidates the interconnection
among all sub-sections and their corresponding outcomes,
using the proposed based wheel process.

B. Capability Metamodel with our New Real-time Contribu-
tion

In the TOGAF content model, the objective of the organiza-
tion is essential to fulfilling the capability. The TOGAF model
can be further extended by providing additional meta-entities
that describe the definition of capabilities as a measurable en-
tity as shown in [23]. A business process enables the capability
to execute the expected activities and outcomes. These entities
that enable the capabilities, namely process, business service,
and the lower level system components namely application
architecture components, are measurable. A measurable entity
is an entity whose attributes are measurable.

Our approach is to provide a new measure of capability
concerning time. As the following figure shows inspired from
[23], Fig. 9, our entity “Right-Real-time” is a measurable
entity, that influences capability somehow according to each
case study, for example, the influence can be generally latency
as we discuss in the previous section. We define the measure of
“Right-Real-time” as another entity “Right-Real-time-Index”
that provides many attributes as shown in the previous section.
“Right-Real-time-Index” has a goal that indicates the temporal
situation of the process, as well we can make a decision, that
we have named the index values’; that’s considered as one of
its attributes; previously as temporal latency index or temporal
capability.

C. The Overview of the Unified Business Process Meta-model
with our New Component: Real-time Business Process

So, we propose a unified business process meta-model
containing our new component by integrating it into the unified
meta-model proposed by Heidari, Farideh, et al. [24]. Their
approach was to create a unified meta-model as a unified busi-
ness process meta-model that provides a language-independent
business process ontology. The mainstream business process
modeling languages on which they were based are Business
Process Modeling Notation (BPMN), Role Activity Diagram
(RAD), Unified Modeling Language Activity Diagram (UML-
AD), Integrated Definition for Function Modeling (IDEF0 and
IDEF3), Structured Analysis and Design Technique (SADT),
and Event-driven Process Chain (EPC). Each concept of these
business process modeling languages is mapped onto only one
concept in the unified business process meta-meta-model. They
categorized the concepts of the unified business process meta-
model into four aspects of a business process, namely: be-
havioral, functional, organizational, and informational aspects.
This approach will give a full definition of the business process
meta-model in terms of a unified meta-model and a real-time
definition. Our CI approach plus real-time attributes, will give
a specific time recognition about each process, which helps to
first of all have a clear idea about the as-is timing situation and
to make the right decisions about present and future processes.
Fig. 10 presents our extended version of the unified modeling
language; our components take part in behavioral aspects.
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Fig. 7. New real-time component with additive attributes and a prototype of the extending component (RT).

V. CASE STUDY: ANALYSIS, RESULTS AND DISCUSSION

A. General Train Process

The train transport process is a crucial component of the
modern transportation industry. It encompasses a series of
coordinated activities that facilitate the movement of goods and
passengers efficiently and safely. Starting from the scheduling
and planning of train routes to ticketing, boarding, and on-
board services, this process requires precision and attention to
detail. Safety measures, maintenance routines, and adherence
to schedules are fundamental aspects of this process. The
efficiency of this process is vital for ensuring the seamless
operation of train services, contributing to the overall connec-
tivity and accessibility of regions and nations. Fig. 11 shows
our proposed general train transport business process inspired
by [25].

B. Context of Work: Train Delays Problem

Train delay problems are due to so many reasons, espe-
cially train driver scheduling problems, which are considered
more complex than other public transport problems. Indeed,
this is due to driver work rules, constraints on the network,
and the rolling stock. However, late trains can be resumed by:
engineering work areas where the speed of trains is limited;
the lack of double lines; conditioned speed (not the same all
the way); overcrowded tracks owing to more and more trains
each year; poor infrastructure bringing frequent maintenance,
especially old tracks, which causes speed restrictions and
delays; train driver behavior; and freight traffic contesting
passenger routes.

According to Toor and Ogunlana [26], a delay is a result
of many problems that can be resumed in factors related to
local and environment, factors related to employees (designers,
contractors, and consultants) and clients, and factors related
to logistics sides such as lack of resources and other tasks
problems such as planning and scheduling deficiencies. This
problem is common in developed and developing countries
and is considered one of the most recurring problems in
construction projects. Problems of delay concern all types of
construction projects, including trains. Major problems which
this construction faces are usually due to three factors: system,
resources, and communication.

However, the lateness of trains is due to so many reasons,
like engineering work areas where the speed of trains is
limited, lack of double lines, conditioned speed (not same all
the way), Overcrowded tracks owing to more and more trains
each year; poor infrastructure brings frequent maintenance, es-
pecially old tracks, which causes speed restrictions and delays;
train driver behavior; and freight traffic contesting passenger
routes. Trains driver scheduling problems are considered more
complex than other public transport, and this is due to driver
work rules, constraints on the network, and rolling stock.

This complexity arises from strict rules that the driver must
follow for the safety of passengers and freight trains. Ronald
et al. [27] did a study about the behavior and the psychological
thinking of the train driver and set all situations that can make
him not aware of his environment as a problem of control, and
they present many methods that trait this kind of problems as
COCOMO that help to understand train driver behavior.
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Fig. 8. Research approach diagram.

C. Results

According to our based contribution process (see Fig. 5),
we start by analyzing our data, then go to check the latency
index value, and so on.

1) Analyse: As we have seen, the lateness of trains is due
to so many reasons, like engineering work areas where the
speed of trains is limited, the lack of double lines, conditioned
speed (not the same all the way), overcrowded tracks owing to
more and more trains each year, poor infrastructure that brings
frequent maintenance, especially old tracks, which cause speed
restrictions and delays, train driver behavior, and freight traffic
contesting passenger routes. After analyzing our data based on
the study, which focuses on presenting the findings specifically
from year X, the results show that delays were not the same
across all periods. Fig. 12, 13, and 14 show some examples
of diagrams that we had during our analysis:

Fig. 12 shows delays of all trains/lines on each month
during a year. Trains’ late varies monthly and daily. As we can
see, delays are not the same in all periods, but we can conclude
that trains have the same attitude in all months. Fig. 13 shows
the variation of mean delay in each station for the same train
“train A” in a year, we see that delays are not the same and
change according to each station.

Similarly, in the case of train B, as depicted in Fig. 14
during the same time-frame, it is observed that the mean delay
varies across different stations. It’s essential to note that in this
context, the term “trains” serves as a representation of lines.

Our approach aims to identify any potential latency issues
within our business process. In the event of a positive indi-
cation, we will proceed to explore and implement possible
solutions. The advantage of using Lt Index is to have a gain

TABLE II. TABLE OF RESULTS

Years Lt

X 0.1421

1 the value of Lt deviates significantly from 1 to 0 (but never equals 0), it
indicates the need for process improvements.

in terms of time. Indeed, it resolves the problem of latency
twice.

2) Detect: Through extensive research conducted over var-
ious periods, this study focuses on presenting the findings
specifically from the year 2018, offering a comprehensive
overview. When implementing this methodology for the first
time, it is advantageous to initially analyze previous years as
a foundational element [13], [19], In line with this approach,
we have specifically chosen to focus on previous years in
our study. This approach provides a holistic perspective on
the alignment of our processes with the concept of real-time.
To facilitate a thorough examination, we gradually narrow
down the time periods, starting with months and subsequently
delving into weeks, and so forth [19]. This progressive analysis
enables a deeper understanding and evaluation of our processes
at different levels of granularity.

The company has already determined the values of Ttmax

and Ttmin as two predefined elements. The analysis results
will be condensed and presented in the following Table II.

Fig. 15 shows Train transport cases business process with
our right real-time component.

3) Discover/learn: Lt value shows that the train process is
far from being a real-time business process.
We observed similar graphs for other trains and found that the
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Fig. 9. Capability metamodel with right-real-time components (adapted with “right-real-time” components).

Fig. 10. The overview of the business process meta-meta-model with our new component.

variation in delays is related to periods in a year and station
characteristics. The journey of each train is characterized by

its lines and stations. A train can change lines daily. So, major
delays along a line are related to busy stations compared to

www.ijacsa.thesai.org 1290 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 15, No. 1, 2024

Fig. 11. Train transport business process.

Fig. 12. Trains’ monthly late variation in the year X.

other lines with less busy stations.

4) Why: This problem of latency can be related to the
variation in the load of people at each station and the need or
demand for train transport during the year. There are periods
when trains are less in demand in some lines; however, in

Fig. 13. Mean late minutes during train A’s journey in the year X.

the same period, trains are more needed in other lines, which
unfortunately causes delays.

5) Correct: In this phase, we identify and rectify errors,
inconsistencies, or inefficiencies. This phase aims to refine and
enhance the process’s quality and performance by addressing
any issues that have been identified during the assessment
or execution stages. By conducting a thorough analysis, ad-
dressing issues, and optimizing, the corrective phase ensures
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Fig. 14. Mean late minutes during train B’s journey in the year X.

the alignment of the process with desired outcomes and
adherence to established standards. This, in turn, enhances
overall effectiveness and results. After the ‘Why’ phase, it is
clear that a lack of stations and train traffic management is the
main cause of latency. So, proposing a preliminary approach
to managing train traffic according to the needs of each station
will be the first step in improving this case study. The results
attained will serve as inputs for the subsequent phase of our
ongoing enhancement journey, creating a cycle of progress that
perpetuates sequentially (see Fig. 6).

D. Discussion

This approach combines two advantages: the first is the
proposed based wheel process suitable for temporal issues, and
the second is the latency index that indicates latency issues in
a process. The usual waste tools didn’t give a whole treatment
that combined two approaches toward continuous temporal
improvement.

VI. CONCLUSION

We present a new “real-time process continuous improve-
ment methodology” plus a “real-time process validation al-
gorithm”, which is an original search in terms of definition,
modeling, and application. This approach is useful for every
business process, including the time aspect, which allows them
to identify and rectify any potential deviations, bottlenecks, or
errors as they occur, preventing negative impacts on overall
operations in terms of time. Indeed, time waste has emerged
as a significant challenge in today’s highly competitive world.
Consequently, effectively managing and controlling time has
become a critical endeavor. To address this issue, we have
introduced a novel definition of the real-time concept that
aligns with customer needs and our objectives of achieving
a successful business process. Expanding on this definition,
we’ve created an algorithm for real-time validation of business
processes. The main goal is to ensure high-quality timing,
with the ultimate aim of achieving minimal time latency (i.e.,
time latency ≃ 0). In essence, this algorithm serves as a
means to assess process consistency by leveraging temporal
capability. It provides decision-makers with insights into the
temporal behavior of processes during execution, enabling
them to make prompt decisions and find suitable solutions. The
proposed algorithm is supported by our “continuous temporal
improvement approach.”. Furthermore, we have introduced a

new BPMN real-time component that includes various features
to ease process monitoring within a continuous improvement
(CI) approach. Furthermore, we have introduced a real-time
unified business process meta-model that offers a comprehen-
sive definition of the business process meta-model, unifying
it with real-time considerations. By adopting our approach,
organizations can gain specific insights into the temporal
aspects of each process, establishing a clear understanding of
the current timing situation and facilitating informed decision-
making for both present and future processes. The limitation of
the proposed approach lies regarding prediction; until now, we
could use past data to evaluate the current state of a business
process or how it could be if we didn’t interact. So, in terms of
perspective and future research, incorporating a deep learning
tool into our approach would be advantageous for obtaining
results.
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Abstract—Enhancing educational outcomes across varied 

institutions like universities, schools, and training centers 

necessitates accurately predicting student performance. These 

systems aggregates the data from multiple sources—exam 

centers, virtual courses, registration departments, and e-learning 

platforms. Analyzing this complex and diverse educational data 

is a challenge, thus necessitating the application of machine 

learning techniques. Utilizing machine learning algorithms for 

dimensionality reduction simplifies intricate datasets, enabling 

more comprehensive analysis. Through machine learning, 

educational data is refined, uncovering valuable patterns and 

forecasts by simplifying complexities via feature selection and 

dimensionality reduction methods. This refinement significantly 

amplifies the efficacy of student performance prediction systems, 

empowering educators and institutions with data-driven insights 

and thereby enriching the overall educational landscape. In this 

particular research, the Decision Tree Classification (DTC) 

model is used for forecasting student performance. DTC stands 

out as a potent machine-learning method for classification 

purposes. Two optimization algorithms, namely the Fox 

Optimization (FO) and the Black Widow Optimization (BWO), 

are integrated to heighten the model's accuracy and efficiency 

further. The amalgamation of DTC with these pioneering 

optimization techniques underscores the study's dedication to 

harnessing the forefront of machine learning and bio-inspired 

algorithms, ensuring more precise and resilient predictions of 

student performance, ultimately culminating in improved 

educational outcomes. From the results garnered for G1 and G3, 

it is evident that the DTBW model demonstrated the most 

exceptional performance in both predicting and categorizing G1, 

achieving an Accuracy and Precision value of 93.7 percent. 

Conversely, the DTFO model emerged as the most precise 

predictor for G3, achieving an Accuracy and Precision of 93.4 

and 93.5 percent, respectively, in the prediction task. 

Keywords—Student performance; classification; decision tree 

classification; fox optimization; black widow optimization 

I. INTRODUCTION  

The expansion of educational data sourced from admission 
systems, academic information systems, and e-learning 
platforms is substantial. Nonetheless, a significant portion of 
this data remains untapped due to its intricate nature and sheer 
volume. The analysis of this data holds pivotal importance in 
forecasting student performance. Data mining, known as 
knowledge discovery in databases (KDD), has proven to be 
efficacious across diverse domains, including education, 
paving the way for the emergence of Educational Data Mining 
(EDM) [1, 2]. 

Forecasting student outcomes in education significantly 
relies on EDM, allowing the anticipation of various results like 

passing, failing, and grading. A core focus involves 
establishing an early alert system to reduce costs, save time, 
and optimize available resources. Enhanced educational 
techniques are vital in refining student performance, enabling 
educators to tailor teaching methods and provide extra support 
where needed. These predictions empower students to gauge 
their potential academic progress and take necessary actions. 
Long-term institutional goals are centered on fortifying student 
retention, ultimately enhancing the institution's standing, 
rankings, and the career prospects of its graduates [3]–[6]. 

Educational establishments utilize data mining, commonly 
referred to as EDM, to thoroughly analyze the available data. 
Machine learning algorithms serve as pivotal tools for 
uncovering essential knowledge. Accurate performance 
prediction is instrumental in early identification of struggling 
students [7, 8]. EDM supports institutions in refining and 
developing novel learning methods by examining educational 
data. However, predicting academic performance presents 
challenges due to the diverse factors influencing it [9, 10]. 
Technological progress has facilitated the development of 
effective machine-learning methods [11–16]. Recent scholarly 
research emphasizes the efficacy of machine learning 
techniques in advancing the field of education. 

Predicting student performance through machine learning 
(ML) is crucial for enhancing education in several ways. It 
enables early identification of academic struggles, allowing for 
timely interventions and personalized learning plans. By 
optimizing resource allocation and addressing factors 
influencing dropout rates, institutions can improve retention 
and graduation rates. Machine learning facilitates data-driven 
decision-making, adaptive assessments, and efficient 
educational planning. Continuous monitoring supports quality 
assurance, accountability, and a competitive advantage for 
institutions. Overall, it empowers educators to provide targeted 
support, leading to improved student outcomes and a more 
responsive education system. 

II. RELATED WORK 

Ajay et al. [17] investigated the influence of the "CAT" 
social factor in predicting student performance among Indians. 
They employed four classifiers and found that the IB1 model 
exhibited the highest accuracy at 82%. This factor categorized 
individuals based on social status, directly impacting 
educational outcomes. Dorina et al. [18] developed a predictive 
model for student success using various classification 
algorithms. While the MLP model achieved the highest 
accuracy for identifying successful students, it encountered 
challenges in handling high-dimensional data and class 
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imbalances. Carlos used machine learning to create a student 
failure prediction model, achieving a high accuracy of 92.7% 
with the ICRM classifier. However, due to varying student 
characteristics, their study did not encompass testing across 
different educational levels. Edin Osmanbegovic et al. [19] 
devised a model to predict student academic success while 
tackling data dimensionality issues. Despite Naïve Bayes 
achieving the highest accuracy at 76.65%, the model did not 
effectively address the class imbalance problem. 

A study [20] utilized various data mining methods to 
predict course dropouts in the context of EDM challenges. The 
support vector machine, with specific predictors, offered the 
most accurate classifications. However, including earned 
grades from prerequisite courses posed a limitation due to 
potential improvements in student knowledge during the 
course. Another study [21] aimed to enhance the ID3 model for 
predicting student academic performance, overcoming its 
inefficiencies in selecting attributes with numerous values. The 
proposed model significantly improved performance, achieving 
a high accuracy of 93% with the wID3 classifier. A study [22] 
introduced an early identification model for student failures, 
exploring multiple data mining methods and preprocessing 
techniques. Although the support vector machines 
outperformed other models, the study did not address reducing 
classification errors. Introducing an ensemble model, a study 
[23] aimed to identify underperforming students by combining 
classifiers. The ensemble model, incorporating standard-based 
grading assessments, outperformed individual classifiers, 
achieving an accuracy of 85%. 

Suggesting a predictive system for online student learning 
performance, another study [24] found that methods 
considering time-dependent variables achieved higher 
accuracy. However, the model was not tested in an offline 
mode, potentially affecting its performance. Thammasiri et al. 
[25] proposed a model to predict poor academic performance 
among freshmen. The combination of support vector machines 
with SMOTE achieved the highest accuracy of 90.24%, 
addressing class imbalance issues. Challenging assumptions, a 
study [26] emphasized the applicability of data mining in small 
datasets for predicting student success. Although achieving 
over 90% accuracy with Reptree, the model did not effectively 
handle high data dimensionality or class balancing challenges. 
Addressing multiclass classification issues, a study [27] 
proposed a multi-level model to improve overall accuracy. This 
model, involving resampling and two levels of classification, 
achieved over 90% accuracy for both overall model and 
individual class predictions, using J48 as a key classifier. 

III. OBJECTIVE 

The core aim of this research was to establish a robust 
machine-learning model designed for predicting Student 
Performance, drawing on data from credible sources. The study 
focused on leveraging the Decision Tree Classification (DTC) 
technique. An innovative approach was introduced by 
seamlessly integrating two optimization algorithms: Fox 
Optimization (FO) and Black Widow Optimization (BWO). 
This unique amalgamation of techniques was intended to 
significantly boost the Accuracy and Precision of the predictive 
model, thereby offering more effective forecasts of student 

performance within an educational setting. The DTC model is 
instrumental in predicting student performance in Mathematics 
due to its ability to comprehend and represent intricate 
relationships within data. Specifically tailored for educational 
contexts, the DTC method efficiently delineates critical factors 
influencing math performance. Its hierarchical structure allows 
for identifying significant decision paths, highlighting key 
determinants such as study habits, prior academic 
achievements, and socio-economic backgrounds. By 
comprehensively mapping these interdependencies, the DTC 
model predicts outcomes accurately and unveils pivotal 
insights essential for targeted interventions and tailored 
academic support, thereby enhancing student performance in 
Mathematics. 

This study underscores the vital role of data-driven 
predictive models in education, advocating for a 
comprehensive approach to evaluate students' academic 
performance. Demonstrating the effectiveness of data mining 
techniques, including clustering and classification, the research 
innovatively integrates the DTC model with FO and BWO. 
This integration highlights the potential of combining machine 
learning and optimization algorithms to enhance precision, 
providing a robust toolkit for addressing challenges in students' 
academic journeys. The thorough evaluation process reveals 
the significant potential of these hybrid models to improve the 
DTC model's classification accuracy and precision, 
contributing to advancements in academic performance 
prediction. 

IV. MATERIALS AND METHODOLOGY 

A. Data Preparation 

The primary aim of this study revolves around constructing 
a robust method to accurately evaluate students' academic 
performance while considering various contextual factors that 
influence it. To accomplish this objective, the initial dataset 
necessitates crucial preprocessing steps. The first essential step 
involves converting textual data into numerical values, a 
foundational requirement for conducting machine learning 
tasks. This conversion is pivotal as it facilitates effective data 
analysis and enables the application of advanced statistical 
techniques. The dataset encompasses a diverse range of 
variables that potentially impact students' academic outcomes, 
encompassing factors such as sex, school, urban or rural 
residency (address), age, family size (famsize), parental 
cohabitation status (Pstatus), parental education and 
occupations (Medu, Fedu, Mjob, and Fjob), school choice 
motivation (reason), weekly study time (studytime), guardian, 
home-to-school travel time (traveltime), current health status, 
past class failures (failures), participation in supplementary 
education (schoolsup), family educational support (famsup), 
engagement in extra paid classes, involvement in 
extracurricular activities, attendance at nursery school, 
aspirations for higher education, access to the internet, student 
absences, weekday (Dalc), and weekend (Walc) alcohol 
consumption, involvement in romantic relationships, quality of 
family relationships, free time, and frequency of socializing. 

This research aims to predict and categorize students' 
academic performance, utilizing the G1 and G3 variables. G3 
represents final grades obtained from school reports, ranging 
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from zero (indicating the lowest grade) to 20 (representing the 
highest grade). These grades are segmented into four distinct 
levels: Poor (0–12), Acceptable (12–14), Good (14–16), and 
Excellent (16–20), allowing for a more nuanced evaluation of 
student achievement. This methodology seeks to establish a 
comprehensive framework for comprehending and assessing 
academic performance within a myriad of contextual factors, 
ultimately contributing to improvements in educational 
practices and developing policies in the academic sphere. 

Fig. 1 displays a correlation matrix detailing the 
relationships among input and output variables within this 
study. It notably highlights the positive influence of parental 
education, particularly maternal education, on students' 
academic performance. Moreover, factors such as daily and 
weekly alcohol consumption, prior academic failures, and 
student age demonstrate discernible impacts on school grades. 
Ultimately, the matrix underscores the critical importance of 
both study time and parental education as pivotal factors 

contributing to academic success. Notably, there is a strong 
positive correlation (0.8264) between grades in the first period 
("G1") and final grades ("G3"), indicating that students who 
perform well in the initial period tend to have higher final 
grades. Additionally, some demographic and lifestyle factors 
exhibit correlations. For instance, parental education levels 
("Medu" and "Fedu") show moderate positive correlations, 
implying a potential influence on academic performance. The 
variable "sex" demonstrates a weak negative correlation with 
"age" (-0.0437), suggesting a slight tendency for younger 
students to be male. 

The correlation matrix provides a snapshot of associations 
between different variables, offering insights into potential 
patterns and relationships. However, it is important to approach 
these correlations cautiously, as correlation does not imply 
causation and other factors may contribute to the observed 
relationships.

 

Fig. 1. Correlation matrix for the input and output variables. 

B. Evaluation of Models' Applicability 

In academic studies focused on classification problems, 
Accuracy is a widely employed metric used to evaluate the 
overall performance of a model. It relies on four fundamental 
components: True Positives (TP), True Negatives (TN), False 
Positives (FP), and False Negatives (FN). TP signifies accurate 
predictions, TN represents correct negative predictions, FP 
indicates incorrect positive predictions, and FN denotes 

inaccurate negative predictions. However, Accuracy tends to 
favor the majority class, offering limited insights in situations 
where data is imbalanced. Three additional evaluation 
metrics—Recall, Precision, and F1-Score—are utilized to 
overcome this limitation. Recall evaluates the model's 
capability to correctly identify all relevant instances within a 
specific class, which is crucial in reducing False Negatives. 
Precision measures the accuracy of positive predictions, aiming 
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to minimize False Positives, instances predicted as positive but 
not belonging to the class. F1-Score, combining Precision and 
Recall, provides a balanced assessment of model performance, 
particularly valuable in scenarios with imbalanced data, 
considering both minority and majority classes. Defined by 
mathematical equations, these metrics collectively provide a 
deeper understanding of a classification model's effectiveness. 
They are especially beneficial in challenging situations 
involving imbalanced data, where the interpretation of 
Accuracy might be misleading. The utilization of these metrics 
empowers researchers and data analysts to make more 
informed decisions and adjustments to enhance model 
performance in such intricate scenarios [28]. 
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C. Decision Tree Classification (DTC) 

A decision tree takes the form of a structure resembling a 
flowchart, where each internal node conducts a test based on an 
attribute, with each branch signaling the outcome of that 
particular test. Meanwhile, every leaf node, also termed a 
terminal node, denotes a distinct class label. Making 
predictions with a decision tree involves assessing the attribute 
values of a given data point, typically referred to as a tuple, by 
following a path from the root of the tree to a leaf node 
containing the projected class label for that specific data point. 
The strength of decision trees lies in their ease of conversion 
into classification rules. They serve as predictive models in 
decision tree learning, enabling the translation of observations 
about an object into conclusions about its intended value. 
These models have diverse applications in statistics, data 
mining, and machine learning, particularly in classification 
trees, which specifically handle finite class values. Compared 
to other classification methods, decision tree construction is 
commonly recognized as a swift process [29]. 

The decision tree relies on three key parameters: 

1) D (Data Partition): D represents the initial dataset 

containing training examples and their respective class labels. 

2) Attribute list: This parameter comprises attributes that 

detail the features of the data. 

3) Attribute selection method: This parameter defines the 

strategy used to select the most suitable attribute for creating 

divisions or branches in the decision tree. Common methods 

involve measures like information gain or the Gini index. 

Here is an overview of how the algorithm operates: 

 It initiates by establishing a node labeled "A." 

 If all the examples in the present dataset share the same 
class, "A" becomes a leaf node designated with that 
common class label. 

 When the attribute list is empty, node "A" transforms 
into a leaf node, now tagged with the class that most 
frequently appears among the data samples. 

 The algorithm then selects the attribute to split the data 
in a way that generates the purest subsets. 

 Node "A" is assigned this selected attribute as the 
decision criterion. 

 If the chosen attribute is discrete, it is removed from the 
attribute list. 

 The data is segregated into subsets based on the 
outcomes of the selected attribute. 

 If any of these subsets are empty, a leaf node is linked 
to node "A," labeled with the majority class of the 
original dataset. 

 For non-empty subsets, the process repeats recursively, 
commencing with the creation of a new node until all 
data partitions have been addressed. 

 Ultimately, the algorithm returns the resulting decision 
tree structure. 

This algorithm is a foundational process for constructing 
decision trees, commonly applied in tasks involving data 
classification and predictive modeling within machine learning 
and data analysis contexts. 

DTC is a preferred method for predicting student 
performance due to its interpretability, ability to handle non-
linear relationships, versatility with mixed data types, ease of 
implementation, and avoidance of overfitting through pruning. 
DTC is suitable for educational datasets with both categorical 
and numerical variables, making it applicable to real-world 
scenarios. Additionally, decision trees can be part of ensemble 
methods, offering improved predictive accuracy. The 
transparency of decision tree models is valuable in educational 
contexts, enabling stakeholders to understand and discuss 
predictions. 

D. Fox optimization (FO) 

The Fox Optimization Algorithm (FO) draws inspiration 
from the hunting behavior of red foxes and is structured around 
two primary phases: exploitation and exploration. The 
exploitation phase mimics a fox closing in on its prey, utilizing 
strategies to optimize the immediate vicinity. Conversely, the 
exploration phase is influenced by the relative distance 
between the fox and its target. This algorithm functions with a 
consistent population of foxes, maintaining a set structure as 
detailed below [30]: 

 ̅                  (5) 

In the identification of each fox   ̅  within the t-th iteration, 

a notation ( ̅ 
 )

 
 is introduced. In this context,   represents the 

count of foxes, while j denotes the specific coordinates within 

the solution space, delineated by the dimensions.   ̅     
[    

        
        

            
    ]  is employed to denote 

each point within the solution space       , where     
 . Furthermore, with regard to the solution space, a function 
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     is regarded as the standard function of n variables. If 

the value of this function,  (  ̅    ) ,  represents a global 

maximum or minimum within the interval      , then 

(  ̅    ) is deemed the optimal solution. 

When foxes struggle to find prey, family members embark 
on the quest for food. When a more promising area is 
discovered, they share and communicate this location within 
the population, effectively supporting it and considering the 
associated cost. The metric utilized for this dissemination relies 
on the Euclidean squared distance. 

    ̅      ̅     √‖  ̅      ̅   ‖   (6) 

  ̅   represents the individuals within the population 
shifting their positions towards the direction of the best 
performer. 

  ̅      ̅           ̅      ̅      (7) 

Here, α is randomly chosen from the range 

(      ̅      ̅    ) , while S signifies the 'sign' word. The 

random value β, ranging between 0 and 1, remains consistent 
for all individuals in the population. This value embodies the 
behavior of the fox as: 

{
                                    
                                               

 (8) 

An advanced Cochleoid equation elucidates the behavior of 
individuals when β influences the movement of the population 
in a given iteration. Two components determine the fox radius: 
          representing the initial observation angle, and 
           as a scaling parameter. This value is preset for 
all individuals in the population, symbolizing random 
alterations in distance as the fox approaches the target. 
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In this context, δ, fluctuating between 0 and 1, stands as a 
random value set at the beginning of the algorithm, contingent 
upon prevailing weather conditions. The movement pattern for 
the population of individuals is articulated as follows: 

Where "ac" in   
   signifies "actual," and         , and so 

on, up to     , all exist within the range of       . 

5% of the least successful candidates are selected based on 
the criterion function to replicate this action in each iteration. 
This selection is a subjective assumption aimed at introducing 
slight variations within the group. In iteration t, the two top-
performing individuals are chosen for an alpha couple. 

The pair comprises ( ̅   )
 
   ( ̅   )

 
, while the center of 

the habitat is calculated using a specific equation. The square 
of the individual Euclidean distance between the couple 
determines the habitat range. 

         
( ̅   )

 
 ( ̅   )

 

 
  (11) 

            √‖  ̅        ̅     ‖ (12) 

In this context, 'H' denotes the Habitat. Each iteration 
involves the selection of a random parameter 'q' ranging from 0 
to 1, governing the substitutions conducted throughout the 
repetition in the following manner: 

{

                                     

                      
                                                

                    

 (13) 

The top two candidates indicated as ( ̅   )
 
 and ( ̅   )

 
, 

are amalgamated to generate a new candidate, denoted as 

( ̅     )
 
, where "rep" signifies reproduction. This fusion takes 

place in the following manner: 

( ̅     )
 
   

( ̅   )
 
  ( ̅   )

 

 
  (14) 

The Steps of the Fox Optimization algorithm is represented 
as Algorithm 1.

ALGORITHM. 1. PSEUDO-CODE OF FO 

Commence, 

Establish the algorithm's parameters: the fitness functions       the number of iterations  , the initial fox observation angle   , the maximum population size  , 

weather conditions  , and the solution space range        
Create a population of   foxes randomly distributed within the solution space. 
t= 0 

while   ≤   do 

Define iteration coefficients: fox proximity change ( ), scaling parameter ( ).  
For every fox within the current population, 

Organize individuals based on their fitness function values, 

Select   ̅    
Compute the repositioning of individuals  
If the new position is superior to the previous one, then 

Relocate the fox to the new position, 

else 
Revert the fox to its previous location, 

end if 

Determine the parameter β to define the fox's hunting awareness, 
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If the fox remains unnoticed, then  

Calculate the fox's observation radius ( )  
Compute the repositioning  

else 

The fox maintains its current position to remain concealed, 

end if 
end for 

Arrange the population following the fitness function, 

Eliminate the poorest-performing foxes from the group, or they fall victim to hunters, 
Introduce new foxes into the population as nomadic foxes outside the habitat or through reproduction from the alpha couple within the herd 

t + +, 

end while 

Return the fittest fox   ̅  , 
Stop. 

 

E. Black Widow Optimization (BWO)  

The BWO is a recent and intriguing meta-heuristic 
approach for tackling complex numerical optimization 
challenges [31]. BWO incorporates operators commonly found 
in evolutionary algorithms, akin to Genetic Algorithms (GAs) 
[31]. Like other evolutionary algorithms, BWO employs 
criteria resembling natural evolutionary processes, such as 
selection, reproduction, and mutation, which vary and 
distinguish it from other evolutionary methods. However, what 
sets BWO apart is its simulation of the unique mating behavior 
of black widow spiders. Furthermore, BWO exhibits 

distinctions from traditional evolutionary algorithms, 
contributing to its strong performance in solving complex 
problems. This algorithm draws inspiration from Darwin's 
theory of natural selection, characterized by species evolving 
and the emergence of new ones. BWO is known for its rapid 
convergence and ability to evade local optima, making it well-
suited for solving various optimization problems with multiple 
local optima. This success is attributed to BWO's balanced 
approach, maintaining harmony between the exploration and 
exploitation phases. For a visual representation of the BWO 
process (see Fig. 2). 

 
Fig. 2. Flowchart of the BWO. 

The primary steps of the BWO can be summarized as 
follows: 

1) Step one: Initialization 

During this step, the population consists of a specific 
number of widows, denoted as N, where each widow is 
represented as an array of size       , signifying a potential 
solution to the problem. This array can be described as follows: 

      (               
), where      corresponds to the 

dimensionality of the optimization problem.      can also be 
understood as the count of threshold values the algorithm aims 
to determine. Here,    represents the      candidate solution 
within the array. 

The fitness of each widow is determined by evaluating the 
fitness function, denoted as f, for every widow in the set 

(               
) . This fitness value can be expressed as 

follows: fitness = f(widow), which is equivalent to         
 (               

). The optimization procedure commences 

by initializing a population of spiders randomly in a matrix of 
dimensions          . Subsequently, pairs of parents are 

selected randomly to engage in the reproduction step, which is 
followed by the mating process. During or after mating, the 
male black widow is consumed by the female. 

2) Step two: Procreate 

During the procreation step, an alpha (α) array is generated. 
This alpha array has the same length as a widow array and is 
filled with random numbers. Subsequently, offspring is 
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generated using alpha (α) and Eq. (14), where    and    
represent the parents and    and    denote the offspring. The 
outcome of the crossover operation is assessed and then stored 
for further processing. 

                        

               

(15) 

3) Step three: Cannibalism 

The cannibalism process can be classified into various 
categories, including sexual cannibalism, sibling cannibalism, 
and a commonly observed form in which baby spiders 
consume their mother. Following the implementation of the 
cannibalism mechanism, the resulting new population is 
assessed and saved in a variable referred to as     . 

4) Step four: Mutation 

The mutation process involves randomly selecting a 
number of individuals, denoted as        , from the 
population to undergo mutation. Each selected solution has two 
elements within their array randomly exchanged in this 
mutation operation. After applying mutation, the resulting new 
population is evaluated and stored in a new population 
variable, typically named     . Finally, the new population is 
obtained by combining (or migrating) the individuals from 
     and     . Subsequently, this combined population is 
sorted, aiming to identify the best widow with      dimensions 
in terms of threshold values. Algorithm 2 provides the pseudo-
code for the BWO algorithm. 

ALGORITHM 2: PSEUDO-CODE OF BWO ALGORITHM 

Initialize: Maximum number of iterations, rate of procreating, rate of 
Cannibalism, rate of mutation; 

while                     do 

for       to    do 

Randomly select two solutions as parents from     . 

Generate D children  
Destroy father. 

Based on the cannibalism rate, destroy some of the children (newly 

achieved solutions). 

Save the remaining solutions into     . 

end for 

Based on the mutation rate, calculate the number of mutation children 

  . 

for       to    do 

Select a solution from     . 
Mutate randomly one chromosome of the solution and generate a new 

solution. 

Save the new one into     . 
end for 

Update              . 
Returning the best solution. 

Return the best solution from pop. 

end while  

V. RESULTS AND DISCUSSION 

A.  Convergence Results 

In this study, two powerful metaheuristic optimization 
algorithms, the FO and BWO, were employed to fine-tune and 
optimize the DTC model's hyperparameters, particularly the 
DTFO and DTBW hybrid models. The primary aim was to 
enhance the predictive accuracy of these models. To evaluate 
the convergence of these optimization methods, two 
convergence curves (one related to G1 and the other related to 
G3) were utilized (see Fig. 3), tracking accuracy over 200 
iterations. This curve visually demonstrated the evolution of 
Accuracy with each iteration, enabling the assessment of 
convergence progress and rate. In the case of G1 values, both 
models initially showed similar convergence rates of nearly 
0.8, but the DTFO model ultimately achieved higher accuracy 
(almost 0.94). Notably, a linear pattern in the trend line around 
the 160-iteration mark indicated the optimal computational 
efficiency point for the DTFO model. On the other hand, 
regarding the G3 values, the DTFO model registered a lower 
convergence value at the beginning and a higher convergence 
value at the final iteration; it achieved a high convergence 
value of 0.92 at the final stage. 

 
Fig. 3. Convergence of hybrid models. 
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B. Hyperparameter 

Table I displays the results of hyperparameter tuning for 
four different decision tree models, each associated with a 
specific target variable (G1 or G3). The hyperparameters 
include `max_depth` (maximum depth of the tree), 
`min_samples_split` (minimum samples required to split an 
internal node), `min_samples_leaf` (minimum samples 
required at a leaf node), and `max_leaf_nodes` (maximum 
number of leaf nodes). The values in each cell represent the 
chosen hyperparameter settings for the corresponding model 
and target variable. The hyperparameter tuning process aims to 
optimize the performance of the decision tree models in 
predicting student outcomes (G1 or G3). 

The overall influence involves balancing model complexity 
and generalization. Higher values tend to lead to more complex 

models prone to overfitting, while lower values result in 
simpler models that generalize better. Hyperparameter tuning 
aims to find the optimal combination for the effective 
prediction of student outcomes. 

TABLE I.  RESULT OF HYPERPARAMETER 

Hyperparameter 

Model (Target) 

DTFO 

(G1) 

DTBW 

(G1) 

DTFO 

(G3) 

DTBW 

(G3) 

max_depth 71 661 106 467 

min_samples_split 0.001 0.209 0.001 0.116 

min_samples_leaf 0.0005 0.0038 0.0005 0.0415 

max_leaf_nodes 580 5 1270 4 

 

C. Comparing results of predictive models  

This study focused on constructing three prediction models 
employing a classification approach to forecast students' exam 
performance in Mathematics and systematically improve their 
forthcoming grades. The models comprised a single Decision 
Tree Classification (DTC) and two optimized models using the 
Fox Optimization (FO) and the Black Widow Optimization 
(BWO). The dataset was split, allocating 70% for training and 
30% for testing to assess their predictive performance. Table II 
and Fig. 4 illustrate the Accuracy, Precision, Recall, and F1-
score for training, testing, and all phases across all models in 
predicting G1 and G3 scores. 

 G1 Scores 

Among the three models, the DTBW model exhibited 
superior training performance compared to the others, as 

evidenced by higher metric values during training than in the 
testing phase. The maximum metric values achieved by DTBW 
were 0.937 for all four metrics (Accuracy, Precision, Recall, 
and F1-Score). On the contrary, the DTC model obtained the 
lowest values, with 0.822 for Accuracy and Recall, 0.818 for 
Precision, and 0.82 for F1-Score. 

 G3 Scores 

Considering the mentioned models (DTC, DTFO, and 
DTBW), DTFO exhibited superior performance compared to 
the others, evident from its higher metric values. The maximum 
metric values achieved by DTFO were 0.934 for Accuracy and 
Recall and 0.935 for Precision and F1-Score. In contrast, the 
DTBW model obtained the lowest values, with 0.822 for 
Accuracy and Recall, 0.825 for Precision, and 0.823 for F1-
Score. 

TABLE II.  RESULT OF PRESENTED MODELS 

 

Model Phase 

Index values 

Accuracy Precision Recall F1 _core 

G1 

DTC 

Train 0.914 0.914 0.914 0.912 

Test 0.822 0.818 0.822 0.820 

All 0.914 0.914 0.914 0.912 

DTFO 

Train 0.927 0.927 0.927 0.925 

Test 0.831 0.826 0.831 0.825 

All 0.927 0.927 0.927 0.925 

DTBW 

Train 0.937 0.937 0.937 0.937 

Test 0.881 0.884 0.881 0.881 

All 0.937 0.937 0.937 0.937 

G3 

DTC 

Train 0.916 0.916 0.917 0.915 

Test 0.856 0.854 0.856 0.852 

All 0.916 0.916 0.917 0.917 

DTFO 

Train 0.932 0.932 0.932 0.932 

Test 0.864 0.869 0.864 0.866 

All 0.934 0.935 0.934 0.935 

DTBW 

Train 0.924 0.924 0.924 0.924 

Test 0.822 0.825 0.822 0.823 

All 0.924 0.924 0.924 0.924 
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Fig. 4. Column plot for the evaluation of developed models. 
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Following data processing and a comprehensive evaluation 
of the models' classification capabilities during the training and 
testing phases, 395 students were extensively examined based 
on their test results (G1 and G3 values). These students were 
categorized into four distinct groups: Poor (comprising 
students with scores ranging from 0 to 12), Acceptable 
(encompassing those with scores ranging from 12 to 14), Good 
(enrolling students with scores ranging from 14 to 20), and 
Excellent (comprising students with scores ranging from 16 to 
20). The Index values for Precision, Recall, and F1-score are 
presented in Table III for G1 and Table IV for G3, which are 
used as evaluation metrics for assessing the classification 
performance of the developed models across the various 
student categories. A comparative analysis has been conducted 
in the subsequent section, considering each of these three Index 
values. As a result of this categorization, in the case of G1, 41 
(10.38%) students were identified within the Excellent 
category, 54 (13.67%) within the Good category, 68 (17.21%) 
within the Acceptable category, and 232 (58.73%) within the 
Poor category. On the other hand, regarding G3 values, 40 
(10.13%) students were identified within the Excellent 
category, 60 (15.19%) within the Good category, 62 (15.7%) 
within the Acceptable category, and 232 (58.73%) within the 
Poor category. 

D. Precision 

 G1 Scores 

The DTFO model demonstrated the highest values in the 
Good and Poor groups, achieving precision scores of 0.942 and 
0.945, respectively. Conversely, the DTBW model obtained a 
maximum precision value of 0.947 for the Acceptable group. 
As for the excellent group, the DTC model outperformed 
others, attaining a precision score of 0.925. 

 G3 Scores 

The DTC model demonstrated the highest values in the 
Excellent and Acceptable categories, achieving precision 
scores of 0.922 and 0.898, respectively. On the other hand, the 
DTFO model obtained a maximum precision value of 0.974 for 

the Poor group. As for the Good group, the DTBW model 
outperformed others, attaining a precision score of 0.9. 

E. Recall  

 G1 Scores 

The DTFO model displayed the highest scores in the 
Excellent, Good, and Acceptable groups, reaching 0.902, 
0.907, and 0.897, respectively. When it comes to the Poor 
group, the DTBW model delivered the top performance with a 
recall score of 0.978. 

 G3 Scores 

In the Excellent and Good categories, the DTBW model 
demonstrated the highest values, achieving Recall values of 
0.95 and 0.90, respectively. Furthermore, the DTC model 
obtained a maximum Recall value of 0.97 for the Poor group. 
While for the Acceptable group, the DTFO model 
outperformed others, attaining a score of 0.887. 

F. F1-score  

 G1 Scores 

A superior F1-score reflects the model's ability to balance 
precisely identifying positive cases (Precision) and 
encompassing all genuine positive cases (Recall). Upon 
considering all student categories, it becomes evident that the 
DTFO model demonstrated the highest values in the Good and 
Acceptable groups, achieving precision scores of 0.925 and 
0.91, respectively. In addition, the DTBW model obtained a 
maximum F1-Score value of 0.956 for the Poor group. Finally, 
in the case of the Excellent group, the DTC model 
outperformed others, attaining an F1-Score of 0.914. 

 G3 Scores 

In the Excellent and Good categories, the DTBW model 
demonstrated the highest values, achieving F1-Score values of 
0.927 and 0.90, respectively. Furthermore, the DTFO model 
outperformed others in the Poor category, attaining a score of 
0.965. While for the Acceptable group, the DTC model 
obtained a maximum F1-Score value of 0.876. 

TABLE III.  EVALUATION INDEXES OF THE DEVELOPED MODELS' PERFORMANCE BASED ON G1 

Model Grade 
Index values 

Precision Recall F1-score 

DTC 

Excellent 0.925 0.902 0.914 

Good 0.887 0.870 0.879 

Acceptable 0.912 0.765 0.832 

Poor 0.918 0.970 0.943 

DTFO 

Excellent 0.902 0.902 0.902 

Good 0.942 0.907 0.925 

Acceptable 0.922 0.897 0.910 

Poor 0.945 0.961 0.953 

DTBW 

Excellent 0.881 0.902 0.892 

Good 0.906 0.889 0.897 

Acceptable 0.947 0.794 0.864 

Poor 0.934 0.978 0.956 
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TABLE IV.  EVALUATION INDEXES OF THE DEVELOPED MODELS' PERFORMANCE BASED ON G3 

Model Grade 
Index values 

Precision Recall F1-score 

DTC 

Excellent 0.912 0.775 0.838 

Good 0.897 0.867 0.881 

Acceptable 0.898 0.855 0.876 

Poor 0.926 0.970 0.948 

DTFO 

Excellent 0.884 0.950 0.916 

Good 0.898 0.883 0.891 

Acceptable 0.859 0.887 0.873 

Poor 0.974 0.957 0.965 

DTBW 

Excellent 0.905 0.950 0.927 

Good 0.900 0.900 0.900 

Acceptable 0.855 0.855 0.855 

Poor 0.952 0.944 0.948 

 

The confusion matrix illustrated in Fig. 5 provides insights 
into accurately categorizing students into their respective 
grades and the misclassification into incorrect categories. In the 
case of G1 values, the DTFO model correctly categorized 37, 
49, 61, and 223 students into Excellent, Good, Acceptable, and 
Poor classes, respectively, with only 25 students being 
misclassified. On the other hand, the DTBW and DTC models 
misclassified 29 and 34 students, respectively. Notably, 
misclassifications in the two optimized models primarily 
occurred between neighboring categories, such as 6 and 10 
students for DTFO and DTBW, who were mistakenly placed in 
the Acceptable category instead of the Poor category. 
According to G3 values, the DTC model correctly categorized 
31, 52, 53, and 223 students into Excellent, Good, Acceptable, 
and Poor classes, respectively, with 33 misclassified students. 
On the other hand, the DTBW and DTFO models misclassified 
30 and 26 students, respectively. In the case of the single 
DTBW model, 9 students were inaccurately positioned in the 
Acceptable category instead of the Poor category. 

The actual number of students falling into the Poor, 
Acceptable, Good, and Excellent categories was 232, 68, 54, 
and 41, respectively, for G1, while 233, 62, 60, and 40 for G3 
values. Fig. 6 provides a visual representation of the student 
distribution across these categories based on measurement and 
classification model outcomes, facilitating a visual comparison. 
In the case of G1, the DTFO model exhibited the highest 
accuracy in correctly classifying students in the Acceptable, 
Good, and Excellent groups, identifying 61, 49, and 37 
students accurately, respectively. In the case of the Poor 
category, the DTBW model outperformed the other models, 
correctly classifying 227 students. Regarding the G3 values, 
the DTFO model exhibited the highest accuracy in correctly 
classifying students into Acceptable and Excellent groups, 
identifying 55 and 38 students accurately. When considering 
the Poor category, the DTC model outperformed the other 
models, correctly classifying 226 students. Furthermore, 
according to the Good category, the DTBW model performed 
best, identifying 54 students correctly. 
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Fig. 5. Confusion matrix for each model's accuracy. 
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Fig. 6. 3D column plot for the developed models' accuracy compared to measured value. 

G. Sensitivity analyzes 

SHAP (SHapley Additive exPlanations) values, derived 
from cooperative game theory, allocate feature contributions in 
ML models. They assess the impact of each feature on a 
model's prediction for a specific input, providing nuanced and 
interpretable insights. Adapted for use in ML, SHAP values 
offer a fair distribution of feature importance, aiding the 

interpretation of complex models by attributing predictions to 
individual features. 

Fig. 7(a) reveals that "absences," "Freetime," "mother's 
job," and "Health" stand out as pivotal elements for 
anticipating G1 performance. Additionally, the plot highlights 
the fluctuating significance of these features across the four 
grade levels, indicating that the determinants influencing G1 
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scores are not uniform for all students. This underscores the 
variability in the impact of these factors across different grade 
levels. 

On the other hand, for G3 in Fig. 7(b), it was observed that 
"absences," "Goout," "mother's education," and "mother's job " 
had the greatest impact on the model's output.

 
 

                                                          (a)                                                                                                               (b) 

Fig. 7. SHAP value for the impact of inputs on model's output a) G1 and b) G3. 

VI. CONCLUSION 

This research underscores the crucial significance of 
predictive models based on data in education. It stresses the 
need to consider qualitative and quantitative elements for 
predicting and evaluating students' academic performance. The 
findings offer valuable guidance for policymakers, educational 
institutions, and students, aiming to enhance future academic 
outcomes. The study demonstrates the effectiveness of data 
mining techniques such as clustering, classification, and 
regression in understanding and proactively tackling the 
diverse challenges encountered by undergraduate students. 
Furthermore, the research introduces an innovative approach 
by combining the Decision Tree Classification (DTC) model 
with optimization algorithms such as Fox Optimization (FO) 
and Black Widow Optimization (BWO). This advanced 
methodology illustrates how integrating machine learning 
techniques and optimization algorithms can elevate the 
Precision and effectiveness of predictive models. It provides a 
robust toolkit for addressing the evolving challenges in 
students' academic journeys. The study's thorough evaluation 
process, which included dividing the models into training and 
testing sets, reveals that these hybrid models have the potential 
to enhance the classification capabilities of the DTC model 
significantly. This enhancement is reflected in notable 
improvements in Accuracy and Precision. Upon analyzing the 
results, it has been observed that the potential to significantly 
enhance the classification capabilities of the DTC model by 
these hybrid models is increasingly recognized. Based on the 
results, it can be concluded that: 

 In the case of G1 values, a marked improvement in 
Accuracy was achieved by applying FO and BWO 
optimization algorithms to the DTC model, with an 
increase of 1.42% and 2.51%, respectively. When the 
395 students were categorized based on their final 
grades, the exceptional ability of the BWO to augment 
classification Accuracy became evident. Specifically, 
the DTBW model displayed an impressive Accuracy 
rate of 93.7%, accurately classifying the majority of 
students, whereas the DTFO and DTC models 
misclassified 6.33% and 8.6% of all students, 
respectively.  

 With respect to G3 values, the improvement of 
Accuracy through the application of FO and BWO 
optimization algorithms to the DTC model was 1.96% 
for the application of FO and 0.87% for BWO. The 
DTFO model displayed an impressive Accuracy rate of 
93.4%, accurately classifying the majority of students, 
whereas the DTBW and DTC models experienced 
misclassification rates of 7.59% and 8.35%, 
respectively. 

The study sought to revolutionize academic performance 
prediction in education, assuming that predictive models 
significantly influence outcomes. Recognizing the holistic 
nature of student evaluation, it justified the importance of both 
qualitative and quantitative elements. Integration of machine 
learning with optimization algorithms was assumed to enhance 
predictive models, supported by literature. Standard practices 
in machine learning, such as thorough evaluation using training 
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and testing sets, were assumed to reflect model effectiveness. 
The assumption that misclassification rates indicate their direct 
measurement of prediction accuracy justified model 
performance. The study assumed that an increase in accuracy 
corresponded to improved classification capabilities, signifying 
enhanced predictions of students' final grades. Additionally, the 
assumption was made that optimization algorithms, specifically 
FO and BWO, led to marked improvements by fine-tuning 
decision tree models. Moreover, the research aimed to 
transform academic performance prediction in education, 
aligning with its overarching goal. Assumptions were 
strategically made to support this objective, including the 
significant influence of predictive models on academic 
outcomes, the importance of both qualitative and quantitative 
elements in predictions, and the enhancement of models 
through the integration of machine learning and optimization 
algorithms. Standard machine learning practices were assumed 
to reflect model effectiveness, with chosen metrics aligning 
with the study's goal of accurate predictions. The research 
assumed that improvements in accuracy corresponded to 
enhanced classification capabilities and that optimization 
algorithms led to marked improvements. 
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