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Editorial Preface 

From the Desk  of Managing Editor… 

It is our pleasure to present to you the August 2013 Issue of International Journal of Advanced Computer Science and 

Applications.  

Today, it is incredible to consider that in 1969 men landed on the moon using a computer with a 32-kilobyte memory 

that was only programmable by the use of punch cards. In 1973, Astronaut Alan Shepherd participated in the first 

computer "hack" while orbiting the moon in his landing vehicle, as two programmers back on Earth attempted to "hack" 

into the duplicate computer, to find a way for Shepherd to convince his computer that a catastrophe requiring a 

mission abort was not happening; the successful hack took 45 minutes to accomplish, and Shepherd went on to hit his 

golf ball on the moon. Today, the average computer sitting on the desk of a suburban home office has more 

computing power than the entire U.S. space program that put humans on another world!! 

Computer science has affected the human condition in many radical ways. Throughout its history, its developers have 

striven to make calculation and computation easier, as well as to offer new means by which the other sciences can be 

advanced. Modern massively-paralleled super-computers help scientists with previously unfeasible problems such as 

fluid dynamics, complex function convergence, finite element analysis and real-time weather dynamics. 

At IJACSA we believe in spreading the subject knowledge with effectiveness in all classes of audience. Nevertheless, 

the promise of increased engagement requires that we consider how this might be accomplished, delivering up-to-

date and authoritative coverage of advanced computer science and applications. 

Throughout our archives, new ideas and technologies have been welcomed, carefully critiqued, and discarded or 

accepted by qualified reviewers and associate editors. Our efforts to improve the quality of the articles published and 

expand their reach to the interested audience will continue, and these efforts will require critical minds and careful 

consideration to assess the quality, relevance, and readability of individual articles. 

To summarise, the journal has offered its readership thought provoking theoretical, philosophical, and empirical ideas 

from some of the finest minds worldwide. We thank all our readers for their continued support and goodwill for IJACSA.  

We will keep you posted on updates about the new programmes launched in collaboration. 

Lastly, we would like to express our gratitude to all authors, whose research results have been published in our journal, as 

well as our referees for their in-depth evaluations. 

We hope that materials contained in this volume will satisfy your expectations and entice you to submit your own 

contributions in upcoming issues of IJACSA 

Thank you for Sharing Wisdom! 
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Autonomic Computing for Business Applications
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Abstract—Autonomic computing, a new deployment 

technology introduced by IBM a decade ago, to manage the ever 

increasing complexity of IT systems, has become a part of many 

large scale deployments today. A lot of inroads have been made 

by autonomic computing in the areas of networking, data 

centers, storage, and database management. But few attempts 

have been exercised in business applications such as ERP, SCM 

or CRM, and Online Retail. In this paper, we would like to dive 

deeper to extract and explain where the pioneering autonomic 

computing paradigm stands today and the varied opportunities 

and possibilities in this area. A simplistic architecture for 

deployment of autonomic business applications is introduced and 

illustrated in this paper. A sample implementation of different 

management modules from various areas is described in order to 

invigorate the readers. This should form the basis for a newer 

and nimbler start, and the ubiquitous application of AC concepts 

to enable business transformation.  This paper represents a solid 

extension of the paper presented in World Congress on 
Information and Communication Technologies, 2012[1]. 

Keywords—Autonomic Computing Architecture; CRM; Service 

Oriented Architecture; Multi-Agent Architecture 

I. INTRODUCTION 

Our physical body is intrinsically capable of responding to 
critical situations, such as an accident or fever in a time-bound 
manner, to overcome that particular situation. If we are caught 
in a life or death situation such as face to face with a tiger, the 
inherent autonomous mechanisms in the body release the right 
amount of adrenalin, and thereby, keep us alert to face the 
situation. If any kind of abnormality happens or if any 
noteworthy changes occur unexpectedly, our highly smart and 
sophisticated autonomic nervous system anticipates, activates, 
and adjusts our body functions and parameters. In a second 
scenario, imagine the activities happening in the body of a 
person running a marathon. Monitoring of his or her blood 
pressure, glucose level, body temperature, and sensing of any 
other body parameters is being carried out by multiple 
autonomous mechansims. Also, if the body hydration level 
goes down, appropriate signals have to be dispatched to exhibit 
the sudden dryness of throat, which in turn prompts the person 
to drink water. All of these happen autonomously due to the 
inherent capability that is embedded in our nervous system.  

This autonomy characteristic has pervaded every 
component in our body. Specific tasks are being accomplished 
by specific body parts, but all these are under the central 
control of our brain. Correct division and delegation of certain 
tasks comes handy in achieving the overall autonomy mission. 
Decision at the top level and execution at the local level is the 
key differentiator. By doing this task separation in an 
autonomous way, the central brain can be freed to perform 

intelligent tasks. Monitoring, management, decision-making, 
and communication at the central level is the most crucial and 
critical phenomenon for achieving the desired competencies of 
the autonomic model. 

This art of managing complex situations, by smaller 
autonomous components and freeing the central system, can be 
deployed in appliances, networks, services, and applications. 
They need to be empowered to be self-managing in order to 
accomplish their assigned functionality and responsibility 
under all the circumstances. They ought to be equipped to self-
diagnose, self-configure, self-heal, self-optimize, and self-
protect. With IT autonomy set to grow, the goals of IT agility, 
availability, and affordability will see a neat and nice 
realization. The utilization and sharing of various IT resources 
goes up sharply with the reduction of human intervention, 
interpretation, and instruction. Ultimately,  IT dependability 
can be guaranteed effortlessly, at a reduced monitoring, 
maintenance, and management cost. 

As IT is getting tightly coupled and synchronized to 
business goals that  are frequently changing, the next-
generation IT systems and services need to be produced and 
deployed as viable and valuable autonomic artifacts so that 
they  behave differently from traditional systems. This helps in 
moderating the rising multiplicity- and heterogeneity-induced 
complexity. This is the gist and essence of this  new emerging 
and evolving computing paradigm. Analogous to the animal 
world, the central brain needs to be freed from mundane tasks. 
If we take the example of a router in a networking 
environment, the regular analysis of packet heads and 
subsequent routing can be taken over by a low level task 
autonomously. The central system can occupy itself with QoS 
(Quality of Service) analysis of routes, and change in routes.  

The trend of applications governed by business goals is 
getting accelerated due to numerous and notable advances in  
in computing, communication, connectivity, collaboration, 
sensing, perception, and actuation technologies.  Right and 
relevant innovations and inclinations in IT infrastructures and 
the smart leverage of analytics go a long way in shaping up the 
business IT.  

They help in visualizing all kinds of barriers and to 
overcome them proactively and preemptively with competent 
technological improvisations.  In this context, the emergence 
and evolution of autonomic computing is a real boon and 
blessing for the struggling IT industry. The introduction of 
autonomic computing in business applications will bring in a 
disruptive change in this area. In a similar manner as the 
consistent evolution of natural elements, it will help in the 
evolution of flexible and futuristic business applications. 
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II. SURVEY OF AUTONOMIC JOURNEY 

In 2001, IBM had internally initiated and investigated the 
ground-breaking autonomic idea. Through its seminal paper in 
2003 [2], IBM had articulated its vision, design principles, 
development methodologies, and prospects to the outside 
world. The basic concepts of the MAPE-loop (Monitor-
Analyze-Plan-Execute) as fundamental characteristics of an 
autonomic component and the major self-CHOP (self-
configuration, -healing, -optimisation, -protection) 
characteristics were defined. 

As IT systems become more and more complex, there is a 
need being felt  for powerful and cutting-edge technologies and 
solutions in order to radically minimize and moderate the 
heterogeneity and multiplicity-induced IT complexity. 
Professors and professionals have been cooperating to cultivate 
and inculcate the innovation spirit among students and scholars 
to bring forth a bevy of competent solutions for the ills  
afflicting autonomic computing.  

Transformational and Optimization Methods - Control 
systems theory is being leveraged to provide a theoretical and 
mathematical framework [3] to  analyze, in depth, the behavior 
of autonomic systems and to accurately predict or control 
parameters such as stability, settling times, and accurate 
regulation. A variant of differential evolution [4] as the 
mathematical basis for optimization questions is emerging.  
Policy frameworks and engines have been established to 
manage the systems at higher levels of abstraction [5]. 
Attempts are being made to attain a refinement of policy 
frameworks using Ontologies [6] and advanced Organic 
Computing [7]. There are several other theories, techniques, 
and toolkits to bring in remarkable innovations and 
improvisations to realize competent autonomic systems of all 
sizes and scopes. 

Domain Penetration – Every kind of electronic systems, 
especially IT systems, enabling business automation today 
need well-intended autonomy. Networking and communication 
fields are prominent and dominant in assimilating and 
articulating the trailblazing autonomic concepts. A number of  
research efforts have been initiated and are being sustained to 
have the brilliant scintillating autonomic features into telecom 
systems. Network connectivity solutions such as switches, 
routers, gateways, and proxies are being embedded with 
autonomy capabilities to behave adaptively. 

Robotics is another interesting and inspiring area where the 
autonomic principles are greatly recognized and rewarded. 
Humanoids are the latest incarnation of cognitive robotic 
systems that imitate humans not only in their structures, but 
also in their behaviors. 

Autonomic Solutions - Real-time performance engineering 
and enhancement (PE2) of mission-critical business systems 
and server machines can be achieved through the maturity and 
stability of autonomic concepts. For example, all types of 
server machines such as web, application, and database 
systems are being spruced up to ensure high performance and 
throughput through a host of optimization and automation 
mechanisms [8]. There are scholarly projects trying to 
converge the fine  and exemplary facets of autonomic 

computing principles with the fast-growing cloud computing. It 
is very clear that a number of server and management tasks 
(user load, workload, job scheduling, provisioning and de-
provisioning of various IT resources) are getting automated 
through software solutions [9]. 

A few sample projects deployed in the time period starting 
from 2003 are: 

AUTONOMIA [10] presents one of the initial architectures 
implementing self-configuring and self-healing characteristics. 
It introduces an Autonomic Middleware service (AMS) 
comprising of a component and resource repository, and Fault 
and Security Handlers. 

FOCALE [11] introduces a semantically rich architecture 
for orchestrating the behavior of heterogeneous and distributed 
computing elements with support of ontologies, policies and 
knowledge engineering. 

PAWS [12] presents an adaptive framework based on web-
services. A BPEL (Business Process Execution Language) 
editor is provided, with which the business process and the 
constraints in terms of QoS can be defined. 

SASSY [13] provides a framework for systems adapting to 
requirements by selecting services from service providers,  that 
satisfy the utility function. SASSY introduces SAS (Service 
Activity Schemas), a visual requirements specification 
language, which describes the required services and activities 
from the domain ontology, and SSS (Service Sequence 
Scenarios), which defines the OS requirements. SASSY works 
in the framework of an SOA architecture to provide the self-
architecting framework. 

IPAutomata [14] is a part of IPCenter, IPSoft’s commercial 
product for enterprise wide service delivery, an autonomic 
component managing multiple intelligent agents. 

Current Research Focus – During the past decade, 
autonomous computing has come out of its infancy, and is 
slowly becoming a mainstream technology in the areas of 
networks, data centers, storage, database management and so 
on. The research focus being discussed currently [15] are 
interoperability issues in heterogeneous environments, 
certification, standardization, and so on. 

III. AUTONOMIC COMPUTING – CHALLENGES 

Despite all efforts and progress made (as listed above) the 
autonomic computing discipline has still remained a low-key 
technology and has not gained as much prominence as other 
computing models such as cloud computing.  

The design methodology for autonomic applications has 
not grown as much as the popular enterprise application 
frameworks such as the Microsoft .NET framework or the 
matured Java Enterprise Edition (JEE). The prototype 
implementations made so far, by various companies across the 
globe, have miserably failed to ignite widespread technology 
awareness. Also, the commercial successes achieved of 
deployed autonomic systems have not raised the pitch for 
autonomic computing. A thorough understanding of the 
possible reasons could help us work on these in the future and 
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bring in the deserved importance and desired results to this 
transformative, disruptive, and innovative technology. 

 Industry Support – IBM has laid the foundation for 
the autonomic approach to sharply minimize the 
complexity of IT systems and has invested a lot in 
terms of people, money, and so on, in order to take it 
forward. Unfortunately, IBM has failed to move it into 
the IT industry in a big way. It has failed to build a 
larger consortium for formulating standard 
specifications and to popularize a simplified and 
streamlined design methodology within the software 
development community. 

 Less Awareness - Unfortunately, Autonomic 
Computing   has not been able to penetrate the 
ecosystem and get wide spread acceptance. It is being 
promoted as a specialized niche technology. Its 
visibility and vitality factors are not appropriately 
disseminated to the IT market.  

 System Characteristics – The seminal paper from 
IBM [2] established the self-managing characteristics 
as fundamental for autonomous systems. Many 
systems tried to incorporate one or more characteristics 
rather than focusing on a single aspect. This led to a 
dilution of resources, which ultimately resulted in weak 
systems with zero or minimal commercial impact. 
Furthermore, many of the projects introduced new 
characteristics like self-management.This resulted in 
dilution of resources.  

 The Positioning Conundrum – The ever increasing 
complexity of IT systems can be solved at three 
different levels of sophistication as illustrated in the 
diagram below. 

 

 

 

 

 

 

 

 

 

 

 

 
 

Most of the implementers are not clear about this 
distinction: scripts to carry out certain activities, autonomic 
systems to manage activities with a feedback loop or artificial 
intelligence to cognitively solve the issues in the system. 
During the implementation, they tend to give way to easier 
scriptsor dig their heads in the myriads of artificial intelligence. 
The purist view of architecting autonomic computing systems 
as a simple control system element is forgotten, and the studies 
go in depth for issues like dynamic location of input services, 
knowledge transfer, ontologies and so on [16]. This results in 
researchers spending most of the time fixing semantic or 

knowledge issues, and thereby forget to exploit the power of 
the autonomous control loop. Focus should be brought back to 
the implementation of autonomic computing systems with 
fixed set of inputs, control function, and control variables. 

 Generic Architecture - Initial approaches to design 
autonomous systems came from various corners like 
control systems, agent-based systems, component-
based systems, and so on. The interface mechanism for 
any agent-based system varied from the interface 
mechanism for component-based systems. Multiple 
deviating approaches have destroyed the emergence of 
a generic architecture and interfaces for autonomous 
systems. 

 Lack of Standards – Standards generally inspire 
worldwide product vendors to produce best-of-the-
breed implementations. Standards facilitate 
interoperability among diverse and distributed system 
modules. Technologies such as JEE, which have been 
dominating the technology scenario, are implicitly 
supported and sustained with simple and pragmatic 
standards.  

 Lack of Toolkits - Besides standards, facilitating 
frameworks, enabling toolkits and platforms, best 
practices, design patterns, optimized processes, and 
key guidelines also play a very important role in the 
massive adoption of technology. Other than ATK 
(Autonomic Computing Toolkit), a part of the ETTK 
(Emerging technologies tool kit), produced by IBM, 
there have not been many simple and sensitive toolkits 
for AC. 

These are few barriers for autonomic computing that 
responsible for its inability to catch up with its peers. The 
above issues have to be kept in mind while formulating a 
framework for business applications. A thorough 
understanding of the above issues will help one to formulate 
the right framework for autonomic computing in business 
applications. 

IV. AUTONOMIC BUSINESS APPLICATIONS ARCHITECTURE 

Typically, an autonomic system should have multiple 
independent, yet connected, autonomic components providing 
a variety of services. The services could be monitoring, 
providing policy rules, decision-making, controlling, 
managing, or actuation services. Intelligent software agents are 
the prime building blocks for autonomic systems and hence  
they are called multi-agent systems. The individual agents can 
be components or services implementing a particular function 
or entities providing multiple services [17]. Policy or rule 
based engines are the other prominent contributors for systems 
to be autonomic in their dealings and deliveries. The 
knowledge manager is a kind of resource manager facilitating 
insightful access and retrieval of all kinds of information from 
the knowledge bases, so that appropriate decisions can be 
contemplated and conveyed. 

In short, it is about empowering and embodying software 
with extra qualities and capabilities. This can be done  by 
employing specially designed engines and knowledge bases so 

Fig. 1. Autonomic Computing Positioning 
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that the software can adaptively exhibit human-like behavior in 
discharging and delivering their assignments. We have crafted 
macro-level architecture for an open and standards-based 
framework for quickly realizing adaptive and self-evolving 
software. The proposed framework as depicted in Figure 2 will 
have the following: 

1) Autonomic Managers 

2) Knowledge Base 

3) Enterprise Service Bus (ESB) 

4) Policy Framework and Language 

5) Reusable assets repository for components (RAR) 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

The autonomic managers will run as independent processes 
following a multi-agent architecture. The managers access 
relevant policies from the repositories and carry out actions 
based on the specifications in the policies. The evaluation of a 
policy and its relevant data happens through multiple services 
provided by various components or agents in the system. To 
facilitate a dynamic, flexible, and secure access to these 
services, an ESB framework will be used.  

The RAR component will help to maintain and manage 
components and services in an efficient manner. For small 
implementations, the ESB and RAR component could be opted 
out. In such cases, the autonomous managers will directly 
interact with the component services. 

Designing applications as autonomic components and 
remodeling existing applications as autonomic components are 
two ways to incorporate autonomy in systems. In the latter 
case, the vendors should provide service interfaces to monitor 

or manipulate application data so that third party vendors can 
create third party autonomic managers. This open approach 
will help specialists in an area to create relevant autonomic 
managers, for example  a data mining company creating an 
autonomic manager to find associations using superior 
associative algorithms, or a text analysis company creating 
managers to extract  key words from data. 

Many times cost and time factors are an impediment to 
creating a system with autonomic managers from scratch. In 
such cases, existing systems can be extended by autonomic 
components directly manipulating the database. This is not a 
recommended practice because there is uncontrolled 
manipulation of data from multiple sources and therefore, such 
developments need to be tested thoroughly. 

V. SAMPLE AUTONOMIC COMPUTING APPLICATIONS 

The simplicity and application of individual managers is 
best explained with industry relevant examples. Autonomic 
managers could be introduced into existing applications, which 
could control activities of individual modules. It is assumed 
that the developer of original ERP is not involved in these 
introductions and therefore, we are dependent on direct 
database manipulations. If the original developer is the initiator 
of the introduction of autonomic components, then this could 
be carried out more elegantly in one of the following ways: 

 Design level: Autonomic behavior is built in during the 
design time itself. 

 Interface Level: At the design level, interfaces are 
defined to enable other developers to manipulate 
certain parameters in a controlled manner. This might 
not be only parameter manipulations, but also 
interfaces to influence the system status like start, stop, 
and so on. 

The idea of introducing the examples is to: 

 Illustrate the options of developing autonomic 
components for existing applications, 

 Initiate the evolution of similar ideas among the 
domain practitioners and develop standard definitions, 
interfaces, and so on for independent autonomic 
component developers.  

This would create an ecosystem of core application 
developers and intelligent peripheral autonomic component 
developers. 

A. Sample Autonomic Computing for CRM 

At the outset, CRM is a typical monolithic 
applicationwhere the introduction of autonomous components 
might not seem appropriate. In most cases, customers using 
traditional CRM systems slowly start sinking in the huge 
volume of data produced by these systems. The introduction of 
autonomic components into this monolithic architecture brings 
better manageability and quicker approach to their business 
goals. 

The following sample autonomic computing managers will 
help the users of CRM systems manage the complexities that 
are increasing day by day: 

Fig. 2. Autonomic Computing Architecture 

 

Enterprise Service Bus (ESB) 

Business Application 

A1 A2 

A3 
A2 

A2 

 

Policy

Reposi

tory 

 

Analyis 

Compo

nents 

 

Knowl

edge 

Base 

 

 

 

Data-
base 

Reusable Assets Repository 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 4, No. 8, 2013 

5 | P a g e  
www.ijacsa.thesai.org 

Lead Generation Manager: A primary function of any 
CRM is the management of leads, including all details and 
communication. The Lead Generation Manager is a self-
optimizing autonomic component, which goes into a loop as 
depicted in Figure 3. 

 

Fig.3. Lead Generation Manager 

The administrator specifies in the policy manager that the 
lead generation should be optimized for a utility function, for 
example, to maximize the revenue generated by the leads. The 
optimization could have  be carried out based on the number of 
leads generated, proposals sent, and so on. The budget for lead 
generation activities is one of the  parameters for the policy. 
The plan component allocates the budget to various lead 
generation activities – a) online: such as  search engines and 
web-site banners and b) offline: such as exhibitions and  print 
advertisements. The execution takes place automatically, as in 
the case of many online promotions or manually, as in the case 
of exhibitions. The revenue generation results are assimilated 
with pointers to the lead generation activity. This information 
is analyzed to find out the most effective lead generation media 
and the budget is reallocated to each of these media based on 
rules specified in the policy. A simple greedy algorithm might 
suffice in most of the cases.  

PricingManager: A pricing manager could optimize 
pricing policies across various pricing schemes. The pricing 
manager may deploy various pricing schemes from season to 
season and measure the effectiveness of each in terms of 
revenues, profits, and so on. Based on suggested algorithms, 
efficient schemes can be selected. 

ReminderManager: Customer relationships are 
maintained by effective reminders of various activities 
throughout the life-cycle like callback after initial contact, 
reminder after proposal, activation after a period of inactivity 
and so on.  The optimal results of the reminders differ for each 
customer segment and product, based on elapsed time, type of 
reminder, and so on. For example, a customer, who is 
interested in a buying children health drink might revisit the 
idea either after 1 week (if she has not yet bought it) or after 6 
weeks (to buy again, after finishing the competitor product she 
bought). The ReminderManager activates various reminders 

for products, measures the effectiveness, and optimizes the 
reminder process for the given customer segment and product. 

B. Sample Autonomic Computing for ERP 
Enterprise Resource Planning systems today encompass 

multiple modules taking care of planning, tracking, and 
controlling multiple resources and activities in an enterprises. 
The systems have become so complex, that each enterprise 
employs a team of engineers to ensure the proper running of 
the system. This results in huge expenses every year. Often, 
ERP becomes so complex that it is a mere collection of various 
modules and interactions between these modules are not 
regulated. These modules could be production planning, 
purchasing, inventory, finance, HR, and even extended 
modules like CRM and so on. 

Some of the typical managers, which could be introduced 
in an existing ERP system are: 

InventoryManager: Inventory management is a very 
important section in ERP, which has great implications on the 
financial performance of the company. Most of the ERP 
systems implement simple parameter watches minimum stock 
quantity, maximum stock quantity, minimum order quantity 
and so on. 

The autonomic Inventory management module collects data 
from multiple modules such as production, sales, and purchase, 
executes daily purchase parameters, and measures the effects. 
The main utility function is the inventory turnover ratio. Sub-
parameters such as average inventory cost, and average wait 
time might also influence the purchase pattern. 

 

Fig.4. Inventory Manager 
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VendorManager: Long term Vendor Management with 
selection and rating is very important to the supply side of any 
organization. Normally, companies keep two or more vendors 
for each product and divide the purchases, in a manner to 
optimize the supply, and at the same time keep all of them 
interested in supplying. 

 

Fig.5. Vendor Management 

The vendors are rated on various feedback parameters such 
as pricing, delivery times, quality, and so on. Each time a 
purchase has to be made, the purchase quantities are allocated 
based on the ratings. 

Similar managers can be deployed in multiple areas of ERP 
such as production, finances, HR, CRM, and SCM.  The 
autonomic integration framework ensures the addition of 
features in a smooth manner without affecting the existing 
functionality. 

VI. ADDITIONAL FEATURES 

The vision of putting together a software system with the 
help of multiple autonomic components is similar to the 
process of putting together hardware components to build a 
PC. IBM started a similar revolution in the world of desktop 
PCs by opening up the hardware design, components details, 
and interface details of the PC. For example, the hard disk or 
mouse is, to a large extent, autonomous in itself with very well 
defined interfaces.  Multiple vendors came in who specialized 
in individual components enabling specialization and mass 
manufacturing, which made the PC prices to plummet. The 
plummeting prices created an upward spiral for demand and 
quality of the products. A similar revolution is the long term 
dream of a software engineer to build such systems. 

Some salient features of the above system, other than basic 
autonomous capabilities, are: 

Hot-Plugging: Managers, policies, and services can be 
changed during runtime of the system, without shutting down 
the complete system. 

Extendable: The simple architecture can extend existing 
application systems for autonomic capabilities, and can also 

incorporate advanced features based on AI algorithms, 
semantic technologies, event processing architecture and so on. 

Vendor independent: The autonomic managers could be 
swapped from one vendor to another, if the performance of one 
vendor is not satisfactory. The idea is that multiple vendors 
manufacture autonomic components that compete with each 
other. 

New Technology Integration: Technology is evolving in 
all field. For example, data mining has brought in a complete 
new set of intelligence to existing applications. The challenge 
is to incorporate this new knowledge in existing legacy 
applications. The independent agent framework introduced by 
autonomic computing provides an excellent platform to 
integrate such new intelligence with existing systems. 

Module inter-dependencies: Advances in technology 
bring in new forms of interaction between the various modules 
in a system. For example, the inventory management in an 
ERP might be influenced by the sales pattern of another 
product. This type of cross product influence was not thought 
of during the conception of the ERP system. Autonomic 
computing architecture is suited to implement such 
interactions. 

Deployment of autonomic computing architecture is also 
helpful to achieve the above listed features. 

VII. THE EVOLVING TECHNOLOGIES FOR AUTONOMIC 

COMPUTING 

The simple architecture presented in the previous section 
can be taken forward with the immense contributions from 
multi-disciplinary researchers and system professionals. There 
are many untested yet viable and promising technologies 
existing and emerging for the reality of autonomic systems. 
The leading ones include artificial intelligence (AI) 
technologies for vision, perception, natural interfaces, speech 
recognition, decision-making and actuation, intelligent agents 
& multi-agent systems. Technologies such as smart 
components for software-based solutions, semantic 
technologies, grid computing, storage, exchange, access, and 
leverage, service-enablement of IT resources, virtualization, 
analytical solutions, knowledge engineering, organic 
computing are also promising. 

Services will be empowered through semantic technologies 
such as ontology in order to be semantic-enabled. Semantic 
services are dynamic in locating other services and using them 
to create newer composite services that could meet all kinds of 
requirement changes. This also brings in intelligent processes.  

Process optimization, innovation, integration, integrity, and 
flexibility along lean processes can be realized through this fast 
emerging dynamic composition phenomenon. Apart from 
leveraging semantic services, we will develop and install a 
taxonomy-based knowledge base. Services capable of 
reasoning and fulfilling situational (context) changes can 
readily access the knowledge-base to change their behaviors, to 
make relevant and rightful structural changes, and to embark 
on appropriate and preferred decision-making activities in real-
time.  
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Enterprises are extremely event-driven these days. A host 
of business events, such as goods passing through entrances 
fitted with RFID readers, are the business realities these days. 
Enterprise systems need to be equipped with relevant software 
as well as hardware infrastructures in order to cope with these 
evolutions, so that they are competitive to their customers, 
clients, retailers, employees, and other stakeholders. Enterprise 
infrastructures are therefore being strengthened for receiving, 
consuming, processing, and routing streams of events at real-
time besides triggering timely response and counter measures. 
There are competent event stream processing (ESP) and 
complex event processing (CEP) solutions in the marketplace. 

With standards-compliant toolkits and SOA workbench, a 
library of services can be quickly realized, stocked, and 
leveraged.  With the advancements being made in Web 3.0 and 
ontology engineering domains, constructing semantic services 
will become relatively easier. In short, to realize adaptive and 
self-evolving software, we need semantic services for 
automatic discovery, matchmaking, collaboration, and 
composition and a knowledge base for self-evolvement. 

VIII. THE EMERGENCE OF AUTONOMIC CLOUD CENTER 

With the increasing popularity of autonomic concepts, there 
will be a seamless convergence and consolidation in the form 
of innocuously embedding the autonomy characteristics with 
cloud technologies. The manageability of the ever-increasing 
complexity of cloud infrastructures, platforms, and software 
can be simplified only by the evolvement and involvement of 
higher-level concepts such as autonomic computing.  

As the expectations on the cloud technology are on the rise, 
the focus is on smartly leveraging the autonomic concepts in 
order to make the cloud more relevant for future IT. As cloud 
is being touted as the next-generation IT environment for 
hosting and delivering all kinds of IT infrastructures, platforms, 
and applications such as services over the open and public 
Internet communication infrastructure, the relevance of the 
trend-setting autonomic concepts for the cloud is set to grow 
exponentially.   

Autonomic cloud computing is about empowering cloud 
infrastructures and platforms to take their own decisions in 
order to continuously accomplish their assigned tasks. Without 
any kind of intervention, interpretation, and instruction from 
humans, cloud systems and services need to consistently 
provide their functionalities and facilities to subscribers. For 
example, resource management is one well-known job of cloud 
IT. As clouds are being positioned as the next-generation IT 
infrastructure for hosting and delivering a number of 
applications for personal and professional purposes, the 
importance of and insistence on bringing cloud-enabled 
business transformation, simplification, and optimization will 
only grow. 

Cloud computing is leading to transformational changes 
with stringent requirements on performance or throughput, 
scalability, security, availability, and extensibility. Their run-
time management requires realistic algorithms and techniques 
for sampling, effective measurement, and characterization for 
dynamic capacity planning, optimal provisioning, user and load 
prediction. Models are very important in correctly visualizing 

the end results and accordingly, all kinds of manipulations can 
be handled in a better manner.  There are load prediction 
algorithms for cloud platforms. Such algorithms, integrated 
into the autonomic management framework of a cloud 
platform, can be used to ensure that the SaaS sessions, virtual 
desktops, or VM pools are autonomically provisioned on 
demand in an elastic manner. This approach is suitable to 
support different load decision systems on cloud platforms 
with highly variable trends in demand, and is characterized by 
a moderate computational complexity compatible with run-
time decisions. 

The value and power of autonomic clouds is rising as a 
result of the application of autonomic techniques to clouds. 
This amalgamation results in robust, fault tolerant and easy-to-
operate clouds. Such autonomic techniques originate from 
evolutionary and genetic algorithms, multi-objective, and 
combinational optimization heuristics, artificial neural 
networks (ANNs), swarm intelligence and multi-agents 
systems. These proven and promising techniques can improve 
the way in which computing systems and applications are built, 
used, managed, and optimized. Therefore, the benefits for users 
can be maximized by reducing the operational, maintenance, 
and usage costs of clouds.  

Thus autonomic computing techniques, technologies, and 
tips are bound to bring in a series of innovations especially 
state-of-the-art IT infrastructures, platforms, and applications 
for future IT. 

The simple architecture described in the paper also takes 
care of the deployment of these components in a cloud 
environment by strictly having multi-agents and SOA for 
delivering various services. 

IX. FUTURE WORK 

Establishment of a simple architecture for business 
applications is the requirement of the day to manage the ever 
increasing complexity of business applications. The industry 
players should work together to achieve this goal in each 
domain and create the required definitions, toolkits, and so on 
to enable multiple vendors to work together in a heterogeneous 
environment. Some pointers in this direction are: 

 Domain specific Autonomic Definitions: Vendors of 
domain specific applications could join hands together 
to develop specifications of domain control definitions 
to allow third party vendors to develop autonomic 
modules. This could be similar to CRM vendors 
joining hands to define a lead management interface, 
which could input leads into the system and measure 
the effectiveness of the leads and thereby, control the 
lead management campaign. This would lead to a 
breakdown of a large monolithic application into a 
collection of smaller components. 

 Dynamic Autonomic Managers: Vendors can create 
separate managers that can be integrated into existing 
systems, such as the Lead Manager for CRM 
applications. The interface points could be defined at 
database level or the vendors could create plugins for 
the popular CRM applications. 
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 Analysis Components: Statistical Analysis or 
Business Analytics players could provide analysis tools 
as a service with interface definitions. 

 APIs for Applications: Application vendors could 
provide APIs for monitoring and manipulating 
application specific parameters. For example, a 
discount interface could allow external applications to 
manipulate the discount percentages for products 
available in a system. 

Industry forums should come together and actively 
contribute towards creating definitions of an independent 
environment to enable the long-term vision of autonomic 
computing and thereby creating powerful applications. 
Vendors of specific capabilities such as business analytics 
should create components and managers in line with the 
definitions. Similarly, vendors of large applications such as 
SalesForce, SugarCRM, SAP, and Baan should provide APIs 
for smaller vendors to interface smoothly with their 
applications. This ecosystem of all players will push the 
autonomic computing technology to new heights. 

X. CONCLUSIONS 

IT systems, solutions, and services are becoming 
complicated with the addition of more and more features and 
functionalities. As IT complexity is on the rise, there is an 
urgent need for easy-to-learn and use complexity-mitigation 
techniques and tools. The much-discussed and discoursed 
autonomic computing is being prescribed as the most 
promising and potential mechanism to significantly slash the 
unbridled growth of IT complexity. We have listed out the 
ways and means for taking forward this consolidated and 
comprehensive method to boost the required IT transformation 
that in turn will have a telling influence on business agility. 

Study of existing implementations has revealed that the 
deployment of autonomic computing techniques has made 
some progress in networking, load balancing, power 
management, and so on, but few inroads have been made into 
business applications. We have introduced a simplified 
architecture in this paper, keeping in mind the possibilities of 
wide spread acceptance from multiple technology corners, and 
the core trends like policies, knowledge segregation, services, 
and cloud. The proposed implementation of autonomic agents 
in the areas of ERP and CRM shows that the technology is well 

suited to implement complex and sophisticated systems of the 
future. 
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Abstract—IEEE 802.16 provides quality of service by 

providing five different service classes. When a packet reaches 

the MAC layer, the packet classifier has to classify the packet 

such that the packet is associated with appropriate QoS. In this 

paper a packet classification algorithm is proposed that exploits 

the HTTP header of the application layer to determine the type 

of data and classify the data. The extension and MIME type 

(content type) headers are used to classify the packets. Further 

the algorithm is enhanced by considering the type of user as an 

additional parameter during packet classification. Simulations 

are done on variable bit rate video data. Based on the type of 

video the packets are classified as RTPS or nRTPS thereby 

providing differentiated QoS. Simulation results reveal that high 

priority video classified as RTPS traffic receive higher 

throughput compared to video of lower priority. The delay faced 

by high priority videos is correspondingly less compared to low 

priority video. 

Keywords—QoS; WiMAX; MAC; Packet Classification; 

IEEE802.16e  

I. INTRODUCTION 

IEEE 802.16 also called as WiMAX provides last mile 
broadband wireless service. WIMAX was initially proposed as 
a broadband solution for fixed wireless devices. IEEE 802.16e 
adds mobility support to WiMAX. WiMAX supports 
broadband speed up to 100 Mbps within a service cell radius of 
about 5 KM. 

WiMAX supports quality of service by providing five 
different service classes. 

The first service class called Unsolicited Grant Services 
(UGS) is designed to support real time data streams that 
generate fixed size packets at periodic intervals. Voice over IP 
without silence suppression is an example for traffic that is 
categorized as UGS. The second service class called Real Time 
Polling Services (RTPS) supports real time data streams that 
generate variable sized packets on periodic basis. For example 
an MPEG video consists of P Frame, B Frame and I Frame. 
The third service class also called as Extended Real Time 
Polling Services (eRTPS) supports real-time service flows that 
generate variable sized data packets at periodic intervals, for 
example VoIP with silence suppression. The fourth service 
class is called as Non Real Time Polling Services (nRTPS). 
nRTPS supports delay tolerant data streams that generate 
variable size data packets. An example for one such type of 
traffic is the file transfer protocol data (FTP). The last service 
class, also called as Best Effort (BE), supports data streams 

which do not require any service level. Ex Web browsing, 
Email etc. 

When a packet is generated by the user it is encapsulated in 
the TCP/UDP packet which is further enclosed within an IP 
datagram before it reaches the data link layer. The packet 
classifier at the data link layer classifies the packet to one of 
five service classes. WiMAX does not specify any packet 
classification algorithm. Authors have proposed various packet 
classification algorithms. In [4] IP packet provides certain bits 
that can be used by packet classification algorithm. In [5] an IP 
address based packet classification mechanism is proposed. In 
this paper an extension and MIME type based packet 
classification for WiMAX is proposed. These methods exploit 
the HTTP protocol headers for packet classification. As per 
available literature an application layer based cross layer 
packet classification has not been studied before. 

This paper is divided into following sections. Section II 
describes the existing packet classification algorithms. Section 
III proposes “extension” and “MIME type” based packet 
classification algorithms. Further a user based improvisation to 
the algorithm is suggested. Section IV provides a model for the 
system. Section V delves the simulation and a discussion on 
the simulation results is undertaken. Section VI concludes the 
paper. 

II. EXISTING PACKET CLASSIFICATION ALGORITHM 

IEEE 802.16e does not specify any packet classification 
algorithm. It is upto the vendor to implement an appropriate 
packet classification mechanism. One method of packet 
classification uses the type of service (TOS) field of the IP 
header.  TOS field has 3 bits named delay, throughput and 
reliability. A value of 0 for the three bits indicates normal 
delay, normal throughput and normal reliability. A value of 1 
for the bits indicates low delay, high throughput and high 
reliability. MAC layer can usethe value of these fields to 
classify the packets into one of the five service classes. Though 
this technique provides a method of distinguishing and 
classifying data into different service classes, it does not 
provide fine grained support for packet identification and 
classification. [5] Provides an IP address based packet 
classification mechanism where the packet classification is 
performed based on the source and destination IP address. This 
method of packet classification necessitates the knowledge of 
ip address of the receiver to result in appropriate packet 
classification. This is a look up table based packet 
classification relevant for routers. 
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III. PROPOSED PACKET CLASSIFICATION ALGORITHM 

Data packets enclosed and transmitted using http protocol 
have HTTP headers to identify the data. HTTP protocol 
specifies different type of headers to aid the sender and 
receiver in processing the data. Two headers that are of interest 
are the “GET” header in the HTTP request and the “Content-
Type” header in the response header. 

The packet classifier at the MAC layer in WiMAX can use 
the GET header and the “Content-type” header to classify the 
packets at the MS and BS as described below. 

A. Extension Based Packet Classification 

When an MS issues a HTTP GET request for data, it 
provides the URL of the data. The url contains the location of 
the data on the server. The URL ends with the type of content 
being requested. For example, in case of video packets the 
URL could end with “.mpeg”, “.mp4”, “.avi” etc. The packet 
classifier algorithm is described below: 

Step 1: Extract the HTTP header from the packet. 

Step 2: Extract the GET header from the HTTP headers. 

Step 3: Identify the type of request based on the extension 
(ex: mp4, mpeg etc). 

Step 4: Extract the source and destination port number and 
IP address from the packet. 

Step 5: Assign a connection ID representing the flow as 
RTPS, nRTPS, eRTPS or BE. 

Step 6: create a tuple containing six parameters as below: 

<extension, connection ID, source IP, destination IP, 
source port, destination port> 

Step 7:  place the packet in the appropriate queue (i.e 
RTPS, nRTPS, eRTPS or BE). 

The above packet classification shall be done for the first 
packet of the service flow. Subsequent packets of the service 
flow may not contain the get header. So, when subsequent 
packets arrive they shall contain the source IP, destination IP, 
source port and destination port. These four parameters in the 
packet shall be compared with the four parameters of the tuple 
and when matched the corresponding connection ID is 
retrieved. This connection ID represents the service flow to 
which the packet shall be forwarded (RTPS, nRTPS, eRTPS or 
BE). Hence the packet classification algorithm is able to 
classify the packets based on the extension of the request. 

B. Content Type or MIME type based packet classification. 

The response for an HTTP request contains the content 
requested by the user. The response packets also contain the 
HTTP headers. Along with the different headers like Cache 
Control, cookies, Age, Date, the server sends the Content type 
of the data. For example, if the video is of type avi the content 
type shall be video/x-msvideo. For MPEG video the mime type 
shall be video/mpeg and for quick time videos the mime type is 
video/quicktime. When the packets reach the base station (BS), 
BS can decode the MIME type to identify the content type and 

classify the packets accordingly. The algorithm for packet 
classification based on the MIME type is as below: 

Step 1: Extract the HTTP header from the response packet. 

Step 2: Extract the Content type / MIME type header from 

the HTTP headers. 

Step 3: Identify the type of content based on the content 

type/ MIME type (video/mpeg, video/quicktime, video/x-

msvideoetc). 

Step 4: Extract the source and destination port number and 

IP address from the packet. 

Step 5: Assign a connection ID representing the flow as 

RTPS, nRTPS, eRTPS or BE. 

Step 6: create a tuple containing six parameters as below: 

<MIME type, connection ID, source IP, destination IP, 

souce port, destination port> 

Step 7:  place the packet in the appropriate queue (i.e RTPS, 
nRTPS, eRTPS or BE). 

This classification and tuple generation is done for the first 
response packet. For all subsequent response packets the 
source IP, destination IP, source port and destination port 
details from the packet is mapped with all the tuples. The 
matching tuple is extracted and the connection ID is obtained 
from the tuple. The packet is then forwarded to the queue 
corresponding to the connection ID (i.e RTPS, eRTPS, nRTPS 
or BE). Hence the packet gets classified as one of the service 
class packet based on the MIME type of the packet. 

1) Advantage 
MIME type and extension based classification provides the 

advantage of classifying the packets based on the extension and 
MIME type there by giving a finer control at packet 
classification. In the general packet classification mechanism 
all video packets are classified as RTPS traffic. By using the 
MIME type based packet classification, specific videos can be 
classified as high priority RTPS traffic and other videos can be 
classified as low priority nRTPS or BE packets. This lets the 
network operators to selectively degrade the quality of service 
for certain types of video traffic during dynamic network 
conditions. When the network is heavily loaded the high 
bandwidth MPEG packets can be downgraded to nRTPS/BE 
and bandwidth efficient video packets like mp4 can be treated 
as RTPS. This lets the BS serve many users at the same time. 
When the network condition improves, the MPEG videos can 
again be classified as RTPS packets to improve the QoS for 
MPEG users. 

C. User oriented MIME type and extension based packet 
classification 

MIME type and extension based bandwidth allocation can 
be further specialized to selectively classify the same MIME 
type data differently for different types of users,i.e. for certain 
users the MPEG videos can be classified as RTPS packets and 
for some other users the MPEG videos can be classified as 
nRTPS data. This lets network operators provide graded 
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quality of service based on the type of user and the type of 
traffic generated for/by the user. 

The network could grade the users as priority users and 
regular users. Priority users could be users who pay more or 
utilize the network more often. Such users generate more 
revenue and also ensure a higher utilization factor for the 
network operators. Such users can be classified as priority 
users. Regular users could be the users who pay the regular 
network utilization fee.  

The operator can maintain a mapping table of the MAC 
address of the user and the priority value associated with the 
user. 

So, when a video/mpeg packet is being classified as RTPS, 
nRTPS or BE packet the BS uses the following algorithm to 
classify the packet. The request packet obtained from MS and 
the response packet being sent to MS together contribute to the 
packet classification algorithm. This two stage process is 
described below. 

1) Stage 1: BS uses extension type and user priority for 

tuple creation 

Step 1: Receive the HTTP request from MS. 

Step 2: Extract the MAC address of user from MAC header 

Step 3: From the priority table extract the priority 

associated with user (regular user or priority user) 

Step 4: Extract the extension from the GET request to 

identify the type of data. 

Step 5: Based on the extension type and the priority of the 

user, associate the request to a particular connection. Ex: 

high priority user generating MPEG packet is associated 

with RTPS connection and regular user generating MPEG 

packet is associated with nRTPS/BE connection.  

Step 6: Generate a tuple containing seven parameters. One 

of the parameters (content type is null for now).  The tuple 

looks as below: 

<extension, content_type_null, connection ID, source IP, 

destination IP, souce port, destination port> 

2) Stage 2: BS uses the tuple for packet classification 
The GET request is then forwarded to the network by the 

BS. When a response from the network arrives, the BS shall 
extract the source IP, destination IP, source port, destination 
port to identify the tuple. The tuple is then updated with the 
content type to form the complete tuple. 

<extension, content_type, connection ID, source IP, 
destination IP, souce port, destination port> 

From the tuple extract the connection ID and place the 
packet in the queue corresponding to the connection ID (RTPS, 
nRTPS, eRTPS, BE). Hence a combination of extension 
content type and the type of user is used to classify the packet 
appropriately. 

IV. SYSTEM MODELING 

Let the system contain users that generate video traffic of 
different types. Some users generate lossless high resolution 
MPEG video and other users generate lossy mp4 video. The 
amount of data generated per video frame for an MPEG video 
shall be much higher compared to a MP4 video. The packet 
classifier shall read the content type of the data to determine if 
it is video/mpeg or video/mp4. 

All packets of video/mpeg are assigned to the connection 
associated with the QoS for nRTPS traffic and all packets of 
video/mp4 are assigned to the connection associated with the 
QoS RTPS traffic. 

As the MPEG packets keep arriving the packets are queued 
in the nRTPS queue and all mp4 packets get queued as RTPS 
traffic. 

The base station allocates unicast request opportunities to 
RTPS queue and unicast/broadcast request opportunities to 
nRTPS queues to request for bandwidth. Each of the RTPS and 
nRTPS queues request for bandwidth by sending bandwidth 
request headers. 

When the bandwidth request header reaches BS the base 
station allocates bandwidth by scanning through the bandwidth 
request headers. BS shall allocate bandwidth in the following 
order: 

UGS >> RTPS >>eRTPS>> NRTPS >>BE 

Since the RTPS connections are allocated bandwidth first, 
MP4 videos get higher share of bandwidth compared to MPEG 
videos. This result in better quality of service for mp4 traffic 
compared to mpeg traffic. The bandwidth allocation is 
performed using the following criteria: 

           

  

                                  

                                

                                

 (1) 

Where MRTR is the minimum reserve traffic rate. 

After an mp4 video is allocated bandwidth, the leftover 
bandwidth is calculated as: 

                             
  

   (2) 

Where n represents the number of mp4 connections that 
have been allocated bandwidth in the current frame. 

Once all the mp4 connections are allotted bandwidth, the 
connections for MPEG videos are allocated bandwidth as 
below: 

            

  

                                    

                                 

                                 

 (3) 

The available bandwidth is calculated as: 

                             
  

   (4) 
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Where “p” represents the number of MPEG videos that 
have already been allocated bandwidth 

The term BWAvailinfact represents the available 
bandwidth after allocating bandwidth to “n” mp4 videos 
followed by p MPEG videos, i.e. 

        
                    

  
               

  
   (5) 

V. RESULTS AND DISCUSSION 

Simulations were carried out on MATLAB. Simulation 
parameters are given in the table 

TABLE I.  SIMULATION PARAMETERS 

Parameter Value 

Uplink Bandwidth 10 Mbps 

Traffic Type 
RTPS high priority data 

nRTPS low priority data 

Packet Arrival Pattern Variable bit rate 

Average arrival rate 50 kbps 

Simulations were carried out to find the improvement in 
throughput. Figure 1 shows the throughput results. 

 

Fig. 1. Average throughput for high priority and low priority video data.. 

Figure 1 shows that initially there is sufficient bandwidth to 
support all the MS. Hence both high priority and low priority 
data show similar throughput results. As the number of MS 
increases there isn’t sufficient bandwidth to support all the 
traffic since high priority video is classified as RTPS traffic, 
high priority video gets allocated bandwidth. The left over 
bandwidth is allocated to the low priority video which is 
categorized as nRTPS traffic. 

As the packets keep accumulating, MS has to decide 
whether to transmit the delayed data or to drop the packets. In 
case of video packets delayed transmission results in jittered 
video which is not suitable for viewing. Hence all delayed 
packets shall be dropped. Figure 2 shows the simulation results 
for the data drop in case of high priority and low priority video 
traffic. 

Increase in the number of MS results in more MS 
contending for limited bandwidth. Since high priority video is 

classified as RTPS traffic and allotted bandwidth before low 
priority video, high priority data experiences lower data drop 
compared to low priority video. 

 

Fig. 2. Average data drop for high priority and low priority video data. 

Simulations were carried out to observe the impact of 
priority of the user and the priority of the data traffic. The order 
of classification can be as given in Table II. 

Data Type Classification Type 

High priority user generating 

high priority video (HUHT) 
RTPS 

Low priority user generating 

high priority video (LUHT) 
eRTPS 

High priority user generating 

low priority video (HULT) 
nRTPS 

Low priority user generating low 

priority video (LULT) 
BE 

Figure 3 shows the simulation results for average 
throughput. 

 

Fig. 3. Average throughput for different classification methods v/s number of 
MS. 

Since HUHT traffic is classified as RTPS traffic, HUHT is 
allocated bandwidth first then followed by LUHT which is 
followed by HULT and LULT. As the number of MS increases 
there isn’t bandwidth to support all the video traffic. Hence 
lower priority traffic is dropped to maintain the throughput of 
higher priority traffic. 

Figure 4 shows the corresponding data drop for the four 
types of classification. 
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Fig. 4. Average data drop for different classification v/s number of MS. 

VI. CONCLUSION 

This paper proposes a packet classification algorithm in 
WiMAX that utilizes the GET and Content type/ MIME type 

headers of HTTP. By exploiting the application layer headers a 
fine grained packet classification mechanism can be achieved 
which in-turn leads to a controlled and coordinated quality of 
service. Additionally the algorithm is extended to add user 
based packet classification which provides the necessary 
flexibility to the network providers. Simulation results show a 
graded quality of service for video traffic. 
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Abstract—AlgoWBIs has been developed to support 

algorithm learning. The goal to develop this tool is to empower 

educators and learners with an interactive learning tool to 

improving algorithm’s skills. 

The paper focuses on how to trim down the challenges 

ofalgorithm learning andalso discusses how this tool will 

improve the effectiveness of computer facilitated interactive 

learning and will support in reducing stress of learning. It will 

aid computer science graduate and undergraduate 

learners.Perspective development model has been used for 

development to enhance the tool’s features. 

Keywords—Algorithm, Instructional design; Web-Based 

Instruction system (WBIs); Meta learning; Self-paced learning; 

Web-Based learning; Interactive learning; computer based 

learning; personalized learning 

I. INTRODUCTION 

Interactive learning system, in contrast to the traditional 

learning system is more powerful and in favors of entire 

education system.  Interactive learning tools support and 

allow learners and educators to actively participate in the 

learning process. 

Various interactive learning tools have been developed 

and are being developed to empower educators in support to 

change the way teaching and learning occurs[1].Algorithm 

learning is critical concern for most of the computer science 

learner and educators. The tool AlgoWBIs is developed to 

support the instructors and the learners of the information 

technology and computer science graduate and undergraduate 

courses. The tool allows students to explore the algorithms for 

various sorting techniques. The tool not just support learning 

rather presents simulation, and self assessment approach to 

test knowledge level[2]. 

In this paper literature review discusses about the research 

done this area and summarize with various interactive tools. 

These tools are available for Electrical Engineering and 

Electronics, interactive learning modules for PID control, 

design and development of a web-based interactive software 

tool for teaching operating systems, DsCats: Animating Data 

Structures and PyAlgo as a learning platform for 

algorithm and data structure. 

Further the paper talks about the motivation for this 

research and descried how and why it is constructive for 

learners and educators. Model formulation in the subsequent 

section is discussed. A model which is followed to develop the 

tool is depicted and described in detail. This section is all 

about the development process of the tool. 

Overall development and the content present in the tool 

discussed in the consecutive section. This section describes 

the development of the tool. How the learner can navigate 

from one topic and page to another one. Finally the paper 

discusses the limitations and future scope of the tool. 

II. LITERATURE REVIEW  

Justin Cappos & Patrick Homer (2002) Justin Cappos and 

Patrick Homer has developed Data Structure Computer 

Animation Tools called DsCats is available for classroom use. 

This tool supports educator presentations, student 

experimentation, and programming assignments. It is an 

animated tool designed for educational use. The tool 

implements binary search tree, AVL tree, and B-Tree data 

structures. DsCats implements a number of new features to 

facilitate its use as a learning tool. The features presented in 

the tool are features not commonly present in other tools. 

These include the ability vary the level of detail during the 

animation, move backward and forward at will through an 

animation, and the tool display large data sets too.  

U. Antonovičs & Ē. Priednieks (2006) reviewed the 

literature and presented an Interactive Learning Tools for 

Electrical Engineering and Electronics. They have 

implemented original student centered interactive learning 

tools for higher and vocational schools in Latvia. The tool 

presents laboratory practice simulations, circuit calculation 

programs, and learning exercises. Here the interactive 

learning tool is basically designed to support distance learning 

courses.  

The computer-based learning tool has various advantages 

for the learners. These are interactive learning in the 

“computer-student” mode, study material is user-friendly, and 

learners have the opportunity to choose an individual time of 

learning. Another advantage of the tool is the evaluating and 

self assessment could be done by the learners and further the 

education cost is also reduced. Lejla Abazi-Bexheti et al. 

(2007) reviewed and concluded with an Interactive 

Multimedia Learning Systems (IMLS). The main objective of 

the researchers is to create an additional learning tool that 

combines on-screen text, graphics, animations, audio and 

video. The researcher concluded with the tool in order to 
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improve the learning process. 

Jose Luis Guzman et al. (2008) describes a collection of 

interactive learning modules for PID control. It is based on 

the graphical spread sheet metaphor. The modules are 

designed to speed-up learning and to enhance understanding 

of the behavior of loops with PID controllers. The modules are 

implemented in Sysquake, a Matlab dialect with the strong 

support of interaction. Radio Dragusin and Paula Petcu (2010) 

designed and develop a tool named PyAlgo for the students 

following the bachelor level course on Algorithm and Data 

Structure. The tool focuses on functionality including a library 

of algorithms and a benchmarking tool. 

Aristogiannis Garmpis (2011) after reviewing the 

literature, researcher developed Design and Development of a 

Web-based Interactive Software Tool for Teaching Operating 

Systems. The tool is a complement the existing teaching and 

learning methods of Operating Systems. The aim of the 

researcher is not to obsolete the existing pedagogical approach 

but rather will support the instructor and students for a better 

understanding of the memory management operations and 

especially the page replacement algorithm's operation to be 

used in everyday OS classrooms.The software is intended to 

support undergraduate students so that they can easily explore 

the operations of the algorithms through an interaction with 

the tool. According to the researcher students can explore 

each algorithm’s mechanism separately using this tool. The 

students will be able to learn from their mistakes as shown 

automatically by the software. Sebastian Dormido et al. (2012) 

Researchers reviewed literature and presented an interactive 

software tool for the loop shaping design of fractional-order 

PID controllers. The presented tool allows determining 

automatically the controller parameters by mapping a point of 

the process Nyquist plot to a point of the loop transfer 

function Nyquist plot. According to the researchers this kind 

of Computer Aided Control System Design tools are very 

useful from an educational viewpoint and in allowing a 

widespread use of fractional PID controllers in the industry.  

III. MOTIVATION 

Bearing lot many advantages over traditional learning 

interactive learning becoming popular among universities, 

school and colleges, instructors and the students. The learning 

process that encourages the learners to think, write and to talk 

about is known to be an interactive learning. Interactive 

learning helps the learner to be more dynamic and active. 

Keeping interactive learning’s increased requirement in 

mind literature review is done for interactive algorithm 

learning tools. Literature supports available tools are learning 

algorithm. Some are providing learning along with self 

assessment, some are covering learning and simulation, and 

few are having only a simulation.Malmi [3] proposed a 

framework TRAKLA2, for building interactive algorithm 

simulation exercises only. PyAlgo supports learning platform 

for algorithm and data structure. The main features of PyAlgo 

are developing, organizing, and benchmarking algorithms.  

An interactive tool named AlgoWBIs for algorithm 

learning is presented, covering learning, example, simulation, 

and self assessment all together. Graphical representation of 

existing tools along with the disclosure of our tool is presented 

in figure-1. The tool presented here encourages the learners of 

algorithms to be more active and attentive during learning.  

 
Fig. 1. Review and Development Model 

In this figure left side oval shows the available tool for 

algorithm learning. As shown some of the available tools 

support learning along with the simulation, learning and self 

assessment and few supports only simulations. The arrow and 

rectangle shows that the review is done of the available tools 

and then follows the development model.  

The development model is described in detail in the 

consecutive section. Finally a new tool for algorithm learning 

is presented in the right side oval. The new tool is also 

described in the AlgoWBIs development and content sections.   

IV. MODEL FORMULATION  

One major approach to improve the interactivity of the 

software is the use of appropriate model. These models are 

helpful in providing feedback and also supportive in 

improving and innovative insights for designing and 

developing excellent interactive system [4]. A model provides 

information about any activity. That activity Anita Lee-Post e-

learning success perspective model, that address the questions 
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of how to design, development, and delivery of successful e-

learning systems [5] may include designing, development, 

installation or testing of any system [6].  

After judging, suitability of Anita Lee-Post’s perspective 

model and incremental model and following the model is used 

(figure-2) is followed to develop this tool. 

 
Fig. 2. Perspective Incremental Life cycle model for WBI for Algorithm 

Development model used here is based on perspective 

model, which often can be used as a specification of 

something to be created. In this model analysis phase allowed 

us to define the goals and functions to the tool in favor of 

learners and instructors. Each built sums up with the running 

software covering the designing, development and verification 

and experiment and validation. The real code is written in 

development phase. White box testing is also done in this 

phase to verify code. Experiment and validation are covering 

black box testing for each build. 

V. ALGOWBIS DEVELOPMENT AND CONTENT AND FEATURES 

The major challenge in facilitating educators is providing 

them a meaningful and interactive learning tool [7].  

Development of interactive tool requires diversified 

knowledge including knowledge of interactive tools along 

with the programming skills, and command on the subject for 

which tool is being developed. Knowing the learner’s 

psychology is extremely helpful for the success of such tools 

[8]. 

Tools interactivity helps in engaging learners during 

learning that is why the focus should be on how to increase 

the interactivity?  The main features of interactive tool include 

interactivity, self assessment, navigation between topics, 

relevance and coverage of content. 

Content is required to be relevant to fulfill the need of the 

course. The tool AlgoWBIs covers all the relevant content for 

algorithm learning. It is also considered the depth of the topic 

is sufficient. “Learning might suffer if the sequence is chosen 

improperly” [9], For the purpose of improvement in learning 

it is required to develop a learning tool having the proper 

sequence of topic coverage, which has been taken care of.  

Another focus is given on content’s navigation. Learners 

should be equipped with the freedom to navigate to the topics 

to some extend [9]. To assess learner’s knowledge appropriate 

quizzes is required with online evaluation. In order to 

enhance learning Evaluation is done by the tool immediately 

after learner go through the self assessment. This evaluation 

supports learners to judge their knowledge level after learning 

any topic.  

Extendibility of the tool is also possible when required. 

This feature will reduce the cost of learning and development 

of new algorithm learning tools. The tool addresses the 

personalized needs of the learners which would nurture their 

knowledge and skills. Further the system would bridge the 

gap between the learners and the instructors during learning 

algorithms and would promote the platform for sharing their 

ideas and knowledge.  

This paper has comprehensive descriptions related to the 

development of the presented tool. The tool presents the 

learner with a sequence of choices, each containing sub-

choices or sub-menu. The learner can respond by choosing 

one of the choices given and system performs a corresponding 

action. Learning options provided with the tool are: 

1) Selection sort 

2) Bubble sort 

3) Insertion sort 

4) Quick sort 

The development of the tool starts with the splash screen. 

After the splash screen learner’s interface presents four 

learning options as mentioned above. Depending on the 

current knowledge level individual learner may start learning. 

Unlike classroom learning each learner independently can 

start learning rather than forcing them to go with the topic 

being taught in the classroom. 

The tool is developed in such a manner that the learners 

first will go through the learning of the topic he/she wants to 

learn. The detailed content is presented to the learners. This 

includes the basic concept of the topics for the example if 

learner goes through the learning of the quick sort will first 

get to know about what a quick sort is?  

After learning about a topic, an example is presented for 

better understanding, during example’s presentation if learner 

wants to go through the topic again s/he can navigate to that. 

An exercise will be given after going through the example. If 

the learner is competent enough to complete the given 

exercise must go through the topic again. 

Finally the self assessment quiz is presented which helps 

the learner to assess their knowledge level. Once the learner 

clears the one level can move to the further topic. It is clearly 
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defined what action is required to take further. A learner 

could navigate through a topic is being learned and could 

navigate to the main menu. 

Other than four learning options, menu also has an exit 

option to quit from the main menu. Each sorting has four 

sections: 

1) About sorting –This section covers all the aspects of 

particular sorting. It includes an introduction, algorithm for 

sorting, sorting function written in C programming language 

and complexity of sorting. The learner can navigate backward 

and forward within the given options using navigation 

buttons. If the learner wants s/he can exit from the topic any 

time and come to the main menu. 
 

2) Example –Purpose of this section is to investigate the 

properties of various algorithms and to enhance the 

knowledge of learner by showing simulation. It allows the 

students to understand how sorting algorithm works.  
 

3) Exercise – This section is consisting of a problem 

provided to learners. To do the exercise learners are required 

to use knowledge extracted from the prior sections. It is a 

highly interactive section, allowing learners to make use of 

knowledge to explore and judge their understanding of the 

topic. Here learners are asked to move array values to the 

correct positions interactively. Exercise is the most important 

option for the learners associated with each sorting. 

 

4) Quiz – To allow learners to measure their knowledge, 

tool provides quizzes. This self assessment section allows 

learners to test knowledge they gather from the previous 

sections. Each quiz has fifteen questions with the four 

optional answers. The learner will be asked to select a single 

answer for each question. Answers of the questions will be 

evaluated automatically by system and finally result will be 

displayed to the learner. The result of the quiz will be helpful 

to let the learner know about the knowledge level [10]. Other 

than the above mentioned options, an exit option in each topic 

allows learners to quit from the topic being learned. There is a 

menu button to allow learners to go on the main menu of the 

tool. Going through all above mentioned options is very 

simple as tool is very interactive and user friendly. 

The overall functionality of tool is depicted in figure-3. 

Initially when learner interacts with the system will go 

through the login verification. After successful verification 

learning options will appear, which includes insertion sort, 

quick sort, bubble and selection sort. The figure also has a 

proposed algorithm to be implemented in future.  

All these sorting algorithms have multilayer process in 

which first layer covers the details about sorting, second layer 

covers the example for each algorithm whereas third layer, 

simulation is the most interactive in nature and asks the 

learners to move array values to the desired positions 

according to the sorting technique and fourth and last layer 

allow learners to check their progress in terms of quizzes for 

each algorithm learned before. 

 
Fig. 3. Functionality of tool AlgoWBIs 

VI. LIMITATIONS  

The AlgoWBIs is developed to support interactive learning 

with keeping the thing in mind that there may not be full 

utilization of the tool by the learners and the instructors 

without proper training, however messages are being 

prompted whenever required.   

Another limitation includes the number of algorithm 

implementation in the system. Initially the system facilitates 

the learning for four sorting. Sorting included in are insertion 

sort, quick sort, bubble and selection sort. 
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VII. CONCLUSION AND FUTURE WORK 

The study is summarized with a highly interactive tool to 

overcome the stress of learning and make the learning easy 

and interactive. The emphasis in this study has been put on 

the learning of sorting. Modularity and expandability is also 

kept in mind during development. The tool is developed with 

Macromedia Authorware, which is deliverable through 

Network, CD and DVD, Internet etc.   

Although this tool fulfills most of the learning 

requirements, there is always room for improvement. The tool 

could be expanded in future to cover more algorithms. Further 

version will cover learning of searching algorithms. 
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Abstract— The number of messages that can be mined from 

online entries increases as the number of online application users 

increases. In Malaysia, online messages are written in mixed 

languages known as ‘Bahasa Rojak’. Therefore, mining opinion 

using natural language processing activities is difficult. This 

study introduces a Malay Mixed Text Normalization Approach 

(MyTNA) and a feature selection technique based on Immune 

Network System (FS-INS) in the opinion mining process using 

machine learning approach. The purpose of MyTNA is to 

normalize noisy texts in online messages. In addition, FS-INS will 

automatically select relevant features for the opinion mining 

process. Several experiments involving 1000 positive movies 

feedback and 1000 negative movies feedback have been 

conducted. The results show that accuracy values of opinion 

mining using Naïve Bayes (NB), k-Nearest Neighbor (kNN)  and 

Sequential Minimal Optimization (SMO) increase  after the 
introduction of MyTNA and FS-INS. 

Keywords—Opinion mining; text normalization; feature 

selection. 

I. INTRODUCTION 

It was reported on 30th of Jun 2011, 60.7% or 17.7 million 
Malaysians used Internet.  Facebook is the most favored 
application [1]. Other than that, communication sites such as 
blogger.com, mudah.com and Twitter were among the top 10 
applications that  Malaysians used on the Internet [2].  There is 
a massive amount of information or opinion that can be 
gathered from these applications. Nevertheless, very few 
studies had been conducted to mine opinion from messages 
that are posted online by Malaysians. The following list 
demonstrates examples of these messages. 

 “oh bestnya, best giler serius. Nak kasik 5 bintang 
plus2” 

 Aku bg 4.9 out of 5stars.Yg 0.1 xcukup to sbb aku 
xfaham.. masa aku tgk aritu pon xfull” 

 Ksian ngan kawan aku. Coz abihkan duit utk film nih” 

The examples indicate the following characteristics:  

 The use of Malay and English words with Malay words 
as the main contributors. This scenario is known as 
Bahasa Rojak. 

 There is a high number of abbreviations such as sbb, bg 
and tgk. 

 The sentences do not follow the correct syntax of 
sentence development. 

The above scenario make it difficult to mine opinion using 
natural language processing as expressed by [3] 

 “One drawback of an NLP based approach is 

that it would likely perform very poorly when 

used on grammatically incorrect text… methods 

to detect and possibly correct bad English would 
be necessary before use on a large scale.” 

Furthermore, recognizing subjective words that are relevant 
to opinion is also a problem in mining opinion using the 
machine learning approach. The current feature selection 
techniques in machine learning approach such as Document 
Frequency (DF), Chi Square and Information Gain assign a 
value to each feature based on a particular statistical equation.  

The features are then sorted. It is up to the user to select the 
appropriate features based on the sorted value. Different users 
may select different features. Often, a newbie who is not aware 
of this scenario would do nothing and causes the classifier 
transaction to take a longer processing time and use more 
resources.   

The objective of this paper is to introduce a method to 
normalize noisy texts in Mixed Malay Language texts with the 
introduction of Malay Mixed Text Normalization Approach 
(MyTNA). In addition, a new feature selection method named 
Feature Selection based on Immune Network System (FS-INS) 
is introduced to select relevant features in opinion mining. 

The remainder of the paper is organized as follows: In 
Section II, previous works in opinion mining using machine 
learning approach, normalization of noisy text and feature 
selections in opinion mining process are reviewed. The 
MyTNA steps and FS-INS algorithm are clarified in Section 
III. The performance of FS-INS is discussed in Chapter IV. 
Lastly, conclusion of the study and future research direction are 
explained in Section V. 
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II. BACKGROUND 

A. Opinion Mining using Machine Learning Approach 

Opinions, beliefs, emotions and sentiments are part of 
private states that cannot be observed. These states are 
expressed in a document using subjective words [4]. Subjective 
words that identify the private states may be identified using 
specific dictionary such as WordNet or SentiWordNet. At the 
beginning of this century,  Pang, Lee and Vaithyanathan [5] 
started using machine learning approach to mine opinion. Prior 
to that, opinion mining activities were carried out using natural 
language processing (NLP) approaches ([6] [7] [8] ).  Pang, 
Lee and Vaithyanathan [5] successfully used text mining 
activities in mining opinion from 700 positive and 700 negative 
movie reviews. They concluded that additional activities to 
identify sentiment were required in opinion mining using the 
machine learning approach. Several researchers used NLP 
activities in pre-processing steps to select features that are 
relevant to sentiments ([9] [10] [11]). Other than that, Pang and 
Lee [12] utilized statistical technique to identify  a sentiment 
phrase. Sentences without sentiment phrases were removed 
before the opinion mining process. Similarly, Barbosa and 
Feng [13] used items such as icons and the existence of 
sentiment words to identify sentiment phrases. Clearly, 
additional activities in addition to the normal text mining 
processes are required in opinion mining process. Even though 
the number of research activities on opinion mining has 
increased for the past century, none of them studies the 
performance of opinion mining in Malay language or in bahasa 
rojak. That is the objective of this paper. 

B. Previous works in normalization of noisy texts 

Knoblock, Lopresti, Roy and Subramaniam [14] define 
noisy texts as “any kind of difference between the surface form 
of a coded representation of the text and the intended, correct 
or original text”. Before the year 2000, most works on 
normalization of noisy text involved documents that were 
created  using OMR ([15] [16]). Normalization of noisy texts 
in short message service (SMS) started to appear in 2005 ([17] 
[18]). Lately, the normalization of noisy texts has started to use 
data from online applications such as Twitter messages and 
Facebook entries. ([19] [20] [21]). 

In general, there are three ways to execute the 
normalization process i.e correction of spelling, machine 
translation and automatic identification of phonetic. This study 
uses the first method which includes identifying a noisy text, 
finding the candidate of correct terms and selecting the correct 
term. 

C. Previous works in feature selection of opinion mining 

Feature selection is the process of selecting a set of 
attributes or features that is relevant to the mining processes. In 
relation to text mining or opinion mining, every distinct word 
that exists in the corpus is considered as a feature. The 
traditional method of feature selection is by selecting all 
features in a method known as bag of words (BOW). 
Unfortunately, this method causes certain classifier to perform 
poorly due to high requirement of resources and longer 
execution time. Therefore selecting relevant features without 

reducing the performance of opinion mining process is 
important.  Previous researches in opinion mining use two 
approaches of feature selection. The first approach uses NLP 
processes such as Part of Speech (POS) in identifying certain 
sentence structure or  stemming  and lemmatization transaction 
to reduce related forms of a word to a common base form ([5] 
[9] [22] [23]). The second approach assigns a specific value to 
every features based on certain statistical equation. Document 
Frequency uses frequency of the words that exist in the corpus. 
Information Gain and Mutual Ratio use probability of a word 
occurring in each class and Chi Square calculates the degree a 
word is not relevant to a particular class. Unfortunately, these 
statistical techniques assign a value and sort the features based 
on these values. It is up to the users to indicate which features 
should be selected.  This study introduces a new feature 
selection technique that will calculate and select the feature 
automatically. 

III. METHODOLOGY 

Fig. 1 illustrates the opinion mining process with the 
introduction of MyTNA and FS-INS. Both the training data 
and test data went through normalization process before the 
opinion mining process.  

 

 

 

 

 

 

 

Fig. 1. Opinion mining process for Malay Mixed language 

A. Malay Mixed Text Normalization Approach (MyTNA) 

The objective of MyTNA is to reduce the number of 
features by correcting the spellings of common noisy terms and 
abbreviations that exist in online messages.  For example, the 
word ‘tidak’ is written as ‘tak’, ‘x’, ‘dok’, and ‘dak’ in online 
messages. When these words are transformed to the features in 
opinion mining process, there will be five different features 
that represent the word ‘tidak’. These scenario influences 
calculation of several classifier such as Naïve Bayes that uses 
probability calculation in the classification process. Other than 
that, the value of the word ‘tidak’ in the calculation of k-
Nearest Neighbour classifier will be very low since the 
frequency of the words is 1 instead of 5. Additionally, the word 
‘tidak’ is considered as irrelevant if the frequency is low and 
divided into five different terms instead of one. Therefore, 
incorrect spellings of words in online messages have to be 
corrected before the opinion mining process is executed. In this 
study, the correction of spellings was done using MyTNA 

A corpus that consists of 21,000 randomly extracted online 
messages was derived from e-forum, Facebook and Twitter 
entries. The following lists were constructed based on this 
corpus: 
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 A list of common noisy terms, which consists of noisy 
terms that exists more than 5 times in the corpus. 

 A Bi-Gram list, which consists of the frequency of a 
word that exists with another word in the corpus. 

 A list consists of common English words that are used 
in the online messages written by the Malaysian. Digital 
English dictionary is not used in this study because of 
high similarity between noisy terms in Malay language 
and the English word such as ‘cite’ and ‘die’. 

Other than these lists, a list of artificial abbreviations was 
also derived using the rules that were explained in [24]. During 
normalization process, each word in the message was tested for 
out of vocabulary word using a digital Malay dictionary, 
Common English Word list and Common Acronym list. If the 
word did not exist in any of these lists, it is considered as a 
noisy term. The Common Noisy Term list and Artificial 
Abbreviation list were used to identify potential candidates of 
the correct word. Later, the Bi-gram list was used to determine 
the correct translation of the noisy term.  MyTNA steps were 
summarized in Fig. 2. 

 

 

Fig. 2. MyTNA steps 

B. Pre-processing  

 In pre-processing step, features that were not relevant to 
sentiment were eliminated. The following activities were 
executed in this study. 

 All uppercase letters were changed to small case letters. 
This is because, online users tend to be creative in 
writing a message and might write the word ‘best’ as 
‘Best’, ‘BEST’, ’BeSt , ‘BeST’, and ‘BesT’. Changing 
all the uppercase letters into small case letters reduce 
the number of features.  

 All stop words (words without meaning) for Malay 
language and English language were removed. 

 The word ‘tidak’ was used with the subsequent word. 
Normally, the word ‘tidak’ indicates a sentiment. 
Phrases such as ‘tidak best’ and ‘tidak suka’ are 
synonym with negative sentiments. The word ‘tidak’ 
itself exists in positive and negative documents. 
Normally, the frequency of the word ‘tidak’ is high in 
both classes and may be irrelevant to the class. 
Therefore, using the word ‘tidak’ with the subsequent 
word will reduce the frequency of the word ‘tidak’ itself 
and increase the number of words that represents the 
sentiments. 

C. Feature Selection based on Immune Network System (FS-

INS) 

In the filter typed feature selection approach, related 
features were selected based on certain mathematical equation. 
Each feature was given a value and later sorted accordingly. 
However, related features were not selected automatically. 
Therefore, the users would have to check which features to be 
selected. If the users were not aware of the activity, all features 
would be selected, hence resulting poor execution time or the 
system to crash due to insufficient resources. In term of 
opinion mining, selecting features that are relevant to positive 
and negative sentiments is also important. Therefore, in this 
study, each feature was given a value based on a formula that 
was introduced by Simeon and Hilderman [25] named 
Categorical Proportional Difference (CPD). Keefe [26] adjusts 
the formula to fit the two classes case as shown in Equation 1. 

(1) 

                                                                                                        

 

 

 

Where 

 FPi is the frequency of term (t) exists in the positive 
class; 

 FNi is the frequency of term (t) exists in the negative 
class;  

This formula considers a feature as relevant if it occurs in 
one class in a higher frequency than its frequency in any other 
classes. For example the feature ‘bagus’ that exists 100 times 
in the positive class and 10 times in the negative class will be 
assigned a value 0.82. On the other hand, a feature that exists 
in the same frequency in the positive class and negative class is 
regarded as irrelevant. For example, the term ‘saya’ that exists 
100 times in both classes will be assigned CPD value as 0.0. 
Therefore, a high CPD value means the feature is very relevant 
and should be selected. Unfortunately, if a feature exists in 
only one class, the value 1.0 is assigned to the feature 
regardless its frequency. Therefore, the relevancy of a feature 
that exists only once is considered the same as a feature that 
exists 100 times in only one classAnother problem is to 
identify the limit of features that is considered as relevance. . In 
the traditional feature selection techniques, this value is 
identified by the user based on his or her interpretation of 
relevancy.  To solve these problems, a new feature of selection 
algorithms based on artificial immune network named FS-INS 
was created. The main characteristics of this algorithm are 
listed in the following list: 

 If a feature exists in only one class, only the feature that 
exists more than a certain threshold would be selected. 

 A feature is considered as relevant if its CPD’s value is 
above certain threshold. 

 A feature is considered relevant if its CPD’s value is 
similar to other features. A feature with CPD’s value 
that matches many other features with similar CPD’s 
value has higher relevancy as compared to other 
features with less matched of CPD’s value. 
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In the artificial immune system, a feature is considered as a 
B cell. A memory is used to choose cells with similar CPD’s 
value, while a cell with less matched CPD’s value will be 
deleted from the memory.  At the end of the process, all B cells 
in the memory are considered as the selected features. 

D. Experiment’s Data 

Data for the experiments were randomly collected from 
various online forums used by Malaysian users such as 
http://mforum.cari.com.my/portal.php and 
http://www.mesra.net/forum/. The data were also retrieved 
from Facebook entries and Twitter messages. Online messages 
that were selected have the following characteristics. 

 It has feedback on a particular movie; 

 It has a positive or a negative sentiment; and  

 It is written in Malay Mixed Language.  

1000 positive movie feedbacks and 1000 negative movie 

feedbacks were collected and used in all experiments. 

E. Experiments 

Opinion mining process was executed to analyze the 
efficiency of MyTNA and FS-INS.  k-Nearest Neighbour was 
used as the classifier in these experiments. Several values of k 
were tested and it was found that the accuracy value was at the 
highest in most cases when it is set to 1. Therefore to ensure its 
consistency, k was set to 1 in all of the experiments. Other than 
kNN, the accuracy value using Naïve Bayes and Sequential 
Minimal Optimization  were also collected. The accuracy of 
each opinion mining process was calculated. The accuracy 
value was calculated using formula in Equation 2 

 

 

(2) 

 

The following experiments were conducted using Weka 3.6 
application as the opinion mining tool. Table 1 summarized the 
experiments for easy understanding. 

E1:   Opinion mining using raw data; 

E2:   Opinion mining using raw data and pre-process 

activities; 

E3:  Opinion mining using raw data and FS-INS; 

E4:  Opinion mining using data which had been 

normalized using MyTNA activities (processed 
data); 

E5:  Opinion mining using processed data and pre-

process activities; 

E6:  Opinion mining using processed data, pre-process 

activities and FS-INS. 

TABLE I.  LIST OF EXPERIMENTS 

Eksp. Raw Data MyTNA Pre Process FSINS 

E1 √    

E2 √  √  

E3 √   √ 

E4  √   

E5  √ √  

E6  √ √ √ 
 

IV. ANALYSIS OF RESULT 

The objective of this study is to improve the result of 
opinion mining messages that are written in ‘Bahasa Rojak’. 
Therefore, the normalisation of noisy text through MyTNA 
activities and reduction of features using FSINS were applied 
in the opinion mining process. In addition, several pre-process 
activities were also conducted prior to the feature selection 
step. Several experiments were conducted to check the 
efficiency of these new steps. Table 2 illustrates the result of 
these experiments.  

TABLE II.   RESULTS OF EXPERIMENTS 

Eksp. Accuracy 

NB kNN SMO 

E1 85.00 64.10 82.96 

E2 87.20 68.00 85.60 

E3 86.90 66.70 82.63 

E4 85.80 64.07 81.96 

E5 89.60 72.60 86.80 

E6 91.04 79.08 92.25 

 

 

 

Fig. 3. Results of Experiments  
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The following conclusions were derived from the results. 

 Normalisation of noisy text alone does not improve the 
opinion mining result. (The result of Experiment E4 is 
similar to the result of Experiment E1). 

 Using only FSINS also does not improve the opinion 
mining result (The result of Experiment E3 is similar to 
the result of Experiment E1). 

 Combining normalisation of noisy text and the pre-
processing activities improves the result of opinion 
mining slightly (The result of Experiment E5 is better 
than the result of Experiment E1). 

 Combining normalisation of noisy text, the pre-
processing activities and using FS-INS as feature 
selection improves the accuracy value of opinion 
mining in mixed Malay language (5 % in NB, 15% in 
kNN and 9% in SMO as shown in Fig. 3.) 

It can be concluded that choosing the relevant features 
improves the result if opinion mining and NB used the 
probability calculation to predict a class. Additionally, 
selecting relevant features also improves the probability for 
predicting the class of new online messages. Similarly, k-
Nearest Neighbour classifier uses the class of the nearest 
neighbour in its prediction. The normalisation of noisy texts 
process and FS-INS corrects the spelling of most words. In 
addition, the reduction of features in pre-processing steps and 
the feature selection technique make it easier for k-Nearest 
Neighbour to predict the class of a particular message. SMO 
classifier also creates a virtual line between both classes. 
Relevant features cause a better line prediction and lead to 
better accuracy in predicting the appropriate class. 

 Pang, Lee and Vaithyanathan [5] indicates that additional 
activities to the normal activities of text mining are required in 
opinion mining. In this study, several activities were introduced 
to ensure that only relevant features to sentiments are selected 
such as  

 using of word ‘tidak’ with the subsequent word; 

 selection of features based on CPD’s values; and  

 selection of features with similar CPD’s values. 

These activities contribute to the improvement of accuracy 
value in opinion mining of online messages written in Malay 
Mixed Language.  

V. CONCLUSION 

Improving the accuracy of opinion mining of online 
messages written in ‘Bahasa Rojak’ is the objective of this 
study. Executing additional activities such as normalisation of 
noisy texts approach named MyTNA, several pre-processing 
activities and a feature selection technique named FS-INS 
improve the result of opinion mining using NB, kNN and SMO 
as the classifiers. Nevertheless, more experiments are required 
to verify whether additional activities introduced in this study 
improve the opinion mining process. One of them is to validate 
the result of using FS-INS as feature selection technique as 
compared to the result of opinion mining using other feature 

selection techniques such as Document Frequency, Information 
Gain and Chi Square.  
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Abstract— Machine translation is the process of translating a 

text from one language to another, using computer software. A 

translation system is important to overcome language barriers, 

and help people communicate between different parts of the 

world. Most of popular online translation system caters only for 

the most commonly used languages but no research has been 

made so far concerning the translation of the Mauritian Creole 

language. In this paper, we present the first machine translation 

(MT) system that translates English sentences to Mauritian 

Creole language and vice-versa. The system uses the rule based 

machine translation approach to perform translation. It takes as 

input sentences in the source language either in English or Creole 

and outputs the translation of the sentences in the target 

language. The results show that the system can provide 

translation of acceptable quality. This system can potentially 

benefit many categories of people, since it allow them to perform 

their translation quickly and with ease.   

Keywords— rule-based; Mauritian Creole; English 

I. INTRODUCTION  

People around the world have access to millions of 
documents, articles and websites over the Internet. However 
these electronic documents are often written in different 
languages and therefore it is necessary to translate them into 
the relevant target language.  

Traditionally, human translators have assisted people to 
understand texts in a foreign language. However the 
translation process is very time consuming and costly, when it 
is done by a human translator. Therefore there is an increasing 
need for a translation tool so that communication can take 
place between different parts of the world. A translation tool 
would help to overcome language barriers. 

In Mauritius, even if English is the official language, the 
majority of the Mauritian population uses the Creole language 
as a medium of communication. It is a language which is 
spoken only in Mauritius and some other small islands in the 
Indian Ocean. Many Mauritians face difficulties in expressing 
themselves properly using the English language. At the same 
time, foreigners and most particularly tourists find it 
extremely difficult to communicate with the Mauritian people. 

This is mainly because many Mauritians are at ease only in 
their native language, which is Creole. The Mauritian Creole 
language has recently been introduced in the education system 
in Mauritius [1] as an optional subject and also as a medium of 
instruction to facilitate teaching and learning in primary 
schools. The introduction of Creole at school is due to many 

factors, the most important of which is the high rate of failure 
at the Certificate of Primary Education (CPE) exams. 

Mauritian Creole is thus becoming more and more 
important for the Mauritian population as it has already been 
formalized as a full-fledged language. Its usage in formal 
situations has increased dramatically over the last five years. 
There was a time when it was considered rude to do 
advertising in Creole. However, now things have changed 
considerably and Creole has become the preferred medium for 
advertising for all range and types of organisations as well as 
for the government. Even the Bible is now available in Creole. 

In this paper we attempt to solve the identified problems 
by introducing a machine translation system that will help 
people translate texts from English to Mauritian Creole and 
vice-versa. The translation system would greatly assist 
students in switching to and from Mauritian Creole and 
English language. It would also be vital to foreigners and 
tourists as it would enable them understand the meaning of 
certain words or texts in the Creole language. 

The tool developed can also be used in conjunction with 
other translation tools. Thus, A German can use Google 
translate to translate German texts into English and the use our 
tool to convert to Creole and vice-versa. Since the Mauritian 
economy depends heavily on Tourism and tourists from all 
over the world come to Mauritius, the tool can be of 
tremendous value to visitors. 

This paper is organized as follows. Section 2 looks at the 
related work. The section is divided into 4 parts: an 
introduction to machine translation, its architectures and 
briefly describes the main paradigms that have been 
developed. An overview of the Mauritian Creole grammar will 
then be discussed. In section 3, we present how the translation 
system has been implemented. Finally, we evaluate the system 
in Section 4 and conclude the paper in Section 5. 

II. RELATED WORKS 

There are a number of issues that needs to be address for 
rule-based machine translation systems. For example, 
Charoenpornsawat et al. [2] address the issue of word-sense 
disambiguation by using machine learning techniques to 
automatically extract context information from a training 
corpus.  

Their work improves the translation quality of rule based 
MT systems using this approach. Oliveira et al. [3] shows that 
by using a systematic approach to break down the length of 
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the sentences based on patterns, clauses, conjunctions, and 
punctuation can help to parse, and translate long sentences 
efficiently. Also, Poornima et al. [4] suggest simplifying 
complex sentences into simpler sentences in order to improve 
the translation quality. Their research presented results which 
showed that this method was able to preserve the meaning of 
the sentence after translation. 

A. Machine translation 

Machine translation (MT) refers to the process of 
translating a text from one language (source language) into 
another language (target language), using computers. The field 
of MT draws ideas and techniques mainly from linguistics, 
computer science, artificial intelligence (AI), translation 
theory and statistics [5]. In recent years, there has been a great 
increase in activity in the machine translation field, resulting 
in better translation quality being produced by MT systems. 
There are numerous motivations towards developing a 
computer based machine translator. First of all, this can help 
people perform translation faster and at a lower cost compared 
to human translators. There is also the perceived need to 
translate large amount of data and this can be done in a 
relatively short space of time using MT. Many different MT 
approaches have been developed, such as rule-based, 
statistical-based and example-based approaches. However 
there is still no MT approach that is able to produce high 
quality translations for broader domain systems. In fact most 
of the successful MT systems are for a restricted domain, such 
as the Canadian METEO system [6]. 

B. Machine translation architectures 

 

Fig.1. The Vauquois Triangle for MT [8] 

Based on the level of linguistic analysis that is processed, 
MT system may be categorized as: direct, transfer, and 
Interlingua. The Vauquois triangle as shown in Figure 1 is 
used to illustrate these three levels. It shows the increasing 
depth of analysis needed as the top of the triangle is reached 
(i.e. from direct approach through transfer approach to 
Interlingua approach) [7]. Furthermore, the amount of transfer 
knowledge required to traverse the gap between languages 
decreases as the top of the triangle is reached. 

 

1) Direct Architecture 
In direct MT system, morphological analysis is performed 

on the source text to determine the core of the words to be 
translated. An example of this is the word “searching” would 
be analyzed as coming from the word “search”. After this 
stage, each word is translated into a specified language by 
using large bilingual dictionaries. Then the words are 
rearranged as according to the target language sentence 
format. 

2) Transfer Architecture 
The transfer-based MT architecture was developed to 

produce better translation quality by capturing and using the 
linguistic information of the source text. It consists of three 
stages. During the first stage, the source language (SL) text is 
analyzed to its syntactic structure (i.e. to produce a parse tree) 
or semantic structure (i.e. to determine the logical form). Then 
transfer rules are used to map the SL syntactic/semantic 
structure to a structure in the target language (TL). Finally in 
the third stage, the target text is generated from the TL 
structure [8]. 

3) Interlingua Architecture 
In Interlingua MT system, the source text is analyzed and 

translated into a language-independent representation known 
as an Interlingua [9]. The target text is then generated from 
that Interlingua representation. A common choice of 
Interlingua used by MT systems is Esperanto. 

C. Machine translation paradigms 

The main types of MT system are introduced in this 
section. 

1) Rule Based Machine Translation 
A Rule-based MT (RBMT) system relies on linguistic 

rules to perform translation between the source and target 
language. The rules which are defined in such a system are 
extensively used in the various processes which analyze an 
input text, such as during morphological, syntactic and 
semantic analysis [10]. 

      Rule-based approach is one of the oldest machine 
translation paradigms that have been developed. RBMT 
includes concepts such as transfer-based MT and interlingua-
based MT. During the translation process in RBMT, the 
source text is analyzed to produce an intermediate 
representation (i.e. a parse tree or some abstract 
representation). The target text is then generated from that 
intermediate representation [10]. 

2) Statistical Machine Translation 
Statistical MT (SMT) is a MT paradigm in which large 

bilingual corpora (i.e. a set of translated texts in both the 
source and target language) are analyzed to produce a 
translation model, and also large amounts of monolingual text 
in the target language are used to produce a language model 
[11]. The MT system then uses the two models to perform 
translation. The statistical approach has gained a growing 
interest in recent years, since its re-introduction by a group of 
IBM researchers in the early nineties. The idea was first 
proposed by Warren Weaver in 1949, but efforts in this 
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direction were abandoned for various philosophical and 
theoretical reasons [12].  

3) Example-based Machine Translation 
Example-Based MT (EBMT) was first suggested by 

Nagao in 1984 [13]. The basic idea behind EBMT is to 
generate translation based on previous translation examples. 
Like statistical MT, example-based MT uses a large bilingual 
corpus; from which large number of examples are extracted 
and stored in a database EBMT has three main stages [14]: (i) 
first of all, the source text is decomposed, and the resulting 
fragments are matched against a database of real examples, (ii) 
during the second stage, each fragment is translated and (iii) 
finally the target text is generated by recombining each 
fragment. 

4) Hybrid Machine Translation 
Hybrid approaches to MT integrates various MT 

paradigms, in an effort to make the most of the strengths of 
the individual paradigms, while compensating for their 
weaknesses. The basic idea behind hybrid approaches is to 
combine linguistic paradigms (i.e. RBMT) with non-linguistic 
paradigms, such as SMT or EBMT, to produce better results. 

D. Mauritian Creole Grammar 

The Mauritian Creole (MC) determiner system is quite 
different from that of French, and it can be considered to be 
much simpler, as there are no French definite and partitive 
articles. There is also the exclusion of grammatical gender as 
well as number in MC. 

The core of the MC determiner system has the following 
functional elements:   

 An indefinite singular article enn [15]. 

 A demonstrative sa, which is generally used in 
conjunction with la [15]. 

 A post-nominal specificity marker la [15]. 

 A plural marker bann [15]. 

 The morpheme li, which is used to represent the 
pronoun he/she/it/him/her, depending upon the context 
it is used.   

Mauritian Creole verbs use TMA (Tense, Modality, and 
Aspect) markers to indicate the tense [16]. The tense marker 
‘ti’ indicates an action that has already taken place (i.e. past 
tense). The modality marker ‘pu’ indicates something will 
happen (i.e. definite future) whereas the modality marker ‘ava’ 
is used to express something that may possibly happen (i.e. 
indefinite future). The aspect marker ‘pe/ape’ marks an action 
that is still going on (i.e. progressive), in contrast to the aspect 
marker ‘finn/inn’ which indicates an action that is already 
over (i.e. perfect) [17]. 

III. IMPLEMENTATION 

The proposed system follows the following steps: 

1) Split a text into an array of sentences using “.”, “!”, 

“?” as delimiters 

2) Split each sentence into an array of words using “\W” 

meta sequence, and the underscore character as delimiters 

3) A Greedy algorithm is used to find the longest match 

for a given fragment, in the database 

4) Perform morphological analysis to extract root of 

word, and check for corresponding translation, in case word 

has not been translated in step 3. 

5) Reorder the words according to the target language 

sentence format 

The rule based machine system relies on the use of 
bilingual dictionary to perform translation. We have used the 
Diksioner Morisien dictionary to build the bilingual dictionary 
in the database. 

A. Greedy Algorithm for Natural Language Processing 

The greedy algorithm is used to retrieve the target word(s) 
from the database and it works in following way: it starts at 
the first character in a sentence, and by traversing from left to 
right it attempts to find the longest match, based on the words 
in the database. When a fragment is found, a boundary is 
marked at the end of the longest match, and then the same 
searching process continues starting at the next character after 
the match. If a word is not found, the greedy algorithms 
remove that character, and then continue the searching process 
starting at the next character [18]. The steps to perform the 
greedy search are given below. 

1. Initialize startingPos to 0 
2. Initialize numElementsWordArray to number of elements in 

wordArray 
3. Initialize fragment to 5 
4. Create an array translatedWordArray to Store target word 
5. Create an array wordCategoryArray to Store word category 
6. WHILE starting position <numElementsWordArray 
7.  Initalize flag to 0 
8.  fragment = fragment -1 
9. Initialize fragmentEndPos to startingPos + fragment 
10. IF fragmentEndPos>numElementsWordArray THEN 
11.  fragmentEndPos = numElementsWordArray 
12. ENDIF 
13. Create an empty String greedyString to Store the  

  fragment of words 
14. FOR (k= startingPos; k <fragmentEndPos; increment k) 
15.  greedyString = greedyString + “ ” + wordArray  

[k] 
16. ENDFOR 
17. IF flag is 0, and target word and word category is  retrieved 

from database where source word = greedyString THEN 
18.  Put target word in translatedWordArray 
19.  Put word category in wordCategoryArray 
20.  Set startingPos to fragmentEndPos 
21.  Set fragment to 5 
22.  Set flag to 1 
23. ENDIF 
24. IF flag is 0, and word not found THEN 
25.  CALL morphologicalAnalysis (greedyString) 
26. Store the variables received from the 

morphologicalAnalysis function in a List with 
parameters (target word, word category)   

27.  Put target word in translatedWordArray 
28.  Put word category in wordCategoryArray 
29.  Set startingPos to fragmentEndPos 
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30.  Set fragment to 5 
31. ENDIF 

 32.ENDWHILE 
 

The above greedy algorithm starts the searching process by 
taking a fragment of maximum of four words starting from the 
beginning of a sentence. If the fragment is not found in the 
database, the last word of the fragment is removed, and the 
searching process continues. If a fragment is found, a 
boundary is marked at its end, and the searching process 
continues taking another fragment of a maximum of four 
words, starting from the boundary. 

B. Morphological Analysis 

In case a word is not translated after the Greedy search 
sub-process, it enters the Morphological analysis process, 
where rules are applied to the word to find its root, which is 
then searched in the database. An example of a morphological 
rule is: the suffix –ing is removed from the word walking to 
obtain its root (i.e. walk). The steps for the morphological 
analysis process are as follows: 

1. Get word 
2. Set String truncatedWord to word 
3. Create an empty String saveLastChar to Store the last 

characters of a word 
4. Create an empty String translatedWordString to Store 

translated word 
5. Create an empty String wordCategoryString to Store word 

category 
6. IF length of word > 3 THEN 
7.  FOR num= 1to 4  
8.  Set truncatedChar to last character of  
                                           truncatedWord 
9.   Add truncatedChar to saveLastChar 
10.  truncatedWord = truncatedWord – last character 
11.  IF num = 1 THEN 
12.  IF the reverse of String saveLastChar =  
                                           suffix THEN  
13.   IF target word and word 

category is retrieved from database where source 
word = truncatedWord THEN 

14.    Add data to 
                                                       translatedWordString  (optional) 
15.    Add target word to 
                                                       translatedWordString 
16.    Add data to  
                                                       translatedWordString  (optional) 
17.    Add word category to  
                                                       wordCategoryString 
18.    Break 
19.     ENDIF 
20.   ENDIF 
21.  ENDIF 
22.  IF num = 2 THEN 
23.   Repeat steps 12-20 
24.  ENDIF 
25.  IF num = 3 THEN 
26.   Repeat steps 12-20 
27.  ENDIF 
28.  IF num = 4 THEN  
29.   Repeat steps 12-19 
30.   Add the reverse of String saveLastChar  
                                           to truncatedWord 
31.   Add the uppercase of String 
                                           truncatedWord to translatedWordString 

32.   Add data to wordCategoryString 
33.   Break 
34.   ENDIF 
35.  ENDIF 
36. ENDFOR 
37.ELSE 
38. Add the uppercase of String word to translatedWordString 
39. Add data to wordCategoryString 
40.ENDIF 
41.RETURN the variables (translatedWordString, 
wordCategoryString) in an Array 

C. Reorder word 

After the words are translated, they are rearranged 
according to the target language sentence format. The 
pseudocode for reordering words is given below: 

1. Get translatedWordArray and wordCategoryArray 
2. FOR EACH element in wordCategoryArray 
3.   Initialize key to the key of the array element 
4.   Initialize value to the value of the array element  
5.    IF key is not equal to 0 
6.  IF wordCategoryArray [key -1] is equal 
                                    to adjective, and value equal to noun 
7.   CALL swapArrayElement 
                                    (translatedWordArray, key-1, key)  
8.   CALL swapArrayElement 
                                    (wordCategoryArray, key-1, key)  
9.   ENDIF 
10.   ENDIF 
11.ENDFOR EACH  

     12.RETURN the variables (translatedWordArray, 
wordCategoryArray) in an Array 

IV. EVALUATION 

Our goal is to provide the most accurate translation; 
therefore, whenever new rules were added, a series of tests 
was carried out to make sure that it does not affect the quality 
of translation. 

Table 1 presents some sample translations obtained when 
translating sentences from English to Mauritian Creole. 

TABLE I.  TRANSLATION OF ENGLISH SENTENCES TO MAURITIAN 

CREOLE 

Source text Expected Result Target Text  
She is a brilliant 
student 

Li enn zelev 
intelizan 

Li ene zelev 
intelizan 

 

I love spicy food Mo kontan 
manze epise 

Mo kontan 
manze epise 

 

I can’t tell if he is 
listening to me or 
not 

Mo pa capav dir 
si lip ekoute 
mwa oubien non 

Mo pa capav dir 
si li pe ekoute 
mwa oubien pa 

 

Either take it or 
leave it 
 

Swa pran li 
oubien les li 

Swa pran li 
oubien dekale li 

 

  
From the above table, we have shown that the translation 

obtained is of acceptable quality. The column ‘Expected 
result’ represents the result obtained from a manual translator 
while ‘Target Text’ is the text generated from the program. 
However for some cases, for e.g. in the last sentence, the word 
“leave” is being translated to the word dekale in Mauritian 
Creole, which is being used in the wrong context. The Creole 
word dekale means ‘put it somewhere else’ or ‘move it 
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slightly’ in English. This will be remedied in our future work 
where context will be used to deal with polysymy, i.e., words 
that have different meanings. 

Table 2 presents some sample translation obtained when 
translating from Mauritian Creole to English. 

TABLE II.  TRANSLATION OF MAURITIAN CREOLE SENTENCES TO 

ENGLISH 

Source text Expected Result Target Text  
Done to disan, 
sauve ene lavi! 

Give your blood, 
save a life! 

Give your 
blood, save 
a life! 

 

Apel mwa kan ou 
rente lakaz 

Call me when you 
get home 

Call me 
when you 
enter house 

 

Dan dimans nou 
mete promotion lor 
diri 

On Sunday we 
offer discount on 
rice 

On sunday 
we put 
promotion 
on rice 

 

Divin bon pou 
lasante 
 

Wine is good for 
health 

Wine good 
for health 

 

  
As can be seen, most of the generated text is similar to 

those obtained by the human translator. In the last example, 
the word ‘is’ is missing as it is currently quite difficult to 
know when to add these types of words when translating from 
English to Creole. The rules are quite complex and there are 
too many exceptions. It is also challenging to deal with cases 
of synonymy, i.e. one word in the English language can be 
translated to several words with completely different 
meanings in Creole. 

A. Weaknesses of the current system 

Word sense disambiguation (WSD) is the process of 
identifying the appropriate sense of a word in a given context. 
This has not been addressed. Another weakness is that the 
system can deal with only short sentences. Thus, in our future 
work, we intend to improve the translation for longer 
sentences as well. The tool can also be converted into a web 
application so that it is easily accessible to everyone. 

V. CONCLUSION 

In this paper, we have implemented the first automated 
translation system that performs translation of English 
sentences to Mauritian Creole and vice-versa. The translation 
system uses the rule-based machine translation approach to 
perform translation. The results obtained show that the 
implemented system can provide translation of acceptable 
quality. The speed of translation of the system is also 
satisfactory. As part of our future work, we plan to investigate 
how the problem of word sense disambiguation can be solved 
and how translation can be improved for longer sentences. The 

translation system would benefit both foreigners and the 
Mauritian population as it would enable them to swap between 
their mother tongue and Mauritian Creole with ease and 
convenience. 
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Abstract—In industries, how to improve forecasting accuracy 

such as sales, shipping is an important issue. There are many 

researches made on this. In this paper, a hybrid method is 

introduced and plural methods are compared. Focusing that the 

equation of exponential smoothing method(ESM) is equivalent to 

(1,1) order ARMA model equation, new method of estimation of 

smoothing constant in exponential smoothing method is proposed 

before by us which satisfies minimum variance of forecasting 

error. Generally, smoothing constant is selected arbitrarily. But 

in this paper, we utilize above stated theoretical solution. Firstly, 

we make estimation of ARMA model parameter and then 

estimate smoothing constants. Thus theoretical solution is 

derived in a simple way and it may be utilized in various fields. 

Furthermore, combining the trend removing method with this 

method, we aim to improve forecasting accuracy. An approach to 

this method is executed in the following method. Trend removing 

by the combination of linear and 2
nd

 order non-linear function 

and 3
rd

 order non-linear function is executed to the data of 

Operating equipment and supplies for three cases (An injection 

device and a puncture device, A sterilized hypodermic needle and 

A sterilized syringe). The weights for these functions are set 0.5 

for two patterns at first and then varied by 0.01 increment for 

three patterns and optimal weights are searched. Genetic 

Algorithm is utilized to search the optimal weight for the 

weighting parameters of linear and non-linear function. For the 

comparison, monthly trend is removed after that. Theoretical 

solution of smoothing constant of ESM is calculated for both of 

the monthly trend removing data and the non-monthly trend 

removing data. Then forecasting is executed on these data. The 

new method shows that it is useful for the time series that has 

various trend characteristics and has rather strong seasonal 

trend. The effectiveness of this method should be examined in 
various cases. 

Keywords—minimum variance; exponential smoothing 

method; forecasting; trend; operating equipment and supplies 

I. INTRODUCTION 

Time series analysis is often used in such themes as sales 
forecasting, stock market price forecasting etc. Sales 
forecasting is inevitable for Supply Chain Management. But in 
fact, it is not well utilized in industries. It is because there are 
so many irregular incidents therefore it becomes hard to make 
sales forecasting. A mere application of method does not bear 
good result. The big reason is that sales data or production data 
are not stationary time series, while linear model requires the 

time series as a stationary one. In order to improve forecasting 
accuracy, we have devised trend removal methods as well as 
searching optimal parameters and obtained good results. We 
created a new method and applied it to various time series and 
examined the effectiveness of the method. Applied data are 
sales data, production data, shipping data, stock market price 
data, flight passenger data etc. 

Many methods for time series analysis have been presented 
such as Autoregressive model (AR Model), Autoregressive 
Moving Average Model (ARMA Model) and Exponential 

Smoothing Method (ESM)[1]－[4]. Among these, ESM is said to 
be a practical simple method. 

For this method, various improving method such as adding 
compensating item for time lag, coping with the time series 
with trend[5], utilizing Kalman Filter[6], Bayes Forecasting[7], 
adaptive ESM[8], exponentially weighted Moving Averages 
with irregular updating periods [9], making averages of forecasts 
using plural method [10] are presented. For example, Maeda[6] 
calculated smoothing constant in relationship with S/N ratio 
under the assumption that the observation noise was added to 
the system. But he had to calculate under supposed noise 
because he could not grasp observation noise. It can be said 
that it doesn’t pursue optimum solution from the very data 
themselves which should be derived by those estimation.  

Ishii [11] pointed out that the optimal smoothing constant 
was the solution of infinite order equation, but he didn’t show 
analytical solution. Based on these facts, we proposed a new 
method of estimation of smoothing constant in ESM before 

[12],[20]. Focusing that the equation of ESM is equivalent to (1,1) 
order ARMA model equation, a new method of estimation of 
smoothing constant in ESM was derived. Furthermore, 
combining the trend removal method, forecasting accuracy was 
improved, where shipping data, stock market price data etc. 

were examined [13]－[20].  

In this paper, utilizing above stated method, a revised 
forecasting method is proposed. In making forecast such as 
production data, trend removing method is devised. Trend 
removing by the combination of linear and 2nd order non-linear 
function and 3rd order non-linear function is executed to the 
data of Operating equipment and supplies for three cases (An 
injection device and a puncture device, A sterilized 
hypodermic needle and A sterilized syringe). These Operating 
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equipment and supplies are used for medical use. The weights 
for these functions are set 0.5 for two patterns at first and then 
varied by 0.01 increments for three patterns and optimal 
weights are searched. Genetic Algorithm is utilized to search 
the optimal weight for the weighting parameters of linear and 
non-linear function. For the comparison, monthly trend is 
removed after that. Theoretical solution of smoothing constant 
of ESM is calculated for both of the monthly trend removing 
data and the non monthly trend removing data. Then 
forecasting is executed on these data. This is a revised 
forecasting method. Variance of forecasting error of this newly 
proposed method is assumed to be less than those of previously 
proposed method. The rest of the paper is organized as follows. 
In section 2, ESM is stated by ARMA model and estimation 
method of smoothing constant is derived using ARMA model 
identification. The combination of linear and non-linear 
function is introduced for trend removing in section 3. The 
Monthly Ratio is referred in section 4. Forecasting Accuracy is 
defined in section 5. Optimal weights are searched in section 6. 
Forecasting is carried out in section 7, and estimation accuracy 
is examined. 

II. DESCRIPTION OF ESM USING ARMA MODEL [12] 

In ESM, forecasting at time +1 is stated in the following 
equation 

 (1) 

 (2) 

Here, 

 forecasting at   

 realized value at   

 smoothing constant   

(2) is re-stated as 

 (3) 

 
By the way, we consider the following (1,1) order ARMA 

model. 

 (4) 

Generally,  order ARMA model is stated as 

 (5) 

Here, 
MA process in (5) is supposed to satisfy convertibility 

condition. Utilizing the relation that 

  

we get the following equation from (4) 

 (6) 

Operating this scheme on +1, we finally get 

 (7) 

If we set , the above equation is the same with 

(1), i.e., equation of ESM is equivalent to (1,1) order ARMA 
model, or is said to be (0,1,1) order ARIMA model because 1st 

order AR parameter is . Comparing with (4) and (5), we 
obtain 

  

 

From (1), (7), 

  

Therefore, we get 

 (8) 

From above, we can get estimation of smoothing constant 
after we identify the parameter of MA part of ARMA model. 
But, generally MA part of ARMA model become non-linear 
equations which are described below. 

Let (5) be 

 (9) 

 (10) 

We express the autocorrelation function of  as  and 

from (9), (10), we get the following non-linear equations which 
are well known. 
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 (11) 

For these equations, recursive algorithm has been 

developed. In this paper, parameter to be estimated is only , 

so it can be solved in the following way. 

From (4) (5) (8) (11), we get 

 (12) 

If we set 

 (13) 

the following equation is derived 

 (14) 

 

We can get  as follows 

 (15) 

In order to have real roots, must satisfy 

 (16) 

 

From invertibility condition,  must satisfy 

  

From (14), using the next relation, 

  

(16) always holds 

As 

  

 is within the range of 

  

Finally we get 

 

 (17) 

 
which satisfies above condition. Thus we can obtain a 

theoretical solution by a simple way. Focusing on the idea that 
the equation of ESM is equivalent to (1,1) order ARMA model 
equation, we can estimate smoothing constant after estimating 
ARMA model parameter. It can be estimated only by 
calculating 0th and 1st order autocorrelation function. 

III. TREND REMOVAL METHOD 

As trend removal method, we describe the combination of 
linear and non-linear function. 

[1] Linear function 

We set 

 (18) 

as a linear function. 

[2] Non-linear function 

We set  

 (19) 

 (20) 

 

as a 2nd and a 3rd order non-linear function.   

and  are also parameters for a 2nd and a 3rd 

order non-linear functions which are estimated by using least 
square method. 

[3] The combination of linear and non-linear function. 

We set 

 (21) 

 (22) 

as the combination linear and 2nd order non-linear and 3rd 
order non-linear function. Trend is removed by dividing the 
original data by (21). The optimal weighting parameter 
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,are determined by utilizing GA. GA method is  

precisely described in section 6. 

IV. MONTHLY RATIO 

For example, if there is the monthly data of L years as 
stated bellow: 

  

Where,  in which  means month and  means 

year and  is a shipping data of -th year, -th month. 

Then, monthly ratio is calculated as follows. 

 (23) 

Monthly trend is removed by dividing the data by (23). 
Numerical examples both of monthly trend removal case and 
non-removal case are discussed in 7. 

V. FORECASTING ACCURACY 

Forecasting accuracy is measured by calculating the 
variance of the forecasting error. Variance of forecasting error 
is calculated by: 

 (24) 

Where, forecasting error is expressed as: 

 (25) 

 (26) 

VI. SEARCHING OPTIMAL WEIGHTS UTILIZING GA 

A. Definition of the problem 

We search  of (21) which minimizes (24) by 

utilizing GA. By (22), we only have to determine  and . 

((24)) is a function of  and , therefore we express 

them as . Now, we pursue the following: 

Minimize:  
(27) 

subject to:  
 

We do not necessarily have to utilize GA for this problem 
which has small member of variables. Considering the 
possibility that variables increase when we use logistics curve 
etc in the near future, we want to ascertain the effectiveness of 
GA. 

B. The structure of the gene 

Gene is expressed by the binary system using {0,1} bit. 
Domain of variable is [0,1] from (22).  

We suppose that variables take down to the second decimal 
place. As the length of domain of variable is 1-0=1, seven bits 
are required to express variables. The binary bit strings <bit6, 

～,bit0> is decoded to the [0,1] domain real number by the 
following procedure.[21] 

Procedure 1: Convert the binary number to the binary-
coded decimal. 

 (28) 

Procedure 2: Convert the binary-coded decimal to the real 
number. 

The real number  

= (Left hand starting point of the domain)  

+ ((Right hand ending point of the 

domain)/( )) 

(29) 

The decimal number, the binary number and the 
corresponding real number in the case of 7 bits are expressed in 
Table 6-1. 

TABLE 6-1: CORRESPONDING TABLE OF THE DECIMAL NUMBER, THE BINARY 

NUMBER AND THE REAL NUMBER 

The 

decimal 

number 

The binary number The  

Corresponding 

real number Position of the bit 

6 5 4 3 2 1 0 

0 0 0 0 0 0 0 0 0.00 

1 0 0 0 0 0 0 1 0.01 

2 0 0 0 0 0 1 0 0.02 

3 0 0 0 0 0 1 1 0.02 

4 0 0 0 0 1 0 0 0.03 

5 0 0 0 0 1 0 1 0.04 

6 0 0 0 0 1 1 0 0.05 

7 0 0 0 0 1 1 1 0.06 

8 0 0 0 1 0 0 0 0.06 

…        … 

126 1 1 1 1 1 1 0 0.99 

127 1 1 1 1 1 1 1 1.00 
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1 variable is expressed by 7 bits, therefore 2 variables needs 
14 bits. The gene structure is exhibited in Table 6-2. 

 Table 6-2: The gene structure 

  

Position of the bit 
13 12 11 10 9 8 7 6 5 4 3 2 1 0 

0-

1 

0-

1 

0-

1 

0-

1 

0-

1 

0-

1 

0-

1 

0-

1 

0-

1 

0-

1 

0-

1 

0-

1 

0-

1 

0-

1 

C. The flow of Algorithm 

The flow of algorithm is exhibited in Figure 6-1. 

 

Figure 6-1: The flow of algorithm 

A. Initial Population 

Generate M  initial population. Here, 100M . Generate 
each individual so as to satisfy (22). 

B. Calculation of Fitness 

First of all, calculate forecasting value. There are 36 
monthly data for each case. We use 24 data(1st to 24th) and 
remove trend by the method stated in section 3. Then we 
calculate monthly ratio by the method stated in section 4. After 
removing monthly trend, the method stated in section 2 is 
applied and Exponential Smoothing Constant with minimum 
variance of forecasting error is estimated.  

Then 1 step forecast is executed. Thus, data is shifted to 
2nd to 25th and the forecast for 26th data is executed 
consecutively, which finally reaches forecast of 36th data. To 
examine the accuracy of forecasting, variance of forecasting 
error is calculated for the data of 25th to 36th data. Final 
forecasting data is obtained by multiplying monthly ratio and 

trend. Variance of forecasting error is calculated by (24). 
Calculation of fitness is exhibited in Figure 6-2. 

 

Figure 6-2: The flow of calculation of fitness 
 

Scaling [22] is executed such that fitness becomes large 
when the variance of forecasting error becomes small. Fitness 
is defined as follows 

),(),( 21

2

21  Uf  (30) 

Where U  is the maximum of ),( 21
2

 
during the past 

W generation. Here, W  is set to be 5. 

C. Selection 

Selection is executed by the combination of the general 
elitist selection and the tournament selection. Elitism is 
executed until the number of new elites reaches the 
predetermined number. After that, tournament selection is 
executed and selected. 

D. Crossover 

Crossover is executed by the uniform crossover. Crossover 
rate is set as follows. 

1 2
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7.0cP  (31) 

E. Mutation 

Mutation rate is set as follows 

05.0mP  (32) 

Mutation is executed to each bit at the probability mP , 

therefore all mutated bits in the population M becomes

14MPm
. 

VII. NUMERICAL EXAMPLE 

A. Application to the original production data of Wheelchairs 

The data of Operating equipment and supplies for three 
cases (An injection device and a puncture device, A sterilized 
hypodermic needle and A sterilized syringe) from January 
2010 to December 2012 are analyzed. These data are obtained 
from the Annual Report of Statistical Investigation on 
Statistical-Survey-on-Trends-in-Pharmaceutical-Production by 
Ministry of Health, Labour and Welfare in Japan. Furthermore, 
GA results are compared with the calculation results of all 
considerable cases in order to confirm the effectiveness of GA 
approach. First of all, graphical charts of these time series data 
are exhibited in Figure 7-1 - 7-3.  

 

Figure 7-3: Domestic shipment data of a sterilized syringe 

B. Execution Results 

GA execution condition is exhibited in Table 7-1. 

TABLE7-1: GA EXECUTION CONDITION 

GA execution condition 

Population 100 

Maximum Generation 50 

Crossover rate 0.7 

Mutation ratio 0.05 

Scaling window size 5 

The number of elites to retain 2 

Tournament size 2 

 

We made 10 times repetition and the maximum, average, 
minimum of the variance of forecasting error and the average 
of convergence generation are exhibited in Table 7-2 and 7-3. 

The variance of forecasting error for the case monthly ratio 
is not used is smaller than the case monthly ratio is used in A 
sterilized hypodermic needle. Other cases had good results in 
the case monthly ratio was used. 

TABLE7-2: GA EXECUTION RESULTS (MONTHLY RATIO IS NOT USED) 

 

Food 
No 

The variance of forecasting error Average of convergence generation 

Maximum Average Minimum 

An injection device 

and a puncture 

device 

551,855,685,384  504,204,854,970  497,434,740,003  15.7 

A sterilized hypodermic needle 91,638,679,323  37,319,843,068  28,489,531,611  9.5 

A sterilized syringe 176,511,823,650  93,652,636,003  82,555,206,063  14.1 

 

TABLE7-3: GA EXECUTION RESULTS (MONTHLY RATIO IS USED) 

Food No The variance of forecasting error Average of 
convergence 
generation 

Maximum Average Minimum 

An injection device 

and a puncture 

device 

162,051,318,390  106,546,694,680  95,793,948,965  7.3  

A sterilized 
hypodermic needle 

79,422,467,024  47,074,155,352  42,493,594,397  11.1 

A sterilized syringe 65,371,396,358  38,622,248,849  35,196,139,960  12.4 
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The minimum variance of forecasting error of GA 
coincides with those of the calculation of all considerable cases 
and it shows the theoretical solution. Although it is a rather 
simple problem for GA, we can confirm the effectiveness of 
GA approach. Further study for complex problems should be 
examined hereafter. 

Figure7-4:Convergence Process in the case of  An injection 
device and a puncture device (Monthly ratio is not used) 

Figure7-5:Convergence Process in the case of  
A sterilized hypodermic needle (Monthly ratio is used) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure7-6:Convergence Process in the case of  

A sterilized syringe (Monthly ratio is not used) 

 

 

 

Figure7-7:Convergence Process in the case of  An injection 

device and a puncture device  

(Monthly ratio is used) 

 

 

Figure7-8: Convergence Process in the case of  

A sterilized hypodermic needle (Monthly ratio is not used) 

 

 
Figure7-9:Convergence Process in the case of A sterilized 

syringe (Monthly ratio is used) 

Next, optimal weights and their genes are exhibited in 
Table 7-4,7-5. 
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TABLE7-4: OPTIMAL WEIGHTS AND THEIR GENES (MONTHLY RATIO IS NOT USED) 

Data 

1  2  3  

position of the bit 

13 12 11 10 9 8 7 6 5 4 3 2 1 0 

An injection device 

and a puncture device 
0.23 0.77 0 0 0 1 1 1 0 1 1 1 0 0 0 1 0 

A sterilized 

hypodermic needle 
0.83 0.08 0.09 1 1 0 1 0 0 1 0 0 0 1 0 1 0 

A sterilized syringe 
1.00 0 0 1 1 1 1 1 1 1 0 0 0 0 0 0 0 

  
TABLE 7-5: OPTIMAL WEIGHTS AND THEIR GENES (MONTHLY RATIO IS USED) 

Data 

1  2  3  

position of the bit 

13 12 11 10 9 8 7 6 5 4 3 2 1 0 

An injection device 
and a puncture device 

0.02 0.98 0 0 0 0 0 0 1 0 1 1 1 1 1 0 1 

A sterilized 

hypodermic needle 
0 0.37 0.63 0 0 0 0 0 0 0 0 1 0 1 1 1 1 

A sterilized syringe 
1.00 0 0 1 1 1 1 1 1 1 0 0 0 0 0 0 0 

 

 

The linear function model is best in A sterilized syringe. An 
injection device and a puncture device selected 1st+2nd order 
function as the best one. A sterilized hypodermic needle 
selected 1st +2nd +3rd order function as the best one.  

 

These results were same for both of “Monthly ratio is not 
used” and “Monthly ratio is not used”. Parameter estimation 
results for the trend of equation (21) using least square method 
are exhibited in Table 7-6 for the case of 1st to 24th data.Trend 
curves are exhibited in Figure 7-10 - 7-12.

TABLE 7-6: PARAMETER ESTIMATION RESULTS FOR THE TREND OF EQUATION (21) 

 

  

 

 

 

 

 

 

 

 

Data  
1a  1b  2a  2b  2c  3a  3b  3c  3d  

An injection 
device and a 

puncture device 

8836.40 3971839.34 3616.96 -
81587.61 

4363676.73 466.59 -
13880.33 

96978.10 3954240.07 

A sterilized 

hypodermic needle 

7625.06 717466.59 369.11 -1602.74 757453.7 242.23 -8714.55 91099.12 544895.87 

A sterilized 

syringe 

-

2041.09 

1469255.56 1353.07 -

35867.75 

1615837.78 161.02 -4685.33 25756.08 1474539.34 
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Figure7-10: Trend of An injection device and a puncture device 

 

Figure7-11: Trend of A sterilized hypodermic needle 
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Figure7-12: Trend of A sterilized syringe  
 

Calculation results of Monthly ratio for 1st to 24th data are exhibited in Table 7-7. 

Table 7-7: PARAMETER ESTIMATION RESULT OF MONTHLY RATIO 

Date. 1 2 3 4 5 6 7 8 9 10 11 12 

An injection device and 

a puncture device 
0.901 1.038 0.960 1.015 0.868 0.997 1.039 0.968 0.999 0.995 1.063 1.158 

A sterilized hypodermic 

needle 
1.146 0.900 0.735 1.072 0.866 1.033 1.094 0.984 0.993 0.993 0.986 1.198 

A sterilized syringe 0.941 1.076 0.887 0.95  0.84  1.02  1.078 0.883 1.004 1.088 1.137 1.071 

 

Estimation result of the smoothing constant of minimum 

variance for the 1st to 24th data are exhibited in Table 7-8, 7-9. 

Forecasting results are exhibited in Table 7-13 - 7-15. 

Table 7-8:SMOOTHING CONSTANT OF MINIMUM VARIANCE OF EQUATION (17) 

(MONTHLY RATIO IS NOT USED) 

Date ρ1 α 

An injection device and a 

puncture device 
-0.147880  0.848737  

A sterilized hypodermic 

needle 
-0.342724  0.603356  

A sterilized syringe -0.499464  0.045270  

Table 7-9: SMOOTHING CONSTANT OF MINIMUM VARIANCE OF EQUATION 

(17) (MONTHLY RATIO IS USED) 

 

 

 

 

 

 

 

 

 

 

 

 

 

Date, ρ1 α 

An injection device and a 

puncture device 
-0.293350  0.675822  

A sterilized hypodermic 

needle 
-0.067694  0.931993  

A sterilized syringe -0.171119  0.823554  
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Figure 7-13: Forecasting Result of An injection device and a 

puncture device 

 

 

Figure 7-14: Forecasting Result of A sterilized hypodermic 

needle  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

Figure 7-15: Forecasting Result of A sterilized syringe 
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C. Remarks 

The linear function model in the case Monthly ratio was 
used was best for A sterilized syringe case. 1st+2nd function 
model in the case Monthly ratio was used was best for An 
injection device and a puncture device case. 1st+2nd +3rd 
function model in the case Monthly ratio was not used was best 
for A sterilized hypodermic needle case.  

The minimum variance of forecasting error of GA 
coincides with those of the calculation of all considerable cases 
and it shows the theoretical solution. Although it is a rather 
simple problem for GA, we can confirm the effectiveness of 
GA approach. Further study for complex problems should be 
examined hereafter. 

VIII. CONCLUSION 

Focusing on the idea that the equation of exponential 
smoothing method(ESM) was equivalent to (1,1) order ARMA 
model equation, a new method of estimation of smoothing 
constant in exponential smoothing method was proposed 
before by us which satisfied minimum variance of forecasting 
error. Generally, smoothing constant was selected arbitrarily. 
But in this paper, we utilized above stated theoretical solution. 
Firstly, we made estimation of ARMA model parameter and 
then estimated smoothing constants. Thus theoretical solution 
was derived in a simple way and it might be utilized in various 
fields.  

Furthermore, combining the trend removal method with 
this method, we aimed to improve forecasting accuracy. An 
approach to this method was executed in the following method. 
Trend removal by a linear function was applied to the data of 
Operating equipment and supplies for three cases (An injection 
device and a puncture device, A sterilized hypodermic needle 
and A sterilized syringe). The combination of linear and non-
linear function was also introduced in trend removal. Genetic 
Algorithm was utilized to search the optimal weight for the 
weighting parameters of linear and non-linear function. For the 
comparison, monthly trend was removed after that. Theoretical 
solution of smoothing constant of ESM was calculated for both 
of the monthly trend removing data and the non monthly trend 
removing data. Then forecasting was executed on these data. 
The new method shows that it is useful for the time series that 
has various trend characteristics. The effectiveness of this 
method should be examined in various cases. 
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Abstract—In Internet, Multimedia and Image Databases 

image searching is a necessity. Content-Based Image Retrieval 

(CBIR) is an approach for image retrieval. With User interaction 

included in CBIR with Relevance Feedback (RF) techniques, the 

results are obtained by giving more number of iterative 

feedbacks for large databases is not an efficient method for real- 

time applications. So, we propose a new approach which 

converges rapidly and can aptly be called as Navigation Pattern-

Based Relevance Feedback (NPRF) with User-based interaction 

mode. We combined NPRF with RF techniques with three 

concepts viz., query Re-weighting (QR), Query Expansion (QEX) 

and Query Point Movement (QPM). By using, these three 

techniques efficient results are obtained by giving a small 

number of feedbacks. The efficiency of the proposed method with 

results is proved by calculating Precision, Recall and Evaluation 

measures.  

Keywords—Image Retrieval; CBIR; Relevance Feedback; 

Navigation Patterns; Query Expansion; Query Reweighting; Query 

Point Movement. 

I. INTRODUCTION 

The popularity of an image retrieval system plays an 
important role in it’s usage and application which, in turn is 
dependent on it’s implementation. Image retrieval systems 
such as CBIR take a great challenge of retrieving images from 
a large database. Everywhere, we see the usage of images and 
image retrieval technique plays a vital role in different 
application areas like for ex: Medical Diagnosis, Military, 
Retail catalogs etc. There are many traditional approaches for 
information retrieval, but they can’t satisfy the user’s need to 
retrieve images upto a satisfactory level. CBIR techniques 
were firstly introduced by Rui, Hunag, and Chang, in late 
1990s. There are some CBIR techniques which are search or 
retrieval type with browsing as a major mode of querying. 
CBIR is based on navigating an image collection of size 
35,000 along conceptual dimensions that describes images in 
the collection is a very much useful method. It can also be 
used for intelligent image retrieval and browsing using 
semantic web-based techniques. All systems introduced for 
automatically classifying images gathered on the Web are 
based on the CBIR system. Another example system is art 
image retrieval based on user profiles is developed and it uses 
probabilistic support vector machines (SVM) to model user 

profiles. The same method is presented for automatic image 
annotation using cross media relevance models. Current 
interfaces of CBIR system describes an alternative interface 
based on a study of how home users use traditional ways of 
storing and organizing personal photo collections, but 
leveraging new possibilities enabled by digital media is not 
attempted. Some of researchers proposed approaches related 
to CBIR that involves multiple sources of information like 
text, HTML tags which are required to search for the images. 

Several scenarios exist where medical practitioners can 
benefit from the use of these types of relevance feedback 
systems. Feedback functionality is to be provided for 
radiologists in assessing medical images, which is used in 
medical diagnosis. It is also useful as a clinical tool or in an 
academic context where students can benefit from access to 
similar diagnosed data. Content-based access to medical 
images has strong impacts for computer-aided diagnosis, 
evidence-based medicine. For each application, a certain GUI 
is composed and connected to the IRMA core hosting the 
database as well as the programs for feature extraction and 
comparison. However, several mechanisms are of major 
importance in every image retrieval system. 

 Feature extraction [12] is one of the ways to retrieve an 
image. Feature extraction plays a major role in CBIR systems. 
Mapping the image pixels into the feature space is feature 
extraction. By using this extracted feature we can search, 
index and browse the image from the stored database. This 
feature can be used to measure the similarity between the 
stored images. 

Image retrieval approaches are based on the computing the 
similarity between the input query image and database images 
via Query by Example (QBE) system [9]. The problem 
occurred in this is extracted visual features are too diverse to 
be captured with the concept of query given by user. To, solve 
such problem in QBE system, user need to provide feedback 
like pick relevant images from retrieval of images iteratively, 
the feedback procedure is called Relevance Feedback (RF). 
This feedback is given up to user satisfaction with the retrieval 
results. 

To solve problems we propose an approach called 
Navigation-Pattern-Based Relevance Feedback (NPRF) which 
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is used to get efficient image retrieval quality with user 
interaction. CBIR combined with RF is a widely used 
technique to get high quality of image retrieval. Relevance 
feedback is a tool where end user involvement is more to 
improve the performance of the system. CBIR with RF 
methods are combined to discover Navigation Patterns i.e. 
user intentions taken in to account. 

II. RELATED WORK 

The term Content-Based Image Retrieval (CBIR) seems to 
have originated with the work of Kato for the automatic 
retrieval of the images from a database, based on the color and 
shape present. Hiremath and Pujari proposed CBIR system is 
used to partitioning the image into tiles by using color, texture 
and shape features. In earlier studies for RF make use of 
existing machine learning techniques to achieve semantic 
image retrieval which includes Statistics, EM, KNN, etc. 
Although these were formulating the special semantic features 
for image retrieval, e.g., Photobook [5], Visual SEEK [7], 
QBIC [1], there still have imperfect descriptions for semantic 
features. 

Relevance feedback (RF) [2], [8], [13] is used to increase 
the accuracy of image search process. Relevance feedback 
was first proposed by Rui  et. al as an interactive tool in 
content-based image retrieval. PFRL methods is one of the 
method for relevance feedback to retrieve images are used to 
compute local feature relevance. By giving input query image 
to the system then top N similar results are display to the end 
user. The user needs to give feedback like select all similar 
images which are relevant to the query image given by end 
user. Here we classify the N images into clusters one is 
containing similar images and other containing dissimilar 
images, the features of two clusters are averaged. To improve 
the result, retain all the relevant images are selected by the 
user and discard the irrelevant images. These discarded 
images are replaced by new images from the database by 
comparing the feature vector of the images with the mean of 
the similar image cluster. This process is continued up to user 
retrieves relevant images. 

A. Query-Point Movement 

For obtaining accuracy of image retrieval is moving the 
query-point towards the contour of the user’s preference in 
feature space. At each feedback QPM regards multiple 
positive examples as a new query point. According to user’s 
interest query point should be close to a convex region. The 
space-vector formula is proposed by Rocchio is as follows: 

          ∑
  

  

  
     ∑

   

   

   
   (1) 

Where,  is the vector of the i
th 

query, Rj is the vector of 
the j

th
 relevant image, IRj is the vector of j

th
 irrelevant image, 

nr is the cardinality of relevant images, nir is the cardinality 
of irrelevant images. There are many approaches one of them 
is modified version of MARS [4]. In that weighted Euclidean 
distance to compute the similarity between the query image 
and targets. The other well known study is MindReader [3], is 
to generalize Euclidean distance to compute targets. The 
modified query point of each feedback moves toward local 
optimal centroid. 

B. Query Re-weighting: 

In query reweighting if the i
th

 feature fi exists in positive 
examples frequently, the system assigns a high degree to fi 
.QR like approaches proposed by the Rui et al. [6] which 
convert image feature vectors to weighted feature vectors in 
early version of Multimedia Analysis and Retrieval System 
(MARS). NNEW, developed by You et al. [12], the user learns 
query from positive and negative examples by weighting the 
important features.  In RF approach feature weights are 
updated dynamically to connect low-level visual features and 
high-level human concepts. The search area is continuously 
updated by reweighting the features some targets are lost.  

C. Query Expansion: 

QPM and QR cannot elevate the quality of RF and cannot 
completely satisfy the user’s interest spreading the feature 
space. QEX is the technique which solves the problem and 
gives the high quality of image retrieval. In this method user 
need to submit a query which captures an initial set of results, 
from these set of results number images should be relevant. 
Wu et al. [10] proposed FALCON, is designed to handle 
disjunctive queries within arbitrary metric spaces. Qcluster, 
developed by Kim and Chung [14], intends to handle the 
disjunctive queries by employing adaptive classification and 
cluster merging methods. The system expands the query based 
upon the terms in the selected images. This technique is used 
in search engines. When user has already found a set of 
appropriate results, then they may not desire to expand the 
query more. 

D. Hybrid Approach: 

Hybrid is another type of  RF techniques; this method is 
used very little. Hybridized work focuses on the long-term 
usage log coming from various users. The greater 
effectiveness of the multisystem requires high computation 
cost due to multiple processing’s. One of the hybrid RF 
techniques is IRRL proposed by Yin et al. [11]. The problem 
occurring in hybrid RF is that one cannot avoid the overhead 
of long iterations of feedback. Visual diversity existing in 
global feature space cannot be resolved with this technique. 
So, we are not using it in our proposed approach. 

III. OUR METHODOLOGY 

Our proposed approach is NPRF, which integrates the 
discovered patterns and RF techniques to achieve effective 
results. 

A. Outline of Navigation-Pattern Based Relevance Feedback 

To solve the problems occurred in existing approaches 
NPRF approach is introduced. It is solution for getting high 
quality of image retrieval. NPRF approach is divided into two 
major phases those are online image retrieval and offline 
knowledge discovery. Each phase contains sub phases, query 
image is given to the system and it finds the most similar 
images without considering any feature vectors then it returns 
a set of most relevant images. The first query process is called 
initial feedback. If initial feedback is satisfy by the user then 
system is terminated. Then positive examples are picked up by 
the end user and send feedback to the image search phase by 
including new feature weights, new query points and user’s 
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feedback. Then by using the navigation patterns with 
navigation pattern-based relevance feedback search (NPRF 
search) is used to find the similar images. At each feedback 
the results are given to the end user and related browsing 
information is stored in the log database.  

 

Fig. 1. Architecture of NPRF 

In the above Figure, the architecture is divided in to two 
operations. The two steps those are Initial query processing 
phase and image search phase. After initial query processing 
phase is completed initial feedback (iteration 0) is given by 
this phase.  

In our approach user feedback is taken into account. so, 
user need to give feedback as one picks positive examples, if 
user satisfied then system is terminated otherwise go to our 
proposed search NPRF search then by discovering navigation 
patterns relevant images are obtained.  

1) Image Retrieval 
In this phase we have sub phases those are Initial Query 

Processing Phase and Image search Phase. 

a) Initial Query Processing Phase: 

In this phase without considering any feature weights 
system extracts the visual features from original query image 
and similar images. The positive examples or good examples 
are picked up by the end user is called initial feedback or 
iteration0. 

 

Fig. 2. Initial Query Processing Phase 

b) Image Search Phase: 

In this phase the intent is to extend one’s search point to 
multiple search points by integrating the navigation patterns 
and the proposed search algorithm NPRF search. In this phase 
user intension is successfully implied. A new query point is 
generated at each feedback by using preceding positive 
examples. The search procedure is continuing up to user is 
satisfied.  

 

Fig. 3. Image Search Phase 

B. Image Search Phase 

The aim of the search strategy is to solve the problems in 
existing approaches; these problems result in large limitation 
in RF. By using RF query refinement strategies the results 
generated by multiple query refinement systems produce 
better results than individual systems. Our proposed approach 
NPRF Search resolves problems by using the generated 
navigation patterns. For the problem of existing problems like 
exploration convergence and redundant browsing, our 
proposed approach extends the search range from a query 
point to a number of relevant navigation paths; as a result 
user’s interest is satisfied. The discovered navigation patterns 
are taken as the shortest paths to derive the efficient results in 
a few feedback processes. Because of high cost of navigation 
process for the massive image databases iterative search can 
be a solution. The NPRF Search algorithm can be divided as 
an important part of our proposed iterative solution to RF, 
which is combination of QEX, QP, and QR strategies.  

a) Flow Chart For NPRF Approach 

Flow chart of the proposed approach is shown below in fig 
6. It represents a step by step procedure. Firstly a set of images 
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are taken for which old query points are found and then user 
need to pick the positive examples  to generate the new query 
points and these points are stored in a database, negative 
examples are appended to negative image set N[i]. At each 
feedback negative images are eliminated and no. of iterations 
are computed as we return and again go to step 1(feedback 
procedure) and system goes to step 2(Iteration process) where 
we get relevant or positive images without exceeding 
threshold thrd. Top s visual query points are generated and 
negative images are neglected, finally we get top k relevant 
examples. 

 

Fig. 4. Flow Chart of NPRF approach 

A. Algorithm NPRF Search 

NPRF Search is proposed to reach the high precision of 
image retrieval in a shorter query process by using the 
valuable navigation patterns. We explain the details of NPRF 
Search given below 

 As illustrated in NPRF Search algorithm is triggered by 
receiving: 

a) A set of positive examples P[i] and negative 

examples N[i] determined by the user at the preceding 

feedback. 

b) A set of navigation patterns. 

In brief, the iterative search procedure can be decomposed 
into several steps as follows:  

Figure a. A new query point is generated by 

averaging the visual features of positive examples. 

Figure b. Find the similar images by determining the 

nearest to query image. 

Figure c. Find the nearest images from the similar 

navigation patterns. 

Figure d. Find the top s relevant visual query points 

from the set of the nearest images. 

Figure e. Finally, the top k relevant images are 

returned to the user. 
From the aspect of NPRF Search, step 1 can be done by 

QPM and steps 2-5 can be done by QEX. For QR, the feature 
weights are updated iteratively based on the positive examples 
at each feedback. The proposed NPRF Search takes advantage 
of Query refinement strategies and navigation patterns are 
used to make RF more efficiently and effectively. Without 
using navigation patterns, proposed search cannot reach the 
high quality of RF. 

The goal of our approach is to satisfy each query 
efficiently instead of providing personalized functions for 
each user. By collecting a number of query transactions, most 
queries can be satisfy user’s interests by NPRF Search. The 
details of the NPRF Search algorithm are described as 
follows: 

Algorithm of NPRF Search: 

Input: A set of positive images P[i] picked up by user, a set of 

negative set N[i]; 

Output:  A set of relevant images R[i]; 

Step 1: Generate a new query points and features ∑   
 
    of 

positive images. 

Step 2:  let Negative images are stored in the Negative image 

set N[i]. 

Step 3:  Initialize flag=0; 

                 for each query image belongs to P[i] do 

                      Determine the images with the shortest distance      

to query image         ∑ (     )
 
   ; 

                 end for 

                 if threshold exceeds then 

                      for each negative image belongs to N[i] do 

                            determine the images with the shortest 

distance to negative images. 

                      end for  

                 end if               

 

             if flag=1 then 

                      Find the set of visual query points with in the 

retrieved images. 

             end if 

             for i=1 to k do 

                  find the relevant image set R[i] from the database 

             end for 

         eliminate the negative images from retrieved images. 

          return the retrieved image set R[i] of top k similar                                                                            

images. 

Fig. 5. Algorithm Of NPRF Search 

Query point generation: This operation is used to find 
the images may or may not use the similarity function. 
Modification of the query point moves query point towards 
the targets in search process. Assume that a set of images is 
found by the query points at the previous feedback. Then 
visual features of the positive examples P[i] picked up by the 
user are first averaged into a new query point. From above 
Fig:7, consider a set of positive examples P[i] and d 
dimensions of the i

th
 feature   {  

    
         

 }extracted 
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from the x
th

 positive exampleand the positive examples are 
stored into the database to enhance the  knowledge database. 
The negative examples are appended to the accumulated 
negative set N[i]. At each feedback, eliminating negative 
images from the targets can increase the precision of image 
retrieval significantly. In addition to generating new query 
points and negative images, the vectors of each feature has to 
be calculated to keep searching the images similar to qpnew. 
The feature vector for similarity computation is normalized as 
follows: 

√(     )
  (     )

  (     )
                           (2) 

Query expansion: To solve the problem of exploration 
convergence, this operation is used to cover all possible results 
by the similar patterns discovered. QEX operation first 
determines query seed which is nearest to each of P[i], called 
positive query seed, and query seed which is nearest to each of 
N[i], called negative query seed. From above Fig: 7 say how 
to find the positive and negative query seed sets.  

As a result, a set of positive query seeds is selected to start 
the potential search paths. Because of slight loss of the 
information in the negative examples is also deliberated. The 
desired results are more precisely by discarding negative 
query seeds at each feedback. At each feedback there exist 
some query seeds which are belonging to both positive query 
seed set and the negative query seed set. By dropping the 
negative query seeds would lead to the loss of positive query 
seeds i.e. these dropped negative seeds may be the start of 
good search paths or taken for next iteration. Both positive 
and negative information simultaneously taken into account. If 
the seed gets the maximum number of negative examples or 
no positive example is said as bad manner, i.e., flag=0, as 
shown in Fig: 7. 

 Otherwise, flag =1 for any good manner i.e. all positive 
examples. By considering both positive and negative 
information the computation cost is more. To reduce the cost 
of computation, at each feedback proposed algorithm assigns a 
bad manner to the seed that had maximum number of negative 
examples, if and only if the satisfaction rate (        ⁄ ) 
cannot reach the presetting threshold thrd. Finally, the good 
manners are the starts of the referred navigation paths to find 
the relevant leaf nodes. 

IV. DATASETS, EXPERIMENTAL RESULTS 

In corel database consists of seven data sets are composed 
of different kinds of categories. In each category contains 200 
images. In our project we take a dataset consists of categories 
are Flowers, Animals, Mountains and Vehicles. This project is 
work with different databases like medical database, Wang 
database. 

A. Datasets 

For Experimentation, corel image database and web 
images are used in the approach. Image database which 
consists of corel database images, we take some of the 6 
different categories from corel database those are shown in 
table: 1.This is also work with Wang database. 

TABLE I. DATASETS 

Data Set No. of images Category set 

1 Image database  
(300 images) 

Buses, Flowers, Mountains, 
Horses, Elephants and Dinosaurs 

2 Wang database 
 

Buses, Flowers, Mountains, 
Horses, Elephants and Dinosaurs 

 
Experiments Datasets: By our proposed approach we 

have done calculations for precision, recall and evaluation 
measures for data set 1. 

Data Set 1:In below table: 2 we have different categories 
those are buses, flowers, mountains, horses, Elephants and 
dinosaurs which are in corel database category. 

TABLE II. CALCULATIONS FOR COREL DATABASE 

Category Precision Recall Evaluation Measure 

b=0.5 b=2 

Buses 0.416 0.086 0.8669 0.9562 

Dinosaurs 1 0 1 1 

Elephants 0.76 0.033 0.8892 0.9689 

Flowers 1 0 1 1 

Horse 0.833 0.083 0.7397 0.9150 

Mountains 0.25 0.25 0.8437 0.9264 

Average Precision Value is 0.709833 and Average Recall 

Value is0.075383. 

 

 

Fig. 6. Graph for Dataset Precision, recall and Evaluation measure Values 

The above graph shows range of precision, recall and 
evaluation measure for dataset 1, where we take evaluation 
measure for precision values i.e. b=0.5 and b=2. 
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B. Experimental Results 

Home Page: 
We need to give input image and another image from 

image database and then click retrieve image. 

 
Fig. 7. Home Page 

Initial Feedback: 
After clicking retrieve image we get initial feedback with 

relevant and irrelevant images then user need to give feedback 
by clicking on checkbox. 

 

Fig. 8. Initial Feedback 

User feedback: 
User need to give feedback by clicking checkbox on 

positive image generated in initial feedback. After click 
submit feedback. 

 

Fig. 9. User feedback 

User Satisfaction: 
Here user need to satisfy by result, if we click ‘yes’ then 

system is terminated otherwise we click ‘no’ then go to NPRF 
search. 

 
Fig. 10. User satisfaction 

NPRF Search: 

In this search new query points are generated and by using 
NPRF algorithm it produce relevant images by clicking get 
image button and finally we get relevant images which are 
relevant to input image. 
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Fig. 11. NPRF search 

Result: 
Final result is produced which are relevant to query image 

given by the user. 

 
Fig. 12. Final result 

Add Image: 
Any image from the user’s system is added to the database 

and one  can  retrieve image from that database. 

 
 

Fig. 13. Add Image 

Insert image: 
If image is inserted into database then we get message box 

i.e. image is inserted successfully then click “ok” button. 

 
Fig. 14. Insert Image 

Retrieving Image: 
Added image is to our database is “null.jpg” image which 

is not in our database is c:\users\DELL\Desktop\wallpapers is 
retrieved for next retrieval. 

 
Fig. 15. Retrieving Image 

V. CONCLUSION 

To solve the problem of long series of interaction with the 
user, the iteration technique included in CBIR combined with 
RF formulates into a novel method. So we have proposed a 
new approach called NPRF- navigation pattern based 
relevance feedback. The main aim of this approach is to get 
efficient results coupled with getting high quality of image 
retrieval with optimal or few feedbacks. Our approach will 
satisfy the user’s intention from a long term search activity or 
browsing. In NPRF approach, we satisfy the user’s intention 
by merging three query refinement strategies QR, QEX and 
QPM. As a result, problems occurred in existing systems like 
redundant browsing and visual diversity are solved. The 
experimental results of the proposed approach are evaluated 
by using precision, recall measures. 
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Abstract—This paper introduces an expert system which 

demonstrates a new method for accurate estimation of building 

house cost. This system is simple and decreases the time, the 

effort, and the money of its beneficiaries. In addition, design and 

implementation of the proposed expert system are introduced. 

CLIPS 6.0 and C# are used in implementation phase. Also, this 

expert system is programmed to be in a standalone package with 

a platform independency. Furthermore, the developed expert 

system is tested under several real cases.  Finally, an initial 

evaluation of this expert system is carried out and a positive 

feedback is received from user’s samples, which makes it robust 
and efficient. 

Keywords— Expert System; Building House; CLIPS 

I. INTRODUCTION  

An expert system is a computer program designed to 
simulate the problem-solving behavior of a human who is an 
expert in a narrow domain or discipline. Expert Systems (ES), 
also called Knowledge Based System (KBS), are computer 
application programs that take the knowledge of one or more 
human experts in a field and computerize it so that it is readily 
available for use. Expert System makes easier for user to 
identify the describe symptoms like image bases or textual 
bases information as it is very difficult to describe in words. It 
can also be integrated with textual database which can be used 
for explanation purposes of basic terms and operations to 
confirm and to reach conclusion in some situations [1]. 

As a branch of artificial intelligence, an expert system has 
been widely used. An expert system shell greatly improves the 
efficiency of the construction of an expert system [2]. Become 
a computer systems mechanism profound impact on our daily 
lives as we see every day research and new projects for the use 
of computers to make life easier and save the experience, and 
ease the pressure borne by the people? The paper is a mix of 
the latest techniques presented in this section of the computer 
science related systems expert systems and decision support, 
the paper provides scientific material distinguished and easy 
for the user in the field of architecture in terms of the ability 
to set the vision and the perception of urban are 
easy and available, where the idea is based on the 
establishment of an expert system alternative to the architect be 
helpful to them in calculating the cost of the construction 
according to data entered from (The land area, the site of the 
Earth And,.. etc.), which provides immediate support to 
customers and make decisions based on information obtained  
by them and contained them within the scope of existing 
knowledge has it . 

An expert system’s knowledge base is traditionally 
encoded as a set of domain-specific rules. These rules are 
generally implications of the form: 

IF a1 Ù a2 Ù … Ù ak THEN ak+1 Ù ak+2 Ù … Ù an, 
where the ai’s are logical statements that are relevant to the 
system’s problem domain. For example, in the context of soil 
science, the rule:  

IF a soil is sandy and the level of humus is high THEN the 
soil is compact 

The development of expert system is implemented in 
CLIPS programming environment (C Language Integrated 
Production System) [3,4,5]. This programming tool is designed 
to facilitate the development of software to model human 
knowledge or expertise. CLIPS program is used by reason of 
the flexibility, the expandability and the low cost. 

The outline of the paper is as follows. Section2 problem 
recognition. Section3 presents the basic of building a house. 
Section 4 knowledge representation.  Section 5 tree knowledge  
section 6 diagnosis process finally, working example and  
summarizes this paper. 

II.  PROBLEM RECOGNITION 

We need to build expert system to presents the design and 
development of an expert system for Account the Cost of 
Building House (ACBH). To distribute human expertise in this 
science. 

III. THE BASIC OF BUILDING A HOUSE 

-  Choose a place of building a house  
-  Settlement of the land - soil quality 
-  Construction area 
- Foundations and pillars. 
- Types of foundations 
-  Finished Construction 
-  Types of buildings 
- Types of fossils 
- Internal planning for the home 

-  Determine the labor 

-The numbers and types of housing required during the 

next twenty years in the Kingdom 

IV. KNOWLEDGE REPRESENTATION   

The key problem is to find a KR (and a supporting 
reasoning system) that can make the inferences your 
application needs in time, that is, within the resource 
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constraints appropriate to the problem at hand. This tension 
between the kinds of inferences and application "needs" and 
what counts as "in time" along with the cost to generate the 
representation itself makes knowledge representation 
engineering interesting. 

There are representation techniques such as frames, rules, 
tagging, and semantic networks which have originated from 
theories of human information processing. Since knowledge is 
used to achieve intelligent behavior, the fundamental goal of 
knowledge representation is to represent knowledge in a 
manner as to facilitate inference (i.e. drawing conclusions) 
from knowledge [6,7]. 

Knowledge bases can be represented by production rules. 
These rules consist of a condition or premise followed by an 
action or conclusion (IF condition...THEN action). 

For example  

       If   Land Area 400 

              and work type foundation 
              and  the number of floors 1 

              and the number of room 4 

              and the size of water tank small 

        Then cost 1,11000 SR 

TABLE 1  

A production rule system consists of 

  1- A set of rules. 

  2- Working memory that stores temporary data. 

  3- A forward or backward chaining inference engine. 

 

Simple Examples of Represent Rules for  

Expert System:  

FACT1     cost of the finishing normal1 equal 215,312SR 

FACT2     cost of the finishing excellent equal 4,50342SR     

FACT4     building foundations1 equal 252,684 SR  

FACT5     building foundations2 equal 4,45469 SR 

FACT 6   Land area480  

FACT 7   Land area400  

FACT 8   the number of floor 2 
FACT 9   the number of floor 1 

FACT 10   water tank small 

FACT 11   water tank medium  

FACT 12   driver room NO 

FACT 13   driver room YES  

 

RULE 1 

If the land area 480  

          and cost of   building foundations1  

          and the cost of finishing normal1 

          and the number of floor 2   

 Then the overall cost744,279 SR 

RULE 2  

If the land area400 

          and the number of floor 1 

          and water tank small  

Then the cost of building foundations 6,50432 SR 

RULE 3 

If the Finishing Normal  

      and driver room NO 

      and the number of floor 1 

 Then cost of the finishing 4,34762 SR 

 
To prove the conclusion "the overall cost744, 279 SR" 
inference engine must prove all condition that leading to this 
conclusion.  Condition can be found from asking user or from 
another Rule because this condition is conclusion in Rule. 

V. TREE KNOWLEDGE 

A decision tree (or tree diagram) is a decision support tool 
that uses a tree-like graph or model of decisions and their 
possible consequences, including chance event outcomes, 
resource costs. Decision trees are commonly used in operations 
research, specifically in decision analysis, to help identify a 
strategy most likely to reach a goal. Another use of decision 
trees is as a descriptive means for calculating conditional 
probabilities. 

We give the example for land area 480 and 400 m square. 

First: land area 400 m2 

Types of housing Number Percent  %  

Villa 13,812 4,23 

Role at Villa 26,267 8,04 

Apartment 97,438 29,8 

Duplex 116,841 35,77 

Mtlasq 72,223 22,11 

Total 326,581  
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A.  Foundational  

There are two options to the user in the Foundational, one 
or two floors. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

If chosen for one floor, there are two cases before 
him to be the internal planning of the house 4 or 5 rooms 
with kitchen and two bathrooms. 

Fig. 1. Tree Knowledge - Foundation  

 

Fig. 2. Tree Knowledge – Finishing     
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Then it will determine the size of tank water. 

In the case of the user's choice 2 floors, will pass the 
same the previous options on one floor, but will start 
a driver with a bathroom extension, Show this explanation in 
figure (1). 

B.  Finishing 

If the user chooses the option of calculating the cost 
of finishing, also given the choice between 1 or 2 floors. Then 
the internal planning 4 or 5 with kitchen and 2 bathrooms. 

We have 2 type of finishing Normal , Excellent  every 
Each type of them has a different cost from one another and are 
calculated  cost them m², Show this explanation in figure (2). 

C. ALL 

 The user select choice All this mean (Foundational and 
finishing together), then calculate the cost at the same way 
previous,  

Show this explanation in the following figures (3) and (4). 

  

Fig. 4. Tree Knowledge – all- Two floors     

Fig. 3. Tree Knowledge – all- One 

floor     
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VI. DIAGNOSIS PROCESS  

The expert system software adopted C# to deal with the 
preparatory work, including the maintenance and management. 
All the status parameters, status values and solutions were 
obtained from the database access through C#, then past to 
CLIPS through interface functions that between C# and 
CLIPS, lastly diagnosed by the program that was built by 
CLIPS, and meanwhile, the inference information and result 
were past to and displayed on the interface module, which was 
programmed by C#. 

Expert System Shell  

CLIPS keep in memory a fact list, a rule list, and an agenda 
with activations of rules. Facts in CLIPS are simple 
expressions consisting of fields in parentheses. Groups of facts 
in CLIPS, usually follow a fact-template, so that to be easy to 
organize them and thus design simple rules that apply to them. 
Our expert system contains 100 CLIPS rules. Below, we 
present the rules for (ACBH). 

Working Example 

We can represent this rule using our representation as 
follow: 

Some instruction in the Clips 

        defrule work_type_process 
          => 
      (printout t "foundation, finish, all" crlf) 
         (bind ?answer (read idata)) 
         (assert(work_type ?answer)) 
         (printout t ?work_type) 
               (defrule area_process 
         => 
        (printout t "land area 400 or 480?" crlf) 
        (bind ?answer (read idata)) 
        (assert(area ?answer))) 
         (defrule f1 
         (work_type foundation)(area 480)(floor one)(rooms 

five )(small tank) 

         => 

         (printout odata "122342" crlf))  

        (defrule f2  

       (work_type foundation)(area 480) (floor one)(rooms 
five)(medium tank) 

        => (printout odata "128342" crlf))  

Figures 5,6,7,8,9 and 10 present some samples from the 
proposed expert system forms and menus.   

After Execution 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.5. Start-up program 

Fig.6.  

      

Fig.6. Second screen chose the land area 

 
      

Fig.7. choose the type of work 
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VII. CONCLUSIONS 

In this paper, the design of an expert system for estimating 
the Cost of building house is introduced. The expert system is 
implemented using Clips to build a knowledge base and C # to 
design a foreground interface. The developed expert system 
interface is used to receive information from users and handle 
it under several cases.  Accordingly, it returns an accurate 
estimation to the user. The proposed expert system is included 
in one executable standalone package. In addition, the 
proposed expert system test proves that it simple, accurate, 
powerful, and flexible. 
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Fig.10. the result of cost SR 
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Abstract— What if a tool existed that allowed digital forensic 

investigators to create their own apps that would assist them with 

the evidence identification and collection process at crime scenes?  

First responders are responsible for ensuring that digital 

evidence is examined in such a way that the integrity of the 

evidence is not jeopardized.  Furthermore, they play a pivotal 

part in preserving evidence during the collection of evidence at 

the crime scene and transport to the laboratory.   This paper 

proposes the development of a mobile application that can be 

developed for or created by a first responder to assist in the 

identification, acquisition, and preservation of digital evidence at 
a crime scene. 

Keywords—mobile device forensics; digital forensics; forensic 

process, forensic models; MIT App Inventor 

I. INTRODUCTION  

Digital Forensics involves the identification, preservation, 
collection, examination, and analysis of digital devices.  These 
devices include, but are not limited to, digital cameras, flash 
drives, computers, internal and external memory drives, 
mobile devices, etc. Some mobile devices that can be 
examined include graphic tablets, cell phones, smart phones, 
CDs, DVDs, and MP3s.  Digital evidence has to be collected 
under certain parameters as to maintain the integrity of the 
investigation. This process is referred to as a forensic process.   
While there is not a concrete set of rules for the forensic 
process there are models that have been proposed to aid in 
trying to eliminate damage and contamination that can occur 
at crime scenes.  

This paper identifies the types of damage and 
contamination that can occur at crime scenes when 
inexperienced first responders arrive at the scene; in addition, 
we discuss the models that address the preservation and 
acquisition of evidence at crime scenes, and also explore 
possible solutions to aid first responders in utilizing 
techniques to preserve digital evidence at the scene of the 
crime.  In this paper, we propose the development and 
implementation of a mobile application that first responders 
can create and use as a guide when identifying, preserving, 
collecting, and securing evidence.  As a result, this application 
would be useful in assisting first responders during the 
acquisition process of a digital forensics investigation.   

II. BACKGROUND 

In the 21st century, computer crimes have become more of 
a concern than in past years.  The advancement of technology 

has led to the advancement of crime, such that there is now a 
need for various methods of evidence collection. 
Traditionally, physical evidence was collected from a crime 
scene.  Due to the elevation of technology and the rise of 
digital devices, many of these electronic devices are used in 
criminal activity. The United States Department of Justice 
(USDOJ) created a table that categorizes types of crimes and 
types of evidence associated with those crimes.  In Fig. 1, in 
the sex crime category, where prostitution is being 
investigated, an investigator should check databases, e-mail, 
notes, letters, financial/asset records, medical records, address 
books, calendar, and customer database/records to retrieve 
evidence [8]. Forensic analysts and investigation teams are 
responsible for obtaining evidence of this magnitude; 
however, first responders are often responsible for identifying 
and collecting devices that this evidence may reside in.  

During investigations, first responders are initially 
deployed to the scene of a crime.  First responders, who may 
or may not be trained forensic examiners, may have dual roles 
in an investigation. Many times they are untrained in the areas 
of digital forensic evidence collection and digital crime scene 
preservation which are vital to any digital forensic 
investigation. At this point, errors would lead to contamination 
of evidence and the integrity of the investigation would 
become compromised or deemed invalid for submission in 
court proceedings.  As the age of computers and technology 
increase and advance, the crimes committed, where digital 
devices are involved, will also evolve in type, complexity, and 
damage perimeter.  Thus, the forensic process of digital 
devices has to be as thorough and concise as possible to 
protect against viruses, worms, malware, and other possible 
cyber attacks.   

The USDOJ created a forensic process model that guides 
first responders to help them better assess crime scenes upon 
initial response.  They stated that “the process of collecting, 
securing, and transporting digital evidence should not change 
the evidence, digital evidence should be examined by those 
trained specifically for that purpose, and everything done 
during seizure, transportation, and storage of digital evidence 
should be carefully documented, preserved, and available for 
review” [8]. Their model consists of four phases: collection, 
examination, analysis, and reporting.  First responders are 
primarily responsible for the collection of evidence at the 
crime scene. The collection phase is described as the phase in 
which the search, seizure, and documentation of evidence 
takes place [1]. 
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There are a number of other models that have been created 
and proposed as well [1, 4].  First Responders have to be 
careful in their seizure of digital evidence because if it is 
handled improperly it could violate the Electronic 
Communications Privacy Act of 1986, the Privacy Protection 
Act of 1980, and federal laws [8]. As a result, researchers have 
proposed different types of models that provide a more in 
depth analysis to how a first responder should identify 
evidence, collect it, and preserve the crime scene until the 
appropriate forensic teams are deployed to continue the 
investigation [1, 2, 4, 8].  

Fig. 1.1 displays information regarding evidence first 
responders should collect [8].  These tables created by the 
USDOJ, categorize the types of evidence one should look for 
or investigate depending on the type of crime. For example, if 
it is a sex crime that involves child exploitation/abuse an 
investigator should investigate e-mail, notes, letters, chat logs, 
date and time stamps, digital cameras, software, and images 
[8].   

Forensic process models are useful in assisting with 
breaking down the phases into specific and less ambiguous 
tasks that will aid in gathering evidence located at any crime 
scene. The Abstract Digital Forensics Model breaks these two 
phases into five phases: Identification, Preparation, Approach 
Strategy, Preservation, and Collection, which first responders 
are responsible for [1]. These stages merely suggest that first 
responders identify the type of incident that has occurred, 
prepare all necessary tools and techniques, and obtain proper 
authorization to proceed with evidence collection, create a 
strategy to approach collecting the evidence without tainting 
it, preserve the state of the evidence whether it is digital or 
physical, and collect the evidence using proper forensic 
procedures.  These phases require that, during evidence 
collection, evidence should be authenticated and valid for 
court proceedings.  

Additional models exist that suggest that there is more to 
be evaluated and there are some models that seem to eliminate 
the first responder or merely suggest that first responders 
become trained in forensically sound evidence collection.  In 
most cases, first responders, investigators, and examiners have 
little or no knowledge of digital forensic process models.  
Generally, these individuals acquire evidence at the scene 
based on general evidence collection procedures and/or 
training from a colleague, in which, the evidence information 
is documented using paper-based methods.  In this paper, we 
propose the development of a mobile application that can be 
used as a guide for collecting digital evidence at a crime 

 

Fig. 1. Snapshot of USDOJ evidence targets by case category [8] 

scene.  Using simple, easy-to-learn tools, the application could 
also be developed by a trained investigator to use to train 
novice first responders, or it could be developed by the novice 
first responder himself. This mobile application will serve as a 
tool to guide first responders, whether trained or untrained, in 
maintaining the integrity of digital evidence while collecting 
digital evidence during an investigation.  No previous work 
was found that used the MIT App Inventor software to create 
an application to assist in the digital forensic investigation 
process. 

III. DESIGN AND IMPLEMENTATION 

The ideas for this application stemmed from a lawyer who 
suggested the creation of a mobile application that would help 
professional investigators collect and authenticate evidence 
using an Android device. According to the lawyer, the 
Android device should have the dual camera (front and back 
cameras) capability.  Features the application should possess 
included the following: 1) The ability to snap a photo with 
outward-facing (back) camera; 2) The ability to launch the 
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user-facing (front) camera to collect video of the first 
responder at the scene; and 3) To provide scripts for user to 
say on video to authenticate the attached photos and any 
evidence collected. Based on the template provided, we 
modeled a portion of the mobile application's design after the 
suggested features [6].  

 The proposed mobile application could be used as a guide 
for first responders in digital forensic evidence collection.  
This application would not only provide instructions for 
evidence identification but could also provide tips and 
suggestions for evidence collection. The application would 
have email, web, video, camera, voice and sound features. It 
would also allow a first responder to record their identity and 
authenticate their investigation through the photo and video 
capabilities, access the internet to send secure emails of any of 
the photos or videos that have been taken, and store any 
contacts or information that may be needed. This fully 
functioning application would also have instructions for 
evidence collection embedded in buttons. This application is 
an ongoing project and additional modifications are currently 
in progress. 

MIT App Inventor is software originally created by 
Google Labs for Google engineers and Google users interested 
in simplified mobile application creation and development [5, 
7]. This software is freely available to the public for use. The 
software is used as a canvas for mobile app design and 
provides a foundation for inexperienced and experienced 
programmers. User created MIT App Inventor applications 
can range from simple games to complex apps that educate 
and inform. MIT App Inventor’s text to speech capabilities 
allows the phone to ask questions aloud.  To use MIT App 
Inventor, you are not required to be a professional coder. This 
is because instead of writing code, you visually design the 
way the application looks and use blocks to specify the 
application's behavior. MIT App inventor does not require an 
extensive knowledge in Java programming because the 
programming aspect is like a puzzle [7]. There is not any 
necessary hard coding required, the block editor allows the 
developer to piece the “code” together and then test the 
functionality of the app through the software’s emulator [5, 7].  

Figures 1.2 and 1.3 show the components created using 
MIT App Inventor that provides this application's 
functionality. 

 

Fig. 2. MIT App Inventor non-visible components [7] 

 

 

Fig. 2. MIT App Inventor visible components continued [7] 

In Fig. 1.2, the non-visible components are not seen on the 
applications home screen but are still included in the 
application’s functionality.  Some of these components are 
self-explanatory while others are linked together to perform a 
function. For example, the player1 component allows audio 
and video to be played and controls the phone’s vibration.  
The tinyDB1 components are storage components that allow 
the user to retrieve and store information to the phone [7].  
These components are helpful to the forensic investigation 
process because all the information taken can be stored to the 
device’s memory without risk of losing any evidence 
collected.  An application of this magnitude allows a first 
responder to pause their investigation at any point without 
losing any of the evidence or data they have obtained.  Some 
applications have to have web access to operate.  This 
application would not require web access to function but 
would have web capabilities in case a first responder needed 
to find the type of model of a digital device left at the scene of 
a crime.  This application is designed to operate on Android 
mobile devices that have dual camera capabilities; however, at 
the time of development, the MIT App Inventor software did 
not provide that component.  If an Android mobile device has 
a camera, the application can still run.  While they may not be 
able to have dual camera functionalities, a sound recorder has 
been implemented in the application’s design to allow the first 
responder to identify themselves and record any information 
necessary to the investigation.  This tool is not designed to be 
restricted to cell phone usage only.  Graphic tablets such as the 
Samsung Galaxy, Toshiba Thrive, and other devices that use 
the Android OS software can access it. 
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Fig. 1.3 depicts the app inventor emulator with some of the 
mobile application functions provided on the home screen. 
The sound recorder would also list the tasks to be completed 
based on the model phases previously presented. Embedded in 
the picture with the magnifying glass is a recorded sound that 
instructs a first responder as to the information they need to 
provide to authenticate their identity. We discovered in 
development that a sound recorder would need to be added as 
well to accommodate those devices not equipped with front 
and back (dual) camera capabilities. Therefore, a sound 
recorder and a note pad were added to the apps functions.  
Google app inventor labs allows mobile app development to 
be created through the blocks editor, which allows 
inexperienced or beginner programmers to experiment with 
application development and a simpler type of coding. 

The Blocks Editor component of the app inventor software 
is used for visually programming the application by fitting the 
pieces of those blocks together sort of like a coding puzzle as 
shown in Fig. 1.4 [7]. The software itself will let you know if 
you are coding incorrectly. Additionally, the software is 
equipped with programming capabilities for those who have 
experience in Java programming.  Future goals are to enhance 
this application by providing the user with the ability to link to 
web pages that have information about evidence collection 
process on them and explain how to identify the types of 
evidence for the type of crime. Resultantly, this application 
could serve as a guide for first responders and also an 
evidence tool in the law enforcement community.  

 

Fig. 3. App Inventor Block Editor and Emulator for the app 

IV. TESTING PHASE 

Testing the tool involved numerous trials resulting in some 
improvements in the applications development as well as 
some limits in the app inventor software. At the time of 
testing, some of the application's capabilities are not supported 
by the app inventor software and does not transfer very well to 
an actual cellular device.  Some hard coding using logic and 
Java or JavaScript could possibly solve this problem however; 
extensive work on the app is required. During the testing 
phases, we discovered that the emulator accurately showed 
how the application functioned on a mobile device. At the 
time of development, some of the bugs in the web component 
were currently undergoing construction, and the software did 
not provide for the notebook capability which allowed 

attaching comments to a photograph.  These are some of the 
limitations that were presented during testing phases. 

 Although problems were encountered in the 
application, some of the original components did function 
properly. The figures below depict the applications 
capabilities thus far. 

 

 

 

Fig. 4. MIT App Inventor Blocks Editor 

Fig. 1.5 depicts the emulator in the app inventor software 
using the multi-line note pad capability of the app. During 
development and testing, it was found that this feature did not 
allow the user to connect comments to actual digital media 
(pictures, video, etc). Comments on pictures were not 
permitted by this application at this stage of development. 
Ideally, the user would be able to type comments associated 
with the picture that they have selected to view. Attempts to 
integrate this feature are ongoing at this time.  In our 
continuous development efforts, we plan to address and 
correct this issue. 
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Fig. 5. App Inventor Emulator displaying the entering of evidence notes 

 

Fig. 6. MIT App Inventor Emulator displaying stored contacts 

Fig. 1.6 shows the contacts feature of the application 
working properly. If the user clicks the contacts button it will 
link to whatever contacts are stored of the mobile device. The 
emulator did not show any contacts in the figure because there 
were not any stored on the device.  However, it did perform 
correctly with the contacts when they were added. 

 

 

Fig. 7. MIT App Inventor Emulator displaying app selections 

Fig. 1.7 depicts the photo gallery feature of the mobile 
application as a functioning component. The figure depicts all 
the images related to this mobile app and other pictures 
downloaded and stored in a folder pertaining to mobile 
application design.  While the emulator only shows those 
images in the folder, testing showed that the gallery function 
linked to the mobile phone’s photo gallery and allowed 
pictures to be stored.  

V. CONCLUSIONS  

In this paper, we discussed the importance of documenting 
digital evidence at the crime scene, we identified the different 
types of incidents that could occur when first responders 
arrive at the scene, and we discussed why a mobile application 
would be useful in the evidence identification and collection 
of first responders.  Little or no research has been found that 
discussed how mobile applications could be used to assist first 
responders in the evidence identification, collection, and 
documentation process.  Therefore, in this paper, we 
attempted to develop a mobile application that could assist 
first responders in their digital investigations. However, the 
tool is currently undergoing modifications.  Furthermore, it 
could still be developed into a powerful training tool that 
could be used by law enforcement and other investigative 
teams during an investigation.  

During the development of the digital forensics 
application, Google App Inventor was used.  MIT recently 
began hosting Google's App Inventor, which is now MIT App 
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Inventor in March 2012 [7].  Most of the design and 
experimentation performed prior to March 2012, shows that 
some of the components of the initial design were not 
supported by the Google App Inventor Emulator or software 
at the time of development.  For example, we embedded a web 
viewer and email function in the application’s initial design 
but testing has shown us that these functions are not supported 
by Google App Inventor’s Emulator. This mobile application 
can be extended to include modifications, additional 
functionalities, and testing with real investigators.  It could 
provide mobility and a succinct, electronic way of storing and 
documenting evidence acquired at the crime scene.  It could 
also be modified to implement each of the phases of the digital 
forensic process to aid investigators during the analysis, 
reporting, and presentation phases.   Given the simplicity of 
the tool, investigators could develop their own custom 
applications, for no cost to them, based on their individual 
needs.  This application could be used as a basis for creating 
other versions of this application as well.  The applications 
could be modified to include games, which provide different 
scenarios/crime scenes, for novice first responders to enhance 
their evidence identification and recovery skills.   

Given the increase in digital crimes and the need for 
skilled digital forensic investigators, the development of such 
a tool is needed.  Law enforcement officers generally do not 
have the time or funds to engage in training, especially with 
training on new digital tools.  Developing a mobile application 
that can assist first responders in maintaining the integrity of 
the evidence and documenting the evidence “in real-time,” 
benefits not only the first responders, but the entire law 
enforcement community. 

VI. FUTURE WORK 

Future enhancements to this work include linking a 
notepad and email function to the photo gallery to allow 
comments to be written associated with the photos and 
securely encrypted and emailed and stored on that 
organization’s servers. Also, the bugs in the web viewer could 
be deciphered to allow email functionality and web browsing 
capabilities.  An additional function to be added to the 
application is the implementation of a sound recorder that 
could be embedded in the application or link to a phone that 
allows voice recording to support those Android phones that 
are not dual camera capable.  These additional enhancements 
to the application would make it both a useful and beneficial 
digital forensic investigation tool. 
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Abstract—This study aims to develop a social media GIS 

(Geographic Information Systems) specially tailored to 

information exchange between regions. The conclusions of this 

study are summarized in the following three points.(1) Social 

media GIS is a geographic information system which 

integratesWeb-GIS, SNS and Twitter into a single system. A 

social media GIS was conducted for the collection of regional 

information in the eastern part of Yamanashi Prefecture. The 

social media GIS uses a design which displays its usefulness in 

multi-directional information transmission and in easing the 

limitations of space, time and continuity, making it possible to 

redesign systems in accordance with target cases.(2) During the 

operation of the social media GIS for about two months, most of 

the users were in their20s. Users exchanged regional information 

using the comment and button functions.(3)The system was 

evaluated based on the results of a questionnaire to users and an 

access analysis oflog data during operationin order to identify 

measures for improvement of the system. Because of users’ high 

evaluations of its original functions, the overall operability of the 

system was highly evaluated. Most of the contributed 

information was only known to local residents, and it was evident 
that the system fulfilled its intended role. 

Keywords—Information Exchange;Web-GIS; Social Media; 

SNS; Twitter 

I. INTRODUCTION  

In recent years in Japan, where the formation of a highly 
information-oriented society is being achieved, the amount of 
information about urban areas is on the increase, and a diverse 
range of information can easily be obtained by various means 
anywhere, anytime.However, in regions outside urban areas, 
although the amount of information is increasing, compared 
with urban areas, it can by no means be termed 
sufficient.Further, it is difficult for people other than those who 
reside, commute to work, or attend schools in the regions 
outside urban areas to obtain and utilize detailed regional 
information.For example, considering the case of tourism in 
regions outside urban areas, local governments, tourist 
associations and other organizations use websites to transmit 
regional information, but this information alone cannot be 
termed sufficient in either amount or content.Further, other 
than for famous tourist spots, not much detailed regional 
information is published in guidebooks or on websites related 
to tourist information.Therefore, when tourists visit a region for 
the first time, they often feel inconvenience in regard to 
obtaining regional information. 

Accordingly, in regions outside urban areas, it is necessary 
to focus on the importance of “regional knowledge”, which is 
information, knowledge and wisdom created when highly 
specialized “expert knowledge”, based on scientific 
knowledge, and “experience-based knowledge”, produced by 
the experiences of local residents in those regions, are 
combined, and to utilize this regional knowledge (Science 
Council of Japan, 2008)[1].However, concerning experience-
based knowledge, which is the part of regional knowledge that 
is possessed by local residents, in many cases the knowledge is 
possessed by individuals and not communicated to 
others.Therefore, it is essential to change experience-based 
knowledge, which exists as “implicit knowledge”, remaining 
untold to others and not visualized, to “explicit knowledge”, 
which is knowledge in a form that can be accumulated, 
arranged, utilized, and made available to the public.Further, it 
is essential for the knowledge to be accumulated and shared 
among people in the region, and for information to be 
exchanged with people in other regions. 

Meanwhile, in modern Japan, the transition from 
narrowband (ISDN) to broadband (ADSL, FTTH) has been 
made, and a stable internet environment has been rapidly 
provided.Further,Web-GIS, which enables more effective use 
of geographic information systems (GIS) information provision 
and sharing functions, is starting to attract attention.In order to 
provide GIS as systems which many people can use over the 
long term, combinations withWeb-GIS, which can visualize 
the actual region on the website and enable editing of 
information if necessary, and systems which include the 
distinctive functions of SNS, which allow target users to be 
narrowed down in advance, can be proposed.Further, the aim 
of this study is not just accumulation and sharing of regional 
information, but also exchange of information between 
regions; therefore, the development of a social media GIS 
which enables operation together with other social media in 
addition toWeb-GIS and SNS is necessary.Taking these 
background factors into account, this study aims to develop a 
social media GIS which enables accumulation and sharing of 
regional information and exchange of information between 
regions, in order to supplement the scarcity of information in 
regions outside urban areas. 

This study was conducted according to the following 
framework and method. First, the preceding studiesin the 
related fields and the originality of this study were introduced 
(Section II). Next, the design (Section III) and development 
(Section IV) of a social media GIS especially tailored for the 
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aim of this study were independently conducted. Moreover, 
two patterns of users aged 18 years and over - those inside and 
those outside the region targeted for operation – were 
anticipated, and operation testing and operation of the social 
media GIS (Section V), as well as evaluation of the system and 
identification of measures for improvement (Section VI) were 
conducted. Here, it was anticipated that each user would use 
the system for approximately one month, and the operation test 
and evaluation of the operation test were conducted; following 
that, actual operation was conducted. Further, web 
questionnaires targeting the users and access analysis using log 
data were conducted, and based on the results of those, 
evaluation of the system was conducted, and measures for 
improvement were identified. 

II. RELATED WORKS 

Preceding studies concerning regional information which 
employs GIS and web applications that are in fields related to 
this study can be broadly divided into three groups: (1) Studies 
concerning accumulation and sharing of regional information 
which employ information systems; (2) Studies concerning the 
design and development of Web-GIS; and (3) Studies 
concerning regional information contributed to microblogs. 

In group (1), Itou et al.(2005)[2], Tsuboi et al.(2008)[3],  
Nuojua et al.(2008)[4], Shimizu et al.(2008)[5] and Yu et 
al.(2009)[6] demonstrate the possibility of accumulating and 
sharing information using GIS for the purposes of regional 
stimulation and public participation. Umeda et al.(2006)[7], 
Hara et al.(2008)[8],Kitahara et al. (2009)[9] and Chow et 
al.(2010)[10] share information using SNS.In group (2), 
Kirimura et al.(2008)[11], Soga et al.(2008)[12], 
Nuojua(2010)[13], Hosoya et al.(2011a, 2011b)[14,15]and 
Kubota et al.(2012)[16] demonstrate the necessity of system 
design which takes into account convenience, usefulness and 
operability, and the necessity of effective use ofWeb-GIS 
suited to their intended themes.Further, Yanagisawa et 
al.(2012)[17] aims at accumulating and sharing regional 
information, and Nakahara et al. (2012)[18] aims at supporting 
communication between users.In these studies, systems which 
integrateSNS,Web-GISand Wiki were designed and developed, 
the systems were actually operated in regional communities, 
and the operations were evaluated.In group (3), through 
acquisition and analysis of information contributed to Twitter, 
Fujisaka et al. (2010)[19]and Lee(2012)[20] estimate the extent 
of the influence of regional events, Fueda et al. (2012)[21] 
investigate tourist information, and Sagawa et 
al.(2012)[22]propose a website which assists in providing 
information about daily life.Further, Lee et al.(2010)[23],Lee et 
al.(2011)[24] and Hashimoto et al. (2012)[25]detect geo-
tagged tweets, and Cheng et al. (2010)[26] and Hiruta et 
al.(2013)[27] detect “location-triggered” geo-tagged tweets. 

Further, in addition to what has been conducted in studies, 
some regional SNS accumulate and share information using 
digital maps.A representative example is that the websites 
“HYOCOM” of Hyogo Prefecture and “Hamatch!” of 
Yokohama City in Kanagawa Prefecture started internet 
comment maps which employ Google Maps in 2006 and 2007 
respectively, and are accumulating and sharing information 
concerning recommended shops and places that is contributed 

by local residents.Further, in 2003, the website 
“gorottoyacchiro” of Yatsushiro City in Kumamoto Prefecture 
also began accumulating and sharing regional information and 
information about daily life contributed by local residents on a 
digital map.However, in these examples from regional SNS, 
the focus is information contribution and browsing functions, 
and there are few functions for users, such as functions for 
photo contribution and publication, and for information 
exchange between users.Further, there is a problem relating to 
interface, in that the digital map on the screen of the user is 
small, so it is difficult to read map information. 

In groups (1) and (2) of the above-mentioned preceding 
studies, the aim of the studies is accumulation and sharing of 
information, and communication between users.Web-GIS 
alone or systems developed by integrating web applications 
such asWeb-GIS, SNS and Wiki into a single system are 
used.In group (3), study in which Twitter, which is being used 
as a method for acquiring regional information, is integrated 
withWeb-GIS or other web applications has not been carried 
out up to the present.Therefore, compared with the results of 
the preceding studies listed above, this study is unique in that it 
accomplishes both relief of user stress and accumulation of 
information, which tends to be given no importance in 
microblogs, by enabling the following: the ease of contributing 
information using microblogs; accumulation and sharing of 
information within communities and exchange of information 
between regions, conducted using a self-developed SNS; and 
function and interface design which takes into account problem 
areas related to examples of the use of digital maps in regional 
SNS.Further, the value of this study lies in the fact that after 
the system was developed, an interview survey which targeted 
subjects of an operation test was conducted, and detailed 
system configuration which anticipated the everyday use of 
local residents was conducted; and following that, in order to 
verify the effectiveness of the system, the system was actually 
operated and evaluated in the region for operation. 

III. DESIGN OF THE SYSTEM 

A. Characteristics of the system 

In this system, as shown in Fig. 1, three web applications, 
that is, aWeb-GIS, a SNS and Twitter, were integrated to 
develop a social media GIS that is effective for information 
exchange between regions which is based on the accumulation 
and sharing of regional information.The method for integrating 
these three web applications was to include theWeb-GIS in the 
SNS, and conduct a mashup using the SNS and Twitter.The 
system enables geographical understanding of location 
information relating to information contributed, via theWeb-
GIS; management and visualization of information contributed 
on the digital map which includes environment variables; 
accumulation and sharing of regional information of users and 
exchange of information between regions using the self-
developed SNS; and classification of the importance of 
contributed information.Further, by enabling the contribution  
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Fig. 1. System design 

of information from Twitter as well, user stress is relieved and 
long-term operation is realized; further, users inside and 
outside the region of operation can use Twitter to light-
heartedlycontribute information from a portable information 
terminal anytime, regardless of whether they are indoors or 
outdoors.Based on the above, the usefulness of the system, 
which was outlined in Section II, is described in detail below. 

1) Interactivity of information transmission 
Many local government websites transmit various types of 

information relating to administrative services and the 
region.However, in many cases, one-sided transmission of 
information from the administrators is the prevailing pattern, 
and there are few situations where the voices of local residents 
are reflected.Therefore, in this system, all users possess an 
account, and thereby each user has responsibility for 
information transmission, and interactive information 
transmission is enabled. 

Further, because information transmission is conducted 
using digital maps as a base, knowledge and wisdom possessed 
only by local residents of the region for operation can be 
accumulated and shared as contributed information, with 
location information attached, in addition to photos.Based on 
this, interactive communication between users inside and 
outside the operation region can be conducted; therefore, 
exchange of information between regions is made 
possible.Accordingly, it can be anticipated that even when 
users are not residents of the region for operation, acquiring 
regional information published on the digital map will enable 
them to make appropriate selections concerning activities when 
they visit the region for operation.Further, it can be anticipated 
that accumulation and sharing of regional information between 
all users will be promoted. 

2) Relief of spatial and temporal limitations 
As a situation in which these limitations may arise, a 

situation in which a user is outside and cannot connect to the 
internet from a computer may be imagined.In order to ease 
such restrictions, a mashup was performed with a web service 
which enables use from a portable information terminal as 
well, and therefore, information contributions can be made 
from portable information terminals, and the system can be 
used anytime, regardless of whether the user is indoors or 
outdoors.In particular, thanks to the mashup with Twitter, in 
cases where users have made a new discovery or have 
information they wish to share with other users, because 

location information is automatically acquired from a GPS via 
the portable information terminal, simply by tweeting on 
Twitter, users can contribute regional information to the system 
independent of spatial and temporal limitations, without having 
to check location information themselves. 

3) Ease of restrictions concerning continuing operation 
In order to accomplish long-term maintenance of an 

environment in which interactive transmission of information 
unlimited by place and time is enabled by carrying out the 
steps outlined above in parts (1) and (2), it is necessary to 
design a system which can manage information which gathers 
piece by piece.Further, in the case where an open platform is 
employed, if a structure which can manage contributed 
information thoroughly does not exist, when inappropriate 
posts or items of information based on biased evaluations are 
contributed, it becomes difficult to conduct operation suited to 
the purpose of the system.Therefore, in this system, continuous 
operation is enabled by conducting centralized control of 
contributed information using MySQL, and checking and 
identifying inappropriate users via account management which 
employs the SNS. 

B. System operating environment  

In the design and development of this system, a leading 
method for web system building called XAMPP was 
used.Further, in this study, because the burden of processing in 
theWeb-GIS is very large, the web server and the GIS server 
were set up separately and split up, in order to speed up 
processing.Fedora Core 3 from the Fedora Project was used for 
the web server operating system.The SNS used in this system 
was developed independently using JavaScript and PHP, and 
for the database, MySQL 5.5 was used.For the development of 
the server for theWeb-GIS, Microsoft Corporation’s Windows 
Server 2008 and Esri, Inc.’s ArcGIS Server 10.0 were used.For 
theWeb-GIS, there are two main types of users; that is, 
computer users and portable information terminal users.For 
each type of user, JavaScript receives an action from a user, 
and following that, it starts applications.In the browser 
compatibility test, the Spoon web service was used. 

Further, recent portable information terminals are shifting 
from a style such as that of traditional portable phones, in 
which websites developed especially for portable terminals are 
browsed, to a style such as that of smart phones, in which 
websites edited especially for computers can also be 
browsed.When operating a system which handles digital maps, 
if the portable information terminal used has a touch panel, it is 
easier to perform pointing operations on the map than it is 
when limited operations such as those of arrow keys are 
used.Further, the larger the screen on which the digital map is 
depicted, the easier it is to view the digital map.In addition, 
Impress R&D (2012)[28] pointed out that about 40% of 
internet users aged thirteen years and over were smart phone 
users in 2012 in Japan, and if that trend continues, it is possible 
that in 2014 the majority will be smart phone users.Impress 
R&D also indicated that smart phone use is becoming 
widespread among people of middle age and advanced age as 
well.Taking the above-mentioned factors into consideration, 
this study focuses on both conventional mobile phones and 
smart phones as portable information terminals. 
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C. Outline of system design 

As described in detail in this section, concerning the three 
types of web applications, by conducting independent design 
specialized for the purpose of this study, which is exchange of 
information between regions based on accumulation and 
sharing of regional information, a social media GIS can be 
suitably operated in the region intended for operation. 

1)  Web-GIS 
In this study, for theWeb-GIS, Esri, Inc.’s ArcGIS Server 

10.0 was used, and for theWeb-GIS digital map data, the 
SHAPE version (Rel.8) of Shobunsha Publications, Inc.’s 
MAPPLE10000, which is part of their MAPPLE digital map 
data and includes detailed road system data, was used.As the 
map that was combined with this map data, the user 
interface(UI) of Google Maps was used.Among the options 
provided by Esri, Inc. that are ArcGIS Server 10.0 API targets, 
the Google Maps UI was the one used the most in preceding 
studies in fields related to this study.Concerning the 
combination of MAPPLE10000 (SHAPE version) and Google 
Maps, Google Maps uses the new geodetic system coordinates, 
while MAPPLE10000 conforms to the former geodetic system 
coordinates; therefore, ArcTKY2JGD, which is provided by 
Esri, Inc. as product support, was used to convert the 
MAPPLE10000 geodetic system coordinates to the new 
ones.Furthermore, editing was performed such that information 
peculiar to each location could be added using ArcMap 
10.0.By using theWeb-GIS, users can refer to detailed road 
systems which also include minor roads output from 
MAPPLE10000, and thereby can accurately check the location 
related to information contributed. 

2) SNS 
In this system, it was desirable that exchange of 

information between regions should be conducted voluntarily 
by many users; therefore, community features were not 
provided.Further, user personal data registration/profile 
publication, contribution and browsing of information and 
photographs, methods for exchanging information between 
regions, functions relating to classifying the importance of 
contributed information and so forth were designed 
independently to suit the aim of this study. 

Concerning a method for exchanging information between 
regions, the system was designed such that text information 
and a digital map were within the same page, in order to enable 
efficient digital map-based exchange of information between 
users.Further, in this study, when there has been some sort of 
exchange between users inside and outside the region for 
operation, an exchange of information between regions is said 
to have been conducted.Specifically, in the case where a user 
outside the region for operation posts a comment in response to 
information that a user inside the region for operation has 
contributed, and the case where a button for classifying the 
importance of contributed information is clicked, it is 
considered that an exchange of information has been 
conducted.Further, the number of times that users inside and 
outside the region for operation click the button for classifying 
the importance of contributed information is converted into 
points, and used in the points ranking of contributed 
information. 

3) Twitter 
In this study, in order to realize long-term operation by 

preventing a decrease in the number of active users, and to 
design the system such that users inside and outside the region 
for operation could light-heartedly contribute information 
anytime using a portable information terminal, regardless of 
whether they were indoors or outdoors, Twitter was selected 
from among the different types of social media, and a mashup 
was performed with a self-developed SNS.Of the various types 
of social media, Twitter allows the easiest contribution of 
information, and many tweets per day can be anticipated; 
therefore, Twitter is indispensable to long-term 
operation.Further, as mentioned in Section III-B, in this study, 
taking into consideration the present situation, which is that 
smart phones are moving out of their introductory period and 
into their transition period, a system which can be used from 
both conventional portable phones and smart phones was 
developed.In order to do this, rather than separately developing 
one information contribution system for conventional portable 
phones and another for smart phones, the system was designed 
such that a mashup with the self-made SNS and Twitter was 
performed, so Twitter could be used from both the two types of 
portable information terminals. 

IV. SYSTEM DEVELOPMENT 

A. System front end 

In this study, multiple functions have been designed 
independently as described below, and users can select 
methods suited to their preferences for each situation; therefore, 
it can be anticipated that accumulation and sharing of 
information and exchange of information between regions will 
be stimulated. 

1) Functions for users 

a) Personal data registration/profile publication 

functions 

The first time a user makes access to the system, they use 
the initial registration screen to register personal data such as 
their “User ID”, “Password”, “Age group”, “Sex”, “Region” 
and “Greeting”.This is because it is desirable that the system 
should be designed such that when users conduct interactive 
communication with each other, they can be identified to a 
certain extent.Further, because users who do not wish to make 
their personal data public have been taken into consideration, 
the “User ID” is designed such that the user’s real name and 
account name are not specified, and the user can freely select 
and enter a user ID.Further, when a user logs in after 
performing the initial registration, they can perform operations 
on the browsing/information contribution screens and so forth.  

b) Information contribution/browsing functions 

Two types of methods were provided for when a user 
contributes regional information – the method of contributing 
information from a computer, and the method of contributing 
information from a portable information terminal using 
Twitter.In the former method, first, the user clicks “Post” on 
the home page of the website on their computer screen, to go to 
the posting page.On the posting page there is a form in which 
the user can enter the “Title” and “Main text”.After the user 
has entered the content into the form, location information 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 4, No. 8, 2013 

66 | P a g e  
www.ijacsa.thesai.org 

relating to the posted content can be added simply by clicking 
the posting location on the digital map.The “location 
information” is entered into MySQL, and when transmission is 
performed, posting is complete.In the latter method, data of 
information posted using Twitter from a portable information 
terminal is acquired, and displayed on the digital map on the 
posting page of the user which is set up in the system.In both 
methods, at the time of posting, if necessary, a photo image file 
can also be attached.All contributed information is shared 
within the SNS.From the home page, the following three 
sections can be browsed: The ten most recently contributed 
items of information, a list of contributed information, and the 
points ranking of contributed information. 

Further, contributed information can also be viewed by 
clicking “View” on the home page.On the viewing page, 
information shared on the digital map is displayed as a 
marker.When the marker is clicked, a balloon is displayed, and 
a more detailed page is moved to.Further, as shown in Fig. 2, a 
comment function and a mention-later button function can be 
used. 

c) Button functions/ranking function 

 Button functions are used for classifying the importance of 
contributed information. Two types of buttons were provided - 
“I didn’t know” for users within the region of operation, and “I 
want to go there” for users outside the region of operation. 
Thus, the provision of button functions in this system enables 
users to easily express their intention in regard to information 
they have viewed. In this study, when a user outside the region 
of operation uses the above-mentioned comment function and 
the “I want to go there” button function in response to 
information posted by a user in the region of operation, it is 
defined as an exchange of information between regions. 
Further, for each item of contributed information, one point is 
added each time users inside and outside the region of 
operation click either of the two above-mentioned buttons, and 
each piece of contributed information is evaluated. Moreover, 
by including a ranking function which displays contributed 
information in descending order of total points gained, the 
system avoids losing contributed information which users are 
strongly interested in amongst other information. 

 

 

Fig. 2. Exchange of information between regions which employs functions 

for users 

2) Functions for administrators 

Administrators log in from a login page exclusively for 
administrators, and a screen exclusively for administrators is 
provided.Using the administrator screen, administrators 
manage users, and in cases where there has been an 
inappropriate statement or inappropriate behavior, they manage 
the matter by taking action, such as closing user 
accounts.Further, administrators can view all contributed 
information, contributor names, and dates and times of 
contributions on a screen which lists them; therefore, if by any 
chance an appropriate posting is made, they can delete it with 
just one click. Thanks to these aspects of the system, the 
burden of administrators can be reduced, because there is no 
need for them to search to check whether there are 
inappropriate items of contributed information in the system. 
Further, the case where local residents actually perform the role 
of administrators in the regional community is anticipated. The 
system is designed such that MySQL is managed using 
graphical user interface (GUI) and administrators who do not 
have a very high level of IT literacy can also manage and 
administer; therefore, the burden on administrators can be 
reduced as much as possible. 

B. System back end 

1) Management system for contributed information that is 

run by administrators 
Information, photos image files, comments and so forth 

contributed by all the users are all stored in the database of the 
system as data.Further, administrators can view these items of 
contributed information on a screen which lists them, so if by 
any chance an inappropriate contribution is made, it can easily 
be deleted. 

2) Mashup system with Twitter 
In this study, when a mashup is performed with Twitter, the 

Search API with Basic authentication protocol is used, and 
thereby the effort involved in information contribution is 
minimized and user stress is reduced.Conventionally, when a 
Twitter mashup system is developed, the OAuth authentication 
protocol is often used.However, in this study, upload from the 
main part of the system to Twitter of information for 
contribution and so forth is not conducted; therefore, the 
Search API with Basic authentication protocol, which allows 
acquisition by searching Twitter data, was employed. 

The data for reflection in the system (main text, location 
information, account names, dates and times) is obtained by 
making a query specification.In the process for acquiring data 
of information contributed using Twitter from a portable 
information terminal, users simply register a Twitter account 
name in the blank at the time of initial registration.The rest is 
performed by the back end.Data of information contributed 
using Twitter of registered users is obtained by applying all 
account names saved in the database to the “user” portion of 
“from:<user>” of tags. 

C. System interface 

The system has three types of interface – the computer 
screen of the user (Fig. 3), the portable information terminal 
screen of user, and the computer screen of the 
administrator.Using the administrator screen, inappropriate 
contributed  
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Fig. 3. Illustration of user computer screen and functions 

TABLE I.  OPERATION PROCESS FOR THE SYSTEM 

Process Aim Period Specific description 

1. Survey of 
present situation 

To fully understand efforts 
concerning the accumulation and 
sharing of regional information in 
Otsuki City and Tsuru City 

December 2011 to 
March 2012 

- Survey of administrative measures and internet 
services 

- Interview targeting municipal employees and 
officials of residents’ councils 

2. System 
construction 

To construct the system in detail to 
suit the region for operation 

March to August 2012 - Define system requirements 

- Construct system 

- Developoperation system 

3. Operation test To conduct an operation test of the 
system 

July 2012 - Creation and distribution of pamphlets and 
instructions for use 

- System operation test 

4.Operation test 
evaluation 

To reconstruct the system based on 
the results of interview of those who 
participated in the operation test 

August to September 
2012 
  
  

- Evaluation through interview 

- System reconstruction 

- Revision of pamphlets and instructions for use 

5. Operation Conduct actual operation of the 
system 
  
  

November to December 
2012 
  
  

- Appeal for use of the system 

- Distribution of pamphlets and instructions for 
use 

- System operation management 

6. Operation 
evaluation 

Evaluate the system based on the 
results of surveys by questionnaire 
and access analysis 

December 2012 
  

- Evaluation using web questionnaires and access 
analysis 

- Identification of improvement measures 
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TABLE II.  COMPARISON OF CHARACTERISTICS OF EXISTING WEB SERVICES IN THE REGION FOR OPERATION WITH CHARACTERISTICS OF THE SYSTEM OF THIS 

STUDY 

  Use of digital map Aim Means for accumulating regional information 

Municipal official 
websites 

Yes 
Transmission of information by website 
operators 

None 

Tourist association 
websites 

Yes 
Transmission of information by website 
operators 

None 

e-machitown No 
Transmission of information by users, and 
accumulation and sharing of the information 

Contributions to website by users 

This system Yes 
Transmission of information by users, sharing 
and accumulation of the information, and 
exchange of the information 

Contributions by users from computers or from 
portable information terminals using Twitter 

 

information can be promptly deleted, and any user can also 
make an amendment using either of the two types of user 
screen, by making a comment in response to erroneous 
contributed information. Thus, this system has been developed 
keeping in mind the goals of reducing administrator burden as 
much as possible and developing a system which regular local 
residents in regional communities can also operate and 
manage. 

V. OPERATION TEST AND OPERATION 

According to the operation process in TABLEI, after the 
operation test and evaluation of the operation test of the social 
media GIS designed and developed in this study were 
conducted, actual operation was conducted. 

A. Selection of the region for operation and anticipated users 

The eastern part of Yamanashi Prefecture (Otsuki City 
andTsuru City) was selected as the region for operation of the 
system.This region adjoins the Tama region of the Tokyo 
Metropolis, and is dotted with tourist spots; therefore, it has 
many visitors from neighboring prefectures such as the Tokyo 
Metropolis.However, it has few web services which 
accumulate regional information.In order to examine the role 
and usefulness of the system in the region for operation, 
TABLEII compares the characteristics of three types of web 
service in the region for operation with characteristics of the 
system of this study.Even in cases where municipal and tourist 
association official websites use digital maps, the former are 
limited to just introducing facilities related to everyday life, 
various public facilities, and so forth, and the latter are limited 
to just presenting location information concerning tourist 
spots.The aim of both types of website is one-sided 
transmission of information by the operators; therefore, their 
aim differs from that of the system.Further, part of the aim of 
the website e-machitown is similar to the aim of the system; 
however, digital maps are not used in e-machitown.Based on 
the above, in terms of the fact that the system is oriented to 
transmission of information by users, and further, enables 
exchange of information between regions based on the 
accumulation and sharing of information, the roles of the 
system and existing web services in the region for operation 
can mutually complement each other.Further, the system 
demonstrates even more usefulness, in that since it is based on 
a digital map, it can provide a means for people inside and 

outside the region for operation to exchange information that 
relates more closely to the region. 

Two types of user were anticipated as users in this study - 
users inside the region for operation, and users outside the 
region for operation.Users inside the region for operation use 
the system as a tool for accumulating and sharing information 
inside the region, and exchanging information with people 
outside the region for operation.Further, users outside the 
region for operation are mainly residents of the Tokyo 
Metropolis, and use the system as a tool for gathering 
information concerning the region for operation, and 
exchanging information with people inside the region for 
operation. 

B. Operation test and operation test evaluation 

As participants in the operation test, six people aged 18 
years or older residing in the eastern part of Yamanashi 
Prefecture and two people aged 18 years or older residing in 
the Tama region of the Tokyo Metropolis were selected.The 
operation test was conducted for one week.It was observed that 
exchanges of information between regions were conducted 
during the operation test.In the interview held after the 
operation test, the following two areas for improvement were 
identified, so redevelopment of the system was carried out in 
regards to these two areas only. 

1) Contributed information list pages and ranking pages 

were added so that the contributed information could be 

viewed on the pages other than the digital map page. 

2)  In the case where contributed information centers on 

information closely related to the everyday lives of local 

residents, and there are no contributions of information that is 

necessary to visitors from outside the region for operation, such 

as information concerning tourist information centers and 

transportation facilities, it is possible that the usefulness of the 

system will decrease.Therefore, with reference to official 

municipal and tourist association websites, regional 

information for visitors from outside the region for operation 

was inserted onto the digital map in advance. 
Further, concerning contributions made from portable 

information terminals using Twitter, when tweets are made, 
location information obtained from a GPS using the portable 
information terminal is read and uploaded; therefore, the users 
cannot check location information themselves, and depending 
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on the model of portable information terminal used, errors 
sometimes occur in the location information.Therefore, in this 
study, the use of twicca was recommended in both the 
operation test and the actual operation.Concerning twicca, after 
location information has been received from a GPS, it can be 
freely edited on the digital map; therefore, it is possible for the 
user to amend errors themselves.Further, even in the case 
where the information cannot be contributed immediately, if 
the user remembers the related location, they can add location 
information and contribute information afterwards. 

C. Operation 

In the eastern part of Yamanashi Prefecture, the region for 
operation, the motor vehicle is the main means for moving 
from place to place.Therefore, in the actual operation, those 
aged eighteen years and over, who are able to obtain a driver’s 
license, were encouraged to use the system.TABLEIII is a 
breakdown of users during the operation period, which was 
approximately two months long.There were 20 users inside and 
25 users outside the region for operation, giving a ratio of 
4:5.Further, approximately 93% of users were university 
students or postgraduate students in their 20s; due to the nature 
of this system, the majority of users were of a generation that is 
considered proficient in the use of computers and portable 
information terminals.Further, users outside the region for 
operation were residents, workers or students in the Tama 
region of the Tokyo Metropolis. 

Using the system, regional information can be contributed 
and viewed using various patterns from both computers and 
portable information terminals regardless of place andtime, and 
users outside the region for operation can make exchanges of 
information between regions using multiple methods, 
concerning information contributed by users inside the region 
for operation.Thus, encouraging use of the system suited to the 
everyday lives and preferences of each user enabled the effects 
of the system to be demonstrated to the fullest. 

VI. OPERATION EVALUATION AND IDENTIFICATION OF 

MEASURES FOR IMPROVEMENT 

In accordance with the operation process in TABLE I, the 
system was evaluated using the results of the questionnaire to 
the users described in the outline in TABLE III. Further, using 
analysis of access which employedlog data, exchange of 
information between regions, which was theaim of the system, 
was evaluated. Moreover, based on the results of the two 
evaluations, measures for improvement of the system were 
identified. As mentioned in Section V-C, due to the nature of 
the system, approximately 93% of the users were in their 20s, 
and the evaluation results are not based on users from a variety 
of generations; in this respect, the evaluation results lack  

TABLE III.  OUTLINE OF USERS AND QUESTIONNAIRE RESPONDENTS 

  
Male Female Total 

Questionnaire 
respondents 

Inside the region 
for operation 
(Number of people) 

12 8 20 18 

Outside the region 
for operation 
(Number of people) 

21 4 25 15 

Total  
(Number of people) 

33 12 45 33 

Percentage (%) 73.3  26.7  - 73.3 

generality to some degree. 

A. Evaluation of use of the system 

1) Evaluation of operability of the system 
In order to operate the system over the long term, 

operability is important; therefore, as shown in Fig. 4, the 
operability of the system was evaluated.Concerning 
operationof the system, the percentage of respondents who 
answered “Easy” or “Fairly easy” was very high, at 
approximately 97%, a result which demonstrates the high level 
of operability of the system.This result is due to the fact that 
the design of the system was standardized with the design used 
in common SNS, and the fact that the system was designed 
such that it was easy to visually browse information, because 
rather than arranging a lot of information on one screen, 
contributed information was displayed on the digital map. 

Concerning the operation of contributing from a portable 
information terminal using Twitter, a function that existing 
regional SNS do not have, evaluation responses diverged 
somewhat, with approximately 67% of respondents answering 
“Easy” or “Fairly easy”, and approximately 27% answering 
“Average”.Concerning this, the results reflect the fact that 
although the majority of users of the system were in their 20s 
and therefore considered to be proficient in using portable 
information terminals, some use Twitter routinely, while some 
do not.However in the section of the questionnaire where 
respondents could write their opinions freely, multiple 
responses mentioned that it was convenient that when users 
from outside the region for operation visited the region for 
operation, even if they did not have a grasp of the region 
geographically, a portable information terminal could be used 
to obtain location information from a GPS and contribute 
information using Twitter.Therefore, it can be said that for 
users who use Twitter routinely, Twitter was an effective 
means of contributing information to the system. 

2) Evaluation of functions unique to the system 
The button functions and the ranking function for 

evaluating contributed information which were described in 
Section IV-A were included in the system as unique 
features.Fig. 5 shows the results of evaluation of these unique 
functions of the system.For both functions, the percentage of 
respondents who answered “Necessary” or “Relatively 
necessary” was very high, at approximately 90% or more. This 
is because by using the buttons to reflect their intuitive 
thoughts, such as “I want to go there”, users were able to easily 
indicate their intentions in response to information viewed.As 
outlined above, evaluation of the unique functions of the 
system was very high: therefore, this also contributed to the 
high evaluation of the overall operability of the system 
mentioned above. 

3) Frequency of use of the system 
Fig. 6 compares the frequency of everyday internet use as a 

means of obtaining regional information to the frequency of 
use of the system as a means of obtaining regional information 
during the operation period.For the former, approximately 70% 
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of respondents answered “Hardly used it at all” or “Did not use 
it”; however, for the latter, approximately 30% of respondents 
answered “Several times a week” and approximately 49% 
answered “Several times a month”, so it is clear that the system 
was used more frequently than the internet as a means of 
obtaining regional information.The evaluation was based on a 
limited operation period of approximately two months, and the 
reasons why the system was used in the manner described 
above are that during the operation period users mutually 
acknowledged each other and became interested in each other’s 
contributed information, and that particularly for users inside 
the region for operation, information contributed to the system 
was more closely related to local residents’ everyday lives and 
easier to take an interest in, compared to information on 
official municipal and tourist association websites. 

4) Effects of use of the system 
A high percentage of users inside the region for operation, 

approximately 80%, responded “I think so” or “I tend to think 
so” when asked whether viewing contributed information 
caused them to want to visit the place related to that 
information.Further, there were many cases where users 
employed the comment function to report actually visiting 
places which were the subject of contributed information, or to 
ask questions regarding a place indicated by contributed 
information.Meanwhile, among users outside the region for 
operation, the percentage who answered “I think so” or “I tend 
to think so” when asked whether viewing contributed 
information had provoked their interest in the region for 
operation was very high, at approximately 94%.There were 
cases where users outside the region for operation used the 
comment function to ask users inside the region for operation 
questions regarding details of information contributed. 

B. Evaluation of exchange of information between regions 

1) Outline of access analysis 
In this study, log data collected during the operation period 

was used to perform access analysis.Thereby, inspection of 
whether or not information was exchanged between regions 
was performed, and as well, trends regarding the content of 
contributed information and users who made many 
contributions were clarified.This led to improvement of 
usability of the system and an increase in the access count.A 
Google Analytics API was included in the program developed 
in this study, and used to conduct access analysis.Google 
Analytics is free application software provided by Google, and 
is widely used as a tool for analyzing log data of 
websites.Google Analytics can be used just by writing the API 
in the program of the homepage of a website, and enables 
acquisition of users’ access log. 

2) Access analysis results 
TABLE IV shows the access analysis results, and TABLE 

V shows the results for classification of contributed 
information. From TABLE IV it can be seen that the access 
count from computers to the system of this study accounts for 
about 88% of the total access count, and the average number of 
page views and the average time spent viewing was as much as 
approximately twice the averages for access from portable 
information terminals, so it is clear that users mainly used the 
system via computers. However, in contrast to the fact that the 

access count from portable information terminals to the system 
was only about 12% of the total, the contribution count 
fromportable information terminals using Twitter was about 
41%, only about 18% less than the contribution count 
fromcomputers. This difference is less than that of the 
difference between access counts for portable information 
terminals and computers. Based on this, it can be surmised that 
users felt little stress when contributing information from 
portableinformation terminals using Twitter, and therefore, 
although the access count from portable information terminals 
was low, the contribution count was high.Therefore, it can be 
said that the ease of contributing information using Twitter and 
the usefulness of having mashed up Twitter with the system 
were demonstrated. 

 

Fig. 4. Evaluation of the operability of the system (%) 

 

Fig. 5. Evaluation of unique functions of the system (%) 
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Fig. 6. Comparison of the frequency of using the internet to obtain regional 

information with the frequency of using the system to obtain regional 

information during the operation period (%)  

TABLE IV.  ACCESS ANALYSIS RESULTS 

  Access count Average number of page views Average time spent viewing 

Access from computers 338 (88.3%) 6.32 7 minutes, 34 seconds 

Access from portable information terminals 45 (11.7%) 3.29 3 minutes, 36 seconds 

Total access count 383 7.97 5 minutes, 5 seconds 

TABLE V.  RESULTS OF CLASSIFICATION OF CONTRIBUTED INFORMATION 

Classification of contributed information Places to eat and drink Scenery Other Total 

Number of contributions from computers (%) 15 (17.6) 25 (29.4) 10 (11.8) 50 (58.8) 

Number of contributions from portable information terminals 
using Twitter (%) 

20 (23.5) 7 (8.3) 8 (9.4) 35 (41.2) 

Total number of contributions (%) 35 (41.1) 32 (37.7) 18 (21.2) 85 (100.0) 

 
Moreover, as TABLE V shows, of the contributed 

information, about 41% concerned places to eat and drink, 
about 38% concerned scenery, and the remaining 
approximately 11% concerned various public facilities such as 
city halls and hospitals, and was information that is also 
published on official municipal websites. Investigating the 
content of each item of information contributed to the system 
in further detail, the information concerning places to eat and 
drink and scenery in particular noted small changes in central 
parts and in business patterns of places to eat and drink, and 
beautiful scenery in mountainous regions distant from urban 
districtsrespectively. Thus, it is clear that users within the 
region for operation contributed information that only local 
residents knew. 

Further, the results of the evaluation of information 
contributed using button functions shows that the total number 
of points concerning all contributed information was 182 
points, which is an average of 4.1 clicks per user.The 
breakdown is 150 points contributed using computers and 32 
points contributed using portable information terminals, so 
there was a clear difference in the number of times button 
functions were used from computers and from portable 
information terminals.A cause of this is that photos were 
attached to the majority of information contributed from 
computers; therefore, it was easier to view the photos when 
using a computer, and the state of things related to contributed 
information, such as places to eat and drink and scenery, was 
conveyed to users in a more visual way.Further, it became 
clear that in the case of information contributed from portable 
information terminals using Twitter, a photo could not be 
viewed unless the user accessed the link, and therefore the 
button functions were not used as much as they were in the 
case of information contributed from computers. 

3) Evaluation of exchange of information between regions, 

based on access analysis results 
The case where the comment function was used as a means 

of exchanging information between regions occurred twelve 
times. An example of this kind of information exchange is 
exchanges of comments between users within and outside the 
region for operation in which users outside the region for 
operation who viewed photos attached to contributed 
information posted comments saying that they had actually 

visited the places after viewing them in the photos, and added 
new related information.Such exchanges took place several 
times.Similarly, the breakdown for cases where the button 
functions were used is that the “I didn’t know” button function 
was used 145 times (116 times from computers and 29 times 
from portable information terminals), and the “I want to go 
there” button function was used 37 times (34 times from 
computers and 3 times from portable information 
terminals).This shows that users within the region for operation 
used the button functions more, and use for both types of 
button functions was significantly greater from 
computers.However, it was confirmed that exchanges of 
information in which users outside the region for operation 
took interest in information contributed by users within the 
region for operation and used the“I want to go there” button 
function took place.Based on the above, it can be said that the 
system of this study functioned in accordance with its aims; as 
indicated in the previous section, the majority of information 
contributed was information known only to local residents of 
the region for operation; and the system fulfilled its purposes of 
changing the experience-based knowledge of local residents 
from implicit knowledge to explicit knowledge, accumulating 
and sharing the knowledge between people within the 
region,and exchanging the information with people from other 
regions. 

C. Identification of measures for improvement 

Based on the results of the questionnaires given to the users 
and the access analysis, measures for improvement of this 
system can be summarized into the following two areas: 

1) Information classification and notification 
Include a form which allows selection of categories 

showing interests and preferencesof users at the time of initial 
registration, and have users select categories.Similarly, when 
users contribute information, having them select categories in 
the manner described above would enable viewing of 
contributed information divided by categories.Further, the 
convenience of the system can be improved by including a 
contributed information notification function which notifies a 
user when information in a category of interest to the user has 
been contributed, or when there has been a comment in 
response to information contributed by the user. 
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2) Optimization of interface for smart phones 
Since there were many contributions to the system from 

portable information terminals, the usefulness of the system 
can be improved by optimizing the interface for smart phones, 
which are becoming popular across a wide range of ages, so 
that the system can easily be used from smart phones when 
users are outdoors and cannot use a computer - for example, 
when they have gone out of the home or office for a while. 

VII. CONCLUSIONS AND FUTURE SCOPES 

The conclusions of this study can be summarized into the 
following three areas: 

1) Three web applications, that is, aWeb-GIS, an SNS, 

and Twitter, were integrated, and a social media GIS which 

enabled exchange of information between regions was 

designed and developed.The usefulness of the social media 

GIS was demonstrated in the three areas of interactivity of 

information transmission,easing of spatial and temporal 

limitations, and easing of limitations concerning continuing 

operation.Further, the eastern part of Yamanashi Prefecture 

was selected as the region for operation of the system, a survey 

of the existing situation was conducted, and then the system 

was developed in detail.Further, prior to actual operation being 

conducted, an operation test and an evaluation of the operation 

test were conducted, areas for improvement were identified, 

and the system was redeveloped. 

2) Actual operation was conducted over approximately 

two months, with users aged eighteen or over from both inside 

and outside the region for operation, and due to the nature of 

the system, approximately 93% of the forty-five users were in 

their 20s.During the operation period information was 

contributed and viewed from both computers and portable 

information terminals, and exchanges of information between 

regions, in which the comment function and button functions 

were used in relation to contributed information, were 

conducted. 

3) The system was evaluated based on the results of 

questionnaires given to the users and access analysis of log 

data.The questionnaire results showed the high level of 

operability of the system, the high frequency of use of the 

system during the operation period, and the large extent of the 

effects of use of the system, and it was clear that the high 

evaluation of the unique functions of the system also 

contributed to the high evaluation of the operability of the 

system.The access analysis results showed that while the 

access count from portable information terminals was no more 

than about 12%, the contribution count from portable 

information terminals was about 41%, accounting for slightly 

less than half of the total contribution count.Further, the results 

revealed that the majority of contributed information was 

information known only to local residents of the region for 

operation, and the system performed a role which was in 

accordance with its aims. 
Future works are to add functions which support the 

measures for improvement identified in the previous section to 
the system, to design and develop a system such that people 

from various age groups can use it, and to operate and evaluate 
that system.A further future research task is to increase the 
usage track record of the system by operating it in other 
regions as well, and further increase the significance of usage 
of the social media GIS developed in this study. 
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Abstract—Gravitational Search Algorithms (GSA) are 

heuristic optimization evolutionary algorithms based on 

Newton's law of universal gravitation and mass interactions. 

GSAs are among the most recently introduced techniques that 

are not yet heavily explored. An early work of the authors has 

successfully adapted this technique to the cell placement 

problem, and shown its efficiency in producing high quality 

solutions in reasonable time. We extend this work by fine tuning 

the algorithm parameters and transition functions towards better 

balance between exploration and exploitation. To assess its 

performance and robustness, we compare it with that of Genetic 

Algorithms (GA), using the standard cell placement problem as 

benchmark to evaluate the solution quality, and a set of artificial 

instances to evaluate the capability and possibility of finding an 

optimal solution. Experimental results show that the proposed 

approach is competitive in terms of success rate or likelihood of 

optimality and solution quality. And despite that it is 

computationally more expensive due to its hefty mathematical 

evaluations, it is more fruitful on the long run. 

Keywords—Optimization; Gravitational Search; Genetic 

Algorithms; Cell Placement  

I. INTRODUCTION  

GSA is a heuristic stochastic swarm-based search 
algorithm in the field of numerical optimization, based on the 
gravitational law and laws of motion. Like many other nature 
inspired algorithms, it needs refinements to maximize its 
performance in solving various types of problems. In addition 
to the problem encoding that sometimes can be a challenge, 
fine tuning its parameters play a significant role balancing the 
search time versus solution quality. This algorithm is 
relatively recent and not heavily explored. 

Cell placement is one of four consecutive steps in physical 
design process of VLSI circuits, namely: partitioning, 
placement, routing and compaction. In the placement stage, 
the description of the physical layout of the chip is introduced, 
by assigning geometric coordinates to the cells. The objective 
of the placement algorithm is to find a layout that minimizes a 
cost function, whose major part is the area, but quite often 
involves the aspect ratio, to make the chip as close to square 
as possible and hence increase the die yield. 

II. LITERATURE REVIEW 

Approaches to solve cell placement problem are generally 
classified into two classes; constructive and iterative 
improvement methods. Several heuristic optimization 

strategies for solving placement problem have been 
implemented via a set of diversified algorithms; evolution-
based placement like Genetic Algorithms [5] and Simulated 
Annealing [6], and a comprehensive summary of those 
strategies is presented in [1]. 

Gravitational Search Algorithms (GSAs) are novel 
heuristic optimization algorithms introduced in [2], and 
researched in the past few years, as a flexible and well-
balanced strategy to improve exploration and exploitation 
methods. In [3], the binary gravitational search algorithm was 
developed to solve different nonlinear problem. A new multi-
objective gravitational search algorithm was proposed in [4]. 
The GSA shows satisfactory results for solving many 
problems in a various applications; Solving Symmetric 
Traveling Salesman Problem [7], solving the flow shop 
scheduling problem [8], in feature selection [9], image 
enhancement [10], solving DNA sequence design problem 
[11], and optimize the filter modeling parameters [12]. A 
hybrid algorithm was derived from both Genetic Algorithms 
and Gravitational Search Algorithm for   feature set selection 
[13]. 

In this paper, we enhance our implementation of the 
gravitational search technique, to solve the cell placement, 
with the intention compare its performance with well know 
evolutionary algorithms in future work. The results show that 
the algorithm can improve the solution quality in a reasonable 
amount of time. This paper is organized as follows: Section 2 
gives a formal description of the GSA theory, Section 3 gives 
a brief description of the cell placement problem, section 4 
demonstrates the proposed gravitational search algorithm for 
cell placement, In section 5 we discuss the performance of this 
algorithms in solving standard problems as compared to the 
well know genetic algorithm, and section 6 wraps up our 
work. 

III. METHODOLOGY 

The Gravitational Search Algorithm (GSA) was proposed 
by Rashedi [2], as a simulation of Newton’s gravitational 
force behaviors. In this algorithm, possible solutions of the 
problem in hand  are considered as objects whose performance 
(quality) is determined by their masses, all these objects attract 
each other by the gravity force that causes a global movement 
of the objects towards the objects with heavier masses. The 
position of each object corresponds to a solution of the 
problem, and inertial masses are determined by a fitness 
function. The heavy masses, which represented a good 
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solutions, move more slowly than lighter ones, this represents 
the exploitation of the algorithm. 

The GSA starts with a set of agents, selected at random or 
based on some criteria, with certain positions and masses 
representing possible solutions to a problem, and iterates by 
changing the positions based on some values like fitness 
function, velocity and acceleration that gets updated in every 
iteration. To relate those values and parameters, let us 
demonstrate the relations among them. 

In a system with N agents, the position of the ith agent is 
defined as: 

 

      
      

      
                    (1) 

 

Where   
   present the position of the ith agent in the dth 

dimension, and n is dimension of the search space.  

At the time t a force acts on mass i from mass j. This force 
is defined as follows: 
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Where Maj is the active gravitational mass of agent j, Mpi is 
the passive gravitational mass of agent i, G(t) is gravitational 
constant at time t, ε is a small constant, and Rij(t) is the 
Euclidian distance between two agents i and j: 

 

                     (3) 

 
The total force acting on massi in the dth dimension in time 

t is given as follows: 
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Where randj is a random number in the interval [0, 1], K 
best is the set of first K agents with the best fitness value. 

The acceleration related to mass i in time t in the dth 
dimension is given as follows: 
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Where Mii is the inertial mass of ith agent. 

The next velocity of an agent could be calculated as a 
fraction of its current velocity added to its acceleration. 
Position and velocity of agent is calculated as follows: 
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Where randi is a uniform random variable in the interval 

[0, 1]. 

Gravitational constant, G, is initialized at the beginning of 
the search and will be reduced with time to control the search 
accuracy as follows: 

        
  

 
  (8) 

 
Where T is the number of iteration, G0 and α are given 

constant. 

The gravitational mass and the inertial mass are updated 
by the following equations: 
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Where fiti(t) represent the fitness value of the agent i at 

time t, and, worst(t) and best(t) are given as follows for a 
minimization problem: 
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IV. CELL PLACEMENT PROBLEM  

We use the Normalized Polish Notation (RPN) [14] to 
describe any arrangement representing a possible solution; for 
n cells, a string with n modules (cells) and n-1 operators of the 
* or + type, to mean above or next to. As an example, the 
string (2 3 * 1 + 4 5 + 6 7* + *) is an encoding for the 
arrangement in Figure 1. Here, relaxed means the case where 
the area is that of the minimal rectangle enclosing the cells, 
while the restricted means the case where the area is that of 
the minimal square enclosing the cells.  

 
Fig. 1. (a) Relaxed and (b) Restricted area 

Such a configuration is an agent in gravitational search 
algorithm; new agents are generated from the existing ones by 
applying certain operators which are described in [14] and 
[15]. New solutions are assigned fitness values that reflect 
their quality. We propose the following fitness measure: 

 

    
 

  
      

 

 
 (14) 

Where L and S are the long and short sides of the rectangle 
enclosing all the cells and A is the algebraic sum of the areas 
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of all cells regardless of the placement, and the product SL 
represents the area associated with the solution. The factor α is 
a number between 0 and 1, introduced to dictate the relative 
significance of the aspect ratio  to the actual area; to favor 
square arrangements we use smaller values of α. If α=1 then 
aspect ratio is not optimized. 

V. GRAVITATIONAL SEARCH ALGORITHM ADAPTATION 

Cell placement can be viewed as a two-dimensional bin 
packing problem, where the goal is to arrange a number of 
cells with different sizes in a way that reduces the area 
enclosing them and producing near square die while providing 
enough space for efficient routing. In this sense, we propose a 
new algorithm for cell placement problem by means of GSA, 
in which each mass will be an agent looking for an optimal 
solution in the search space. 

Since cell placement needs meet simultaneously several 
constraints, it is difficult to be solved by the traditional GSA. 
For this reason, the definition of distance between solutions 
(positions) and their update are modified as will be shown in 
the following procedure: 
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However, the position updating equation (7) cannot be 

applied in our case, because we are working in a string form to 
present the solution. Therefore, Rashedi [3] proposed the 
Binary GSA for nonlinear problem, which has the same 
formulation presented above, but with a different equation for 
updating the position of each agent. In order to update our 
solution, the formulation of binary GSA is used as shown in 
step 3.6. However, the stopping criteria can be based time 
budget or number of iterations, or reaching a target fitness or 
cost function (area in cell placement), or an improvement rate 
less than a threshold. 

VI. THE ALGORITHM OUTLINE 

The gravitational search algorithm is outlined as follows: 

1. Generate initial population of N agents at random 

2. Compute G(t), Best Fitness and Worst Fitness 

3. For each agent i, do: 

3.1. Evaluate Fitnessi 

3.2. Evaluate Massi 

3.3. Evaluate Force of Massi 

3.4. Evaluate Acceleration of Massi 
3.5. Update Velocity of Massi 

3.6. Find new Position of Agenti 

If (Probabilityi > Threshold) 

 { 

 If (Randi < Probabilityi)  

  Then Pair Solutioni with the Best 

Fit Solutions 

  Else Impose some minor change to 

Solutioni   

 } 

4. If Stopping Criteria Not Met, Go To 2 Else Stop 

VII. RESULTS 

We carried two kind of tests; one on standard benchmark 
problems to evaluate the quality of the solutions, and another 
on artificial problems with known optimal solutions to 
measure the possibility of finding the optimal solution. The 
algorithm has achieved good results regarding the solution 
quality and success rate in finding optimal solution. 

In the first study, three MCNC benchmarks; Xerox with 10 
cells, Ami33 with 33 cells, and Ami49 with 49 cells, selected 
from MCNC and tested. Table1 1, 2, and 3 summarize the 
results of running the two algorithms on one of the benchmark 
problems in Table 1. For each case, 10 runs with different 
initial solutions are performed, for fixe number of iterations 
each. The number of iterations is set to a value proportional to 
the problem size. Clearly, GSA outperformed GA in the best, 
worst and mean waste as a measure all the time, and the aspect 
ratio most of the time.  

TABLE I. PERFORMANCE COMPARISON:  (XEROX 10), 15000 

ITERATIONS 

  GA GSA 

Best wasted area, Aspect 

ratio 

5.9 %, 1.83 4.2 %, 1.63 

Worst wasted area, Aspect 

ratio 

8.3 %, 1.22 6.7 %, 1.05 

Mean wasted area 7.0 % 5.4 % 

 

TABLE II. PERFORMANCE COMPARISON: (AMI33), 30000 ITERATIONS 

 GA GSA 

Best wasted area, Aspect 

ratio 

8.6 %, 2.12 6.1 %, 1.45 

Worst wasted area, Aspect 

ratio 

14.2 %, 1.78 9.1 %, 2.11 

Mean wasted area 11.2 % 7.2 % 

 

TABLE III. PERFORMANCE COMPARISON: (AMI49), 50000 ITERATIONS 
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 GA GSA 

Best wasted area, Aspect 

ratio 

13.1 %, 2.4 8.1 %, 1.56 

Worst wasted area, Aspect 

ratio 

18.2 %, 2.3 13.2 %, 1.21 

Mean wasted area 16.1 % 9.8 % 

Fig. 2 shows the progress of the two algorithms over time; 
wasted area of the best solution in hand after multiple 
thousands of iterations. Same initial set of solutions (with 42% 
waste best case) evolved relatively at the same rate in the first 
few thousands of iterations, and then the GSA starts having 
better progress. 

The second test is carried out on three artificial problems 
with 10, 20 and 30 cells of known optimal solutions, where a 
square is split into smaller squares and rectangles to generate 
instances with the target size, as shown in Figure3. Both GSA 
and GA are run 6 times with different initial solutions.  

 

Fig. 2. Search Progress; Waste area for Ami49 versus Iterations (GSA solid, 

GA dashed) 

 
Fig. 3. Artificial Instances for Know Optimal Solutions 

The algorithm is brought to stop if an optimal solution is 
achieved or the number of iterations equals 15000, 30000 and 
50000 for the 10, 20 and 30 cells respectively. Table 4 shows 
the success rate or the likelihood of optimality. Again, GSA 
beats GA in for the small medium and large size, with 
significant outperformance of 100% in the 10 cells instance  

TABLE IV. SUCCESS RATE OF ARTIFICIAL PROBLEMS (GSA VS. GA) 

  Success Rate 

No. of Cells No. of Iterations GSA GA 

10 15,000 6 out of 6 4 out of 6 

20 30,000 3 out of 6 1 out of 6 

30 45,000 2 out of 6 1 out of 6 

A major drawback of thi technique is its computational 
requirement; each iteration needs to many computations 
compared to other evolutionary algorithms like genetic 
algorithms for example. However, the effectiveness of this 
search and its balance between exploration and exploitation 
overcome this drawback. Table 5 shows the time taken by the 
GSA and GA to solve a 20-cell artificial instance with known 
optimal solution, running with same initial set of solutions on 
a personal computer with moderate specs. Both algorithms are 
made to stop when they reach a solution with some target 
quality; 5%, 10% 15% and 20% of wasted area  relative to the 
optimal area. 

TABLE V. TIME REQUIREMENTS FOR 20 CELLS INSTANCE 

 Time (Minutes) 

Wasted Area GSA GA 

5% 42.3 54.3 

10% 34.8 42.9 

15% 31.2 30.6 

20% 23.1 23.8 

VIII. CONCLUSION 

The GSA power of solving a relatively complex problem, 
such as Cell Placement, is investigated using both benchmark 
and artificial instances with various sizes. Comparative tests 
have shown that GSA outperforms GA as a well known 
evolutionary algorithm, in terms of solution quality, i.e. the 
wasted area of the best configuration, aspect ratio, and the 
likelihood of finding optimal solutions. It is quite significant 
to note that although iterations take longer time in GSA 
compared to GA, the total time required to achieve a target 
solution quality is less when we target higher quality 
solutions. While the two algorithms take nearly the same 
amount of time to find decent solutions, targeting high quality 
solutions; 5% waste or less, can be achieved in 75% of the 
time with GSA.  After the first few thousands of iterations, 
GSA outperforms GA by 10% to 40% in terms of wasted area.      
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Abstract— The object of this paper is to develop an emotion 

recognition system that analysis the motion trajectory of the eye 

and gives the response on appraisal emotion. The emotion 

recognition solution is based on the data gathering using head 

mounted eye tracking device. The participants of experimental 

investigation were provided with a visual stimulus (PowerPoint 

slides) and the emotional feedback was determined by the 

combination of eye tracking device and emotion recognition 

software. The stimulus was divided in four groups by the emotion 

that should be triggered in the human, i.e., neutral, disgust, 

exhilaration and excited. Some initial experiments and the data 

on the recognition accuracy of the emotion from eye motion 

trajectory are provided along with the description of 
implemented algorithms. 

Keywords—Emotional status; eye tracking; human computer 

interaction; virtual human 

I. INTRODUCTION 

Recently emotional analysis has become an important line 
of research in human computer interaction (HCI), virtual 
human [1] or creating domestic robots [19] emotional agents 
[11]. Emotion recognition is one type of sentiment analysis that 
focuses on identifying the emotion in images of facial 
expression, measurements of heart rates, EEG, etc [3], [20]. 
Automatic recognition of emotion from the natural eye motions 
is an open research challenge due to the inherent ambiguity in 
eye motion related to certain emotion [2]. Various techniques 
have been proposed for emotion recognition. They include an 
emotion lexicon, facial expression models, EEG measurements 
with combination of knowledge-based approaches.  

Humans interact with each other mostly by speech. 
However, regular human speech is often enriched with certain 
emotions. Emotions are expressed by visual, vocal and other 
physiological ways. There is evidence that certain emotion 
skills are part of what is called human intelligence that helps to 
understand better each other [18]. There exist an old saying 
“the eyes are the mirror of the human soul”. The facial 
expressions is only one of the ways to display an emotion, the 
emotion can be deduced from the eye gaze [4], [5]. If there 
exist a need for more affective human-computer interaction, 
recognizing of the emotional state from his or her face could 

prove to be an invaluable tool. The accurate emotion 
recognition is important in the field of the virtual human 
design, which should be with lively facial expression and 
behaviours, present motivated responses, to environment and 
intensifying their interaction with human users. 

Eye-tracking can be especially useful investigating the 
behaviour of the individuals with physical and psychological 
disorders. Such studies typically focus on the processing of 
emotional stimuli, suggesting that eye-tracking techniques have 
the potential to offer insight into the downstream difficulties in 
everyday social interaction which such individual’s experience 
[6], [7]. Studies such as [5], [8], [10] describe how eye analysis 
can be used to understand human behaviour, the relationship 
between pupil responses and social attitudes and behaviours, 
and how it might be useful for diagnostic and therapeutic 
purposes. 

The emotional part closely correlates to the eye based HCIs 
[10], [11], [12]. For example it is known, that increases in the 
size of the pupil of the eye have been found to accompany the 
viewing of emotionally toned or interesting visual stimuli. 
Emotional stimuli may also be used to attract the user’s 
attention and then divert to a control scheme of a HCI [9], [12]. 
E.g., eye tracking can be used to record visual fixation in 
nearly real-time to investigate whether individuals show a 
positivity effect in their visual attention to emotional 
information [13], [16], [17]. Different viewing patterns can be 
detected using strongly stimulant pictures, as in the study [14], 
[15].  

This paper describes a system that uses a machine learning 
algorithm such as artificial neural network in order to detect 
four emotions: (a) neutral, (b) disgust, (c) funny and (d) 
interested from the eye motions. The text bellow presents our 
work on the development of emotional HCI. The proposed 
emotional status determination solution is presented based on 
the data gathering from visual sensors, providing the 
participants with a visual stimulus (strongly stimulant slides). 
Some initial experiments and the data on the recognition 
accuracy of the emotional state based on the gaze tracking are 
provided along with the description of implemented 
algorithms. 
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II. TECHNICAL IMPLEMENTATION OF EMOTION 

RECOGNITION METHOD 

Our gaze tracking device is shown in the figure 1 (left). It 
consists of one mini video camera that is directed to the user’s 
eye and it records the eye images. Next to the camera the 
infrared (IR) light source is attached which illuminates the 
users eye. The camera is design to capture the user’s eye in the 
IR light. Such illumination does not disturb the user, because it 
is invisible for the naked human eye and gives mostly stable IR 
luminosity. The eye image captured in the near infrared light 
always shows dark (black) pupil that is caused by the 
absorption of infrared light of the eye tissues. Thus, the task of 
pupil detection can be limited or simplified to the searching 
goal of the dark and round region in the image. The camera and 
IR led is fixed on the ordinary eye glasses. Video camera is 
connected to the personal computer through USB port. 
Computer records the eye images, estimates the pupil size and 
coordinates, and draws the attention maps. 

The constant adaptation of the eye pupil to the random 
variation of the illumination condition and different pupil sizes 
between user groups are the main challenges for any gaze 
tracking algorithm. In this work we propose the algorithm 
which is differ from well known method such as Circular 
Hough Transform or Viola-Jones. First method is based on the 
voting procedure that is carried out in a parameter space, from 
which circle candidate is obtained as local maxima in so called 
accumulator space. When the pupil size or circle diameter is 
unknown, the algorithm based on the Hough transform 
computes the accumulator space for every possible circle size 
and the circle candidate is obtained as global maxima. Such 
computation task takes relatively a lot of time. Viola-Jones 
based object tracking algorithm is capable to tracking the 
object of any shape and size based on the learned features. 
Unfortunately, it cannot be used when accurate measurements 
of the pupil size are required. Proposed pupil detection 
algorithm is based on adaptive thresholding of grayscale 
image. It enables the precise detection of pupil in the different 
layers of gray color, regardless of how the lightening is 
changing. The diameter measurement of the dark region is 
compared with the limits of the possible minimal and maximal 
pupil size. 

Our gaze tracking algorithm finds the rough pupil center in 
the iterative manner and it executes the logical indexing on the 
gray level image using certain threshold of grayness value, 
which is variable (adaptive). The algorithm is preceded in two 
major steps. The rough pupil center is obtained in the first, and 
the accurate coordinates and the diameter of the pupil is 
obtained in the next step. The detection of the pupil is executed 
in the region of interest (sliding window) that is defined by 
three parameters Length, Width and the center coordinates (Cx, 
Cy) .All logical indexing operations are executed in the region 
of interest. At the detection beginning, the center of eye image 
is used as starting position for the region. All other positions 
are defined by located pupil center in the last frame. The values 
of all pixels which are higher than threshold are equalized to 

one, otherwise to zero. The threshold  is increased or reduced 

from the default gray level value  according to certain 
conditions which are defined by the current measured diameter 

r of the object of interest. The threshold  is increased by step 

, when current diameter of the object is smaller than the 

possible limits of the pupil size [Rmin Rmax] and otherwise  

is decreased by step  if these limits are exceed. Where Rmin 
– is the minimal pupil size and Rmax – is the maximal pupil 
size. These parameters are measured in image pixels. The 
variation limits of the pupil size of the human eye are taken 
according to analytical research [25]. The threshold value does 
not change if current measurement r is between limits. The 
rough pupil center (coordinates Cx and Cy) is computed in the 
next step. Used notations: N, M – the number of columns and 
rows of the eye image, d(i,j) – Euclidean distance between two 
candidate points, x, y – the coordinates of the candidate pixels, 

flag and count – is used for iteration purposes and  - standard 
deviation of Euclidean distances. More about eye tracking 
algorithm is published in [12]. The schematic pseudo code of 
the proposed eye tracking method is shown in the tables 1 and 
2. 

TABLE I. THE PROPOSED ALGORITHMS FOR EYE PUPIL TRACKING 

AND REGISTRATION 

Pupil detection based on adaptive gray level threshold 

1 //The pupil center is extracted in the grayscale image of the 

eye (u,v), where u,v  N,M 

2 while (flag = 0) do  
3 //Collect candidate points 
4 count = count +1, k = 0; 

5 for u, v  N, M do 

6 if (u, v)    then 

7 k = k + 1, xk = u, yk = v; 

8 for i, j  k do 

9                           

10 //Make measurements of the point cloud 

11                          

12                 

13 //Verify the conditions 
14 if Rmin < r < Rmax then, flag = 1, 

15 else if Rmin > r then,  =  +  

16 else if Rmax > r then,  =  -  
 

TABLE II. THE PSEUDO CODE FOR ACCURATE DETECTION OF PUPIL 

CENTER 

Accurate pupil center detection 

1 //Accurate pupil center       
      of the point cloud xk 

and yk is computed using nonlinear least squares approach 

2 //Perform data filtration on the candidate points 
3 //Collect candidate points 

4                       

5                

6 for i  k do 

7 if                     then 

8         
       

     
9 //Fit smallest surrounding circle to the filtrated data 

10      
    

         
       
       

       

11     
 
   

 
             

 
    

12   
    

              
                

    

 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 4, No. 8, 2013 

81 | P a g e  
www.ijacsa.thesai.org 

The computational actions of the proposed algorithm, taken 

for pupil detection, are shown in the figure 1. The threshold  
is iteratively changed and the distance between two extremities 
of the selected pixels is measured. These pixels usually 
appeared in opposite direction from each other. The pixels are 
marked with lighter color in figure 1. The threshold value is 
decreased from 130 to 120 gray level and the same 
measurements are applied to the new selected pixels. Gray 
threshold is reduced until the distance between extremities is in 
the possible variation range of the pupil size. The grayness 
value was reduced to 90 of the gray level in this case. If 

selected pixels do not satisfy the predefined condition then  is 
changed. The threshold is increased when the distance between 
two extremities is smaller than minimum limit of the pupil size 
variation and decreased when this distance exceeds predefined 
maximum limit. The least square method is applied to selected 
pixels and the new accurate pupil center is obtained. The 
possibility of the proposed algorithm to change the threshold 
value adaptively overcomes several detection difficulties, such 
as, the variation of an ambient luminosity, constantly adapting 
pupil size and noise. 

 

 

Fig. 1. The process of the adaptively changing threshold 

Most eye movement is executed without awareness, i.e., 
there is no voluntary control. A sufficient amount of studies 
worldwide prove an interrelation between pupil size, pupil 
motions and a person's cognitive load or stress. The eye 
movements and the size of eye pupil strongly depend on the 
various factors of the environment and mental state of person. 
To recognize in which mental state is the person, the authors of 
this article have developed an eye pupil analysis system that is 
based on application of artificial neural network (ANN). The 
relation between measured inputs and the emotional human 
states is not known precisely, i.e., is it linear or nonlinear. 
Therefore, in the problems when linear decision hyper-planes 
are no longer feasible, an input space is mapped into a feature 
using hidden layers of the neural network. The mathematical 
model based on ANN is selected in order to construct a non-
linear classifier.  

 

 

Fig. 2. The ANN model and hardware implementation of experimental 

investigation 

Our experimental emotion detection system is illustrated in 
figure 2. In addition to the gaze tracking hardware/software the 
system runs the proprietary real-time emotion analysis toolkit 
based on an Artificial Neural Networks. We have implemented 

a 3 layer ANN: consists of 8 neurons, the second of 3 neurons 
and the output layer of 1 neuron. ANN networks have a 
variable input number and are trained based on 3 features: the 
size of the pupil, ant the position of the pupil (coordinates x, y) 

and motion speed  of the eye. For each emotional state we 
develop different neural network. The artificial neural network 
can be described using the following formulas: 

 

                                            ; (1) 

   
          

  
    ; (2) 

   
        

    
 
    ; (3) 

        
    

 
     

where, t – is the current sample, X – the input vector of the 
artificial neural network, y – output,     – weights of the  
neural network, d – is the diameter of the recognized pupil,    
and    are the coordinates of the pupil center and    is the 
speed of eye pupil motion. Decision is made by selecting 
maximal value from four outputs of the artificial neural 
networks. 

III. EXPERIMENTAL SETUP, INVESTIGATION AND RESULTS 

At this initial stage of the evaluation we have chosen to 
analyze 4 very common emotions: neutral (regural, typical 
state), disgust, funny state and interest state. The emotion 
analysis system was evaluated on 30 people (20 males, 10 
females, age ranging from 24 to 42). All participants were 
presented with a close-up (field-of-view consisted mostly of 
the display) PowerPoint slideshow consisted of various 
photographs sorted on the type of emotion they were supposed 
to invoke (the playback time limit was 3 minutes for each of 
the emotional photo collection (same number of photos for 
each emotion)). The images were selected based on consulting 
with expert of human psychology. Up to 30 samples (pupil 
size, and x, y coordinates) are recorded during the one second. 
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In total there is more than 600 thousands of samples (Number 

of participants * Number of emotions * Minutes per emotion * 
Number of seconds * Number of per samples per second) 
which where divided in to training and testing data in the 
proportions respectively, 40% and 60%. 

 

 

(a) (b) 

 
 

(c) (d) 

Fig. 3. The examples of visual stimulus which should invoke in the person 

four different emotions: a) neutral, b) disgust, c) interest and d) funny states.  

After each set of emotional pictures there were 30 second 
pauses in the automated slideshow. During the experiment we 
have registered the size of the pupil, the coordinates of the 
center of the pupil in the video frame, as well as movement 
speed and acceleration. Figure 4 illustrates the fragment of the 
experimental analysis (6 people) on the size variation of eye 
pupil based on a current emotion (on the left) and size 
dispersion of eye pupil based on a current emotion (on the 
right). 

 

Fig. 4. The bar graph of relationship between average pupil size and the 

emotional reaction of the person (left), relationship between standard 
deviation of pupil size and emotional reaction (right).  

The figure confirms the fact that the changes of the 
emotional stage can be recorded by observation of the small 
eye movements and the variation of the human eye pupil. 
Different emotional stimuli evoked different pupil sizes to 
different participant. For example, the pupil size of the first 
participant who was stimulated by the neutral visual stimulus is 

28% bigger that pupil size that was measured when participant 
was stimulated with interested stimulus (see fig. 4 left). The 
right figure 4 shows the relation between variation of the pupil 
size in the time and the emotional stimulus.  

The humans emotionally react differently to the different 
visual emotional stimulus. There can be, that one person feels 
the same emotions when he observes neutral stimulus and, 
another person, when he is stimulated with a funny stimulus. 
Every person interprets differently the emotional stimuli based 
on the life experience, emotional state at the beginning of the 
experiment. The correct answer cannot be given concerning on 
the automatically recognized emotion based only on the pupil 
size and variations, because pupil size can be affected by the 
general illumination, stress, physiological human properties 
and starting emotional status. Proposed emotion sensitive 
system uses not only information about the eye pupil size, but 
the classification features are enriched with the coordinates and 
motion speed. 

Figures 5 and 6 illustrates an attention maps, which is 
computed based on the coordinate variation of the eye pupil 
center in the two dimensional space (measurement unit – 
normalized pixels). The attention map consists of green circle 
which radius depends on the time spent to observe certain part 
of the visual stimuli and the certain coordinates of the attention 
point. The attention map of the first participant is shown in the 
figure 4 and in the figure 6 the attention map of the second 
participant is shown. Overall registration period of the center of 
eye pupil is divided into four parts based on the shown 
emotional stimuli. The attention map shown in the figure 5 is 
computed from the data when participant were stimulated with 
a) neutral, b) disgust, c) funny and d) interested visual stimuli.  

 

Fig. 5. The average variation of the attention point of the first experiment 

participant when he was stimulated with a) neutral, b) disgust, c) funny and d) 

interested stimuli 

From the attention maps can be noticed, that the main 
attention concentration points are spread differently in two 
dimensional space due the different emotional stimulation. The 
attention points correlates with felt human emotion. The 
distribution of the attention points rely on the shown content of 
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the visual information and the arrangement information on the 
screen. For example, all participants of the experimental 
investigation tend to avoid certain part of the disgust images.  

The high distribution of the attention points has the data 
acquired during emotional stimulation using neutral images 
(see fig. 5a). The natural nature such as mountains and forest is 
captured in the recent visual stimuli; therefore, it can partly 
explain such big distribution of the attention points. The 
attention map of the second participant is slightly different in 
comparison with the attention maps of the first participant. 
When second participant was stimulated with the neutral 
stimulus, he was less concentrated then, when he was 
stimulated with funny stimulus (see fig. 6 a and c). It depends 
on the person’s individuality, i.e., he finds that the funny 
stimulus is more interested (that shows the overlapping 
attention points in the figure 6c). 

 

Fig. 6. An illustration of the average variation of the attention point of the 

second experiment participant when he was stimulated with a) neutral, b) 

disgust, c) funny and d) interested stimuli 

Figure 7 illustrates the variation of the typical movement 
speed of eye pupil (a fragment of 6 persons) depending on the 
emotional stimuli. The motion speed of the eye pupil is 
measured in the pixels per second. The motion speed is 
presented on the vertical axis and the ID of the experiment 
participant is presented on the horizontal axis. The different 
color of the curve represents the different emotional stimuli. As 
it was with the variation of the pupil size, the motion speed 
depends on the person, on his starting emotional status, life 
experience and etc. For example, the motion speeds which 
were computed for the first participant differs in the relatively 
small range, i.e., up to 10%.   While, the motion speeds of the 
sixth participant differs more than 46%. Such big difference 
may appear because of different cognitive capabilities, 
curiosity or usefulness of the presented information for the 
person (see fig. 7). 

 

Fig. 7. The relationship between average speed of pupil motion and the 

emotional stimuli 

Figure 8a illustrates the functional relationship between the 
number of feature samples and the recognition accuracy of 
different emotions. The overall best recognition accuracy 
(~90%) was achieved when we used 18 samples per feature. 
This means that the system can determine the emotion with a 2 
second delay with approximately 10 % of deviation. The 
functional relationship shown in the figure 8a represents the 
accuracy graph of the one participant. The bar graph shown in 
the figure 8b represents the average recognition accuracy along 
the participants. Each bar represents the recognition rate for 
different emotion. Best recognition accuracy (90.27%) is 
reached when funny emotion is classified. Up to 16% of 
recognition fault is generated when system recognize the 
neutral emotion. 

 
(a) 

 
(b) 

Fig. 8. The functional relationship between recognition accuracy and the 

number of samples per feature (a) and the bar graph of average accuracy (b) 
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IV. CONCLUSIONS AND FUTURE WORK 

Experimental investigation has approved the fact, that the 
emotional state is individual and it depends on the persons 
cognitive perceptions. Although, it is possible to design a 
system based on the computational intelligence to recognize 
and detect certain emotional state of the human. The results of 
the experiments have shown that it is possible to detect the 
certain emotional state with up to 90% of recognition accuracy. 
Best recognition accuracy (90.27%) is reached when funny 
emotion is classified. Up to 16% of recognition fault is 
generated when system recognize the neutral emotion. The 
system can determine the emotion with a 2 second delay with 
approximately 10 % of deviation in average. Therefore, 
emotion recognition system uses 18 time samples per feature. 

Future work will involve the application of remote eye 
tracking system that should allow recording more natural 
emotional responses to the visual and audio stimulation. There 
exist more than four emotional conditions; therefore, the multi-
class problem will be solved using support vector machine and 
decision trees. 

ACKNOWLEDGMENT 

The works were funded by the Lithuanian Ministry of 
Education and Science according the project “Micro-sensors, 
micro-actuators and controllers from mechatronic systems” 
(GO-SMART, VP1-3.1-SMM-08-K-01-015). 

REFERENCES 

[1] Klin A, Schultz R & Cohen D (2000). Theory of mind in action: 

developmental perspectives on social neuroscience. In Understanding 
Other Minds: Perspectives from Developmental Neuroscience, ed. 

Baron-CohenS, Tager-FlusbergH & CohenD, 2nd edn, pp. 357–388. 
Oxford University Press, Oxford . 

[2] M. Betke, J. Gips, and P. Fleming. The cameramouse: Visual tracking of 

body features to provide computer access for peoplewith 
severedisabilities. IEEE Transactions on Neural Systems and 

Rehabilitation Engineering, 10:1, pages 1–10, March 2002. 

[3] M.A. Miglietta, G. Bochicchio, and T.M. Scalea. Computer-assisted 
communication for criticcally ill patients: a pilot study. The Journal of 

TRAUMA Injury, Infection, and Critical Care, Vol. 57, pages 488–493, 
September 2004. 

[4] Arvid Kappas (Editor), Nicole C. Krämer (Editor) Face-to-Face 

Communication over the Internet: Emotions in a Web of Culture, 
Language, and Technology (Studies in Emotion and Social Interaction) 

[Hardcover] 316 pages Publisher: Cambridge University Press; 1 edition 
(July 25, 2011) 

[5] Hess, Eckhard H. The tell-tale eye: How your eyes reveal hidden 

thoughts and emotions. Oxford, England: Van Nostrand Reinhold. 
(1975). xi 259 pp. 

[6] Eckhard H. Hess and  James M. Polt Pupil Size as Related to Interest 
Value of Visual Stimuli Science 5 August 1960: Vol. 132 no. 3423 pp. 

349-350  

[7] Amy D. Lykins, Marta Meana and Gretchen Kambe. Detection of 
Differential Viewing Patterns to Erotic and Non-Erotic Stimuli Using 

Eye-Tracking Methodology. Archives of Sexual Behavior. Volume 35, 
Number 5, 569-575 

[8] Isaacowitz, Derek M. et al. Selective preference in visual fixation away 

from negative images in old age? An eye-tracking study. Psychology 
and Aging, Vol 21(1), Mar 2006, 40-48 

[9] Proscevičius, Tomas; Raudonis, Vidas; Kairys, Artūras; Lipnickas, 

Arūnas; Simutis, Rimvydas. Autoassociative gaze tracking system based 
on artificial intelligence, Electronics and Electrical Engineering. ISSN 

1392-1215. 2010, nr. 5(101), p. 67-72.   

[10] Gengtao Zhou; Yongzhao Zhan; Jianming Zhang; , "Facial Expression 
Recognition Based on Selective Feature Extraction," Sixth International 

Conference on Intelligent Systems Design and Applications, 2006. ISDA 
'06., vol.2, no., pp.412-417. 

[11] Mihaela-Alexandra Puică,  Adina-Magda Florea, Emotional Belief-

Desire-Intention Agent Model: Previous Work and Proposed 
Architecture, International Journal of Advanced Research in Artificial 

Intelligence, Vol. 2, No. 2, 2013, pp. 1-8 

[12] J. Grath, A domain – independent framework for modeling emotion, 

Journal of Cognitive Systems Research, 2004, vol. 4, No. 5, pp. 269-306 

[13] I.B. Mauss, M.D. Robinson, Measures of emotion: A review, Cognition 
and Emotion, 2009, vol. 23, pp. 209-237 

[14] C.J. Stam, Nonlinear dynamical analysis of EEG and MEG: Review of 

an emerging field, Clinical Neurophysiology, 2005, vol. 116, pp. 2266-
2301 

[15] O. Sourina,   A Sourin, V. Kulish, EEG data driven animation and its 

application, In proceedings of international Conference Mirage, 
Springer, 2009, pp. 380-388 

[16] Shylaja S, K N B. Murthy, S N. Nischith, Muthuraj R, Ajay S, Feed 

Forward Neural Network Based Eye Localization and Recognition 
Using Hough Transform, IJACSA,Vol. 2, No.3, 2011, pp. 104-109 

[17] A. B. Watson, J. I. Yellott, A unified formula for light-adapted pupil 

size, Journal of Vision, 2012, 12(10):12, pp. 1-16 

[18] P.N. Lopes, P. Solovey, R. Straus, Emotional intelligence, personality, 

and the perceived quality of social relationships, Personality and 
Individual Differences, 2003, Vol. 35., pp. 641-658 

[19] Kohei Arai, Ronny Mardiyanto,  Eye-Base Domestic Robot Allowing 

Patient to be Self-Services and Communications Remotely, International 
Journal of Advanced Research in Artificial Intelligence, Vol. 2, No. 2, 

2013, pp. 29-33 

[20] S.Nirmala Devi, Dr. S.P Rajagopalan, A study on Feature Selection 
Techniques in Bio-Informatics, International Journal of Advanced 

Computer Science and Applications, Vol. 2, No.1, 2011, pp. 138-144 

 

 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 4, No. 8, 2013 

85 | P a g e  
www.ijacsa.thesai.org 

Bootstrapping Domain Knowledge Exploration using 

Conceptual Mapping of Wikipedia

Mai Eldefrawi  
Information System Department, 

Faculty of computers and 

information, Helwan University 

Cairo, Egypt 

Ahmed Sharaf eldin Ahmed 
Information System Department, 

Faculty of computers and 

information, Helwan University 

Cairo, Egypt 

Adel Elsayed 
Learning Systems International, 

Leeds, UK, Formerly Research 

Leader, M3C Lab, University of 
Bolton, UK 

Abstract—Wikipedia is one of the largest online encyclopedias 

that exist in a hypertext form. This nature prevents Wikipedia’s 

potential to be fully discovered. Therefore the focus of this paper 

is on the role of domain knowledge in supporting the exploration 

of classical encyclopedic content, which in this case is Wikipedia. 

A main contribution provided by the author of this work is a 

methodology for identifying the nature, the form and the role of 

domain knowledge expressed in conceptual form.  It’s also a 

method of representation and analysis for describing the domain 

knowledge and for the extraction of the logical representation of 

a raw form of the domain knowledge. Such logical representation 

is of limited value in describing the real nature of domain 

knowledge. Hence we transform it into an adequate graphical 

representation, mostly of an arc-node form which is called 
conceptual representation. 

Keywords—Conceptual Mapping; Conceptual Representation; 

Domain knowledge; Wikipedia; Self-regulated learners. 

I. INTRODUCTION 

Domain knowledge exploration is one of key elements for 
learners specially when exploring open sources of knowledge. 
This exploration is not only a natural step for learners wishing 
to acquire new information related to their exploration interest, 
but it’s a gate for adding new perspectives to their current 
knowledge from the wide range of available resources. The 
rapid technological age we are living has made it more 
demanding to develop new approaches and methodologies for 
exploring the knowledge available on the web. This requires a 
proper support for learners when exploring the web especially 
when they only have limited knowledge of a subject domain 
[11]. Learners who depend on online resources are usually self-
regulated learners who need proper guidance. These online 
resources provide a rich and prosperous environment, but if not 
well managed learners can face a cognitive overload and 
distraction [13]. 

One of the online resources that are already available to 
help users get introductory information about specific domain 
is Wikipedia; Wikipedia is an online encyclopedia with around 
30 million articles in 286 languages [22]. It’s written 
collaboratively by volunteers around the word. Wikipedia has 
become very popular on the internet, with 365 million readers 
worldwide and ranked sixth among all worldwide websites. 
Wikipedia is available in a hypertext mode. The main 
disadvantage of Wikipedia that when navigating through its 
links each link takes the user to a different context far from the 

main idea being explored. As a result, there is no clear linkage 
between each topic and other external topics that could be of 
great importance to the reader. However the main power of 
Wikipedia is in containing a vast amount of concepts.  

The open nature of Wikipedia raised concerns regarding the 
quality and consistent of information. These concerns led to an 
investigation conducted by Nature journal that showed that 
science articles have a very close accuracy rate to that of 
Encyclopedia Britannica [22]. Wikipedia articles are loosely 
organized; however any article usually starts with a short 
paragraph that summarizes the main features of an article with 
some definitions and hyperlinks. The scope of this paper 
considers this introductory paragraph of scientific domains 
within the analysis. 

Wikipedia offers two features for navigating across article, 
the first feature is hyperlinks. Hyperlinks are merely an entry 
for other articles that exist in Wikipedia and mentioned by the 
name in the current article. The other feature is Categories [14], 
most users who are interested in finding the relations between 
topics and each other investigate the Wikipedia category tree. 

Wikipedia category trees are arranged in the form of: main 
category>> a number of sub-categorical levels >> Pages. This 
hierarchy is the only arrangement for Wikipedia category tree, 
so an article is placed under another if according to the author 
of the article they are related. These articles may not 
necessarily be having a hierarchal structure according to their 
content modeling. 
However this categorization techniques isn’t efficient enough 
for the following reasons. 

 These categories are arranged by the author’s point of 
view, this means that important articles may not be 
included in a category or vice verse. 

 There is no clear criterion for including topics within 
categories and no provision over the referencing. 

 Categories include entries under different contexts that 
are not explicitly stated, the name of an article is only 
mentioned with no elaboration [14]. 

Wikipedia categories trees are considered the most 
appropriate method for navigating a certain domain of 
knowledge within Wikipedia. Thus Wikipedia Categories are 
the focus of the analysis conducted in this paper.   

http://en.wikipedia.org/wiki/Encyclop%C3%A6dia_Britannica
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Conceptual representation is an area that has been attracting 
researchers recently. As concepts form the base for human’s 
cognition and graphical representation is usually more 
appealing for learners to read and understand, the use of 
graphical representation for concepts to support cognitive 
process has been the core of several studies. Novak defines 
concepts map as a graphical tools for representing knowledge. 
A concept map includes concepts contained in circles or boxes 
of some type. Relationships exist between pairs of concepts; 
these relationships are represented as a link connecting the 
related concepts. On the link the connecting word or phrase is 
placed which indicated the type of the relationship between the 
two concepts [21]. 

 
 
 
 

 

 

 

 

 

Fig. 1. A concept map showing the key features of concept maps. Concept 

maps tend to be read progressing from the top downward [21] 

Our motivation is to benefit from Wikipedia by combining 
the advantage of it along with the advantage of conceptual 
representation. We are proving that using conceptual mapping 
for the analysis and exploration of a certain domain of 
knowledge within Wikipedia provide the user with the ability 
to navigate and explore through concepts, in a manner that 
couldn’t be achieved by normal means. We are also comparing 
the findings with what the current navigational method of 
Wikipedia Provide, to show the potential that conceptual 
representation adds to the navigational and representation 
capabilities of Wikipedia. 

II. RELATED WORK 

The process of learning in a self-regulated manner is 
challenging as the learner can find himself overwhelmed with a 
flow of information in several directions and in many fields. 
The increased volume of knowledge, particularly when related 
to many fields makes the cognitive process more difficult to 
manage. As a result, the need for an adequate cognitive tool 
that allows users to easily construct their growing knowledge 
schema and navigate through large amount of available online 
resources become very demanding. 

Knowledge based work demands ways of externally 
representing knowledge to complement the memory’s 
functions. As a result, the idea of using concept maps in 
education was introduced. Conceptual mapping has a long 
history with education; early research in this field was 
conducted in [4]. They invented concept mapping technique to 
follow and understand changes in children's knowledge of 
science. Depending on the learning psychology of David 

Ausubel, that learning takes place by incorporating new 
concepts with existing concepts in the learner brain and 
generating relationship between them to make it easier for 
information to be memorized and retrieved when needed. This 
is known as “individual's cognitive structure”. This idea was 
the basis for a lot of research especially in teaching, learning 
and assessment. 

Empowering concepts mapping by incorporating it with the 
power of computers was the focus of several studies. For 
instance [5] suggested the use of advanced computer-based 
concept maps to help students in managing knowledge when 
they cope with the complexity of knowledge and Knowledge 
resources in many domains particularly in resource-based 
learning scenarios.  

Experiments then were conducted to measure the effect of 
using Concept Maps as a knowledge construction tool. One of 
these experiments was conducted on a graduate online course 
[6]. In this course students were asked to construct a Concept 
Maps after reading four texts that are related in topic to one 
another. Students were asked to synthesize their understanding 
of the texts by representing graphically at least fifteen key 
knowledge objects. Overall observations show that students 
generally found the concept mapping activity useful but its full 
potential as a knowledge construction support tool was far 
from optimal. A similar experiment was conducted in [7], in 
which students were asked to study issues from their everyday 
life in a self-regulated way. Then the issues were organized and 
simulated by the cognitive approach with the use of computer-
based conceptual mapping software. 

The association of concepts to improve domain knowledge 
exploration is proposed in [11], in which a methodology that 
makes use of concepts association bank is introduced. This 
bank is used then to recommend new concepts within certain 
subject domain to knowledge explorers. The concepts 
association bank utilities the use of mind map to extracts 
concept associations from collective domain databases.  

Domain knowledge exploration can also be supported 
through the enhancement of knowledge and knowledge 
resources themselves. With the availability of advanced 
computer-based concept-mapping tools, several researchers 
have discussed the potential of using digital concept maps to 
support spatial learning strategies and processes of individual 
knowledge management. In [13] the researchers not only 
showed that digital concept maps can support knowledge 
management and learning strategies, but  he also showed that 
these tools can be used to represent content knowledge about a 
domain, as well as knowledge resources. 

Representation and visualization of knowledge is another 
issue that faces self-regulated learners and knowledge 
explorers. One of the contributions of Concept Maps that they 
depend on the visual perspective of the receiver as the 
cognitive process becomes easier when concepts are plotted 
out in the form of map. However, this same property could 
result in a distortion as maps can get more and more complex 
due to the amount of information and concepts contained. For 
that reason visualization of concept maps and knowledge 
domain has become a challenge and a rich field for research. 
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A survey was conducted by [8] on visualization techniques 
of knowledge domains. The importance of this research that it 
doesn’t only list previous work but it introduces bibliographic 
data set. This dataset includes articles from the citation 
analysis, bibliometrics, semantics, and visualization literatures. 
It applied different visualization techniques on the dataset and 
compared the results.  

Also one of the interesting visualization of conceptual 
information space techniques is that discussed in [9]. It used 
the infolead technology to navigate a large number of web 
pages simultaneously in a 3D visual presentation. The research 
in this area is still open and evolving the main goal is how to 
make the interaction between the human and the machine more 
flexible and simulate the way the human brain works.  

This is what led University of Wisconsin-Madison to adopt 
the project of CoMPASS (Concept Mapped Project-based 
Activity Scaffolding System) [1]. The CoMPASS is a 
hypertext system that uses two representations (concept maps 
and text) to enable multiple passes through the same material 
and to support inquiry and learning. The CoMPASS hypertext 
is used to help students generate ideas and learn about science 
concepts that will help them to solve their design challenges. 
Based on this system a study was made on middle school 
students [10]. The study showed that students who used the 
map version of the software their navigation was more focused 
and did better in the conceptual map and the essay test. 

A. But how conceptual maps can be constructed?   

Two main approaches have been suggested in [15] and [16] 
for producing conceptual maps. The first approach is a text-
based approach [15]. As the name states text-based maps are 
generated closely related to certain piece of text. It is based on 
text-charting and Rhetorical Structure Theory (RST) and it’s 
done in several stages.  Starting with taking notes and 
summarizes of the text, Then a text charting is done on the text 
while considering the RST of the text to produce an initial 
map. The final stage results in the final concept map in which 
concepts and relationships between them is identified and 
plotted. 

 A method was suggested in [12] to facilitate the process of 
producing a text-based concept map; it is called Text-to- 
conceptual representation. The aim of this method is to 
facilitate the transformation of text-based information into a 
graphical arc-node conceptual representation. Traditionally the 
graphical conceptual representation was done directly while 
extracting concepts from a piece of text. So the conceptual map 
is being drawn while reading a piece of text. This required 
several re-correction and re-formulation and also makes it 
harder for users to trace back concepts in the map to the 
original text. Once the map is plotted there is no way to 
identify where each specific concept is extracted from. As the 
user depend only on his memory and brain to organized and 
extract the concepts without recording why and how he draw 
the map in this certain way. 

Text-to- conceptual representation allowed for enriching 
the conceptual representation process.  
The conceptual outline extraction is done in a table of the 
following form. 

TABLE I. TEXT TO CONCEPTUAL REPS CONVERSION – TEMPLATE [12]. 

Original 

text 

Conceptual 

Outline 

Complementary 

Info 

Media  

Assets 

Supplementary 

Info 

 
   

  

 Original text: Sentence by sentence of the original text 
is placed in this column. The original text is placed 
here without change. 

 Conceptual outline: In this section the conceptual 
outline is extracted and placed. It is extracted in the 
form of <Concept> predicate <Concept>. 

 Complementary Info: This section contains any further 
information not expressed in the conceptual outline. 
This information is seen by the user as complementary 
and he can always go back to it for enhancing the 
understanding of the conceptual map. 

 Media Assets: This column for any media (images, 
video) asset extracted from the text and adds to the 
understanding of it. 

 Supplementary Info: any external information from 
sources other than the text in hand is added in this 
column. 

As noticed from the above explanation of each column role 
in the creation of conceptual representation, the conceptual 
outline is recorded in this table. This recording allows the users 
to trace what they drew on the map back to the text. And also 
determine the origin of each concept from the text.  

The other approach is domain-based approach; this 
approach is discussed in [16]. As our thoughts not always 
expressed in linguistic form; the domain-based approach is 
used in representing non-linguistic acquired knowledge. 
Although there is no specific definition for this approach, some 
main features that characterize this type of representation can 
be found in [16]. 

 It should cover the main attributes and features of 
certain domain of knowledge. 

 It is not specifically related to certain cognitive 
schema. 

 It is not specific to certain piece of text; it’s a text free 
representation. 

 The developed domain map should be of minimal 
representation and yet captures the main features of a 
domain. 

 Graphical and visual icons can be used to describe the 
dynamics of certain domain of knowledge. 

 The produced domain map should be incontestable to 
experts in the same domain.   

The analysis of Wikipedia in this paper is done using text-
based approach. However the resulting conceptual maps can be 
considered a domain map as explained below in the proposed 
method. 

III. PROPOSED METHOD 
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Fig. 2. Proposed method for analyzing Wikipedia domains 

Although the use of conceptual maps to support self-
regulated learners and to improve the navigation and 
exploration capabilities for learners has been addressed in 
several researches, the use of conceptual maps hasn’t been 
applied before on this type of encyclopedic knowledge. 
Therefore it was necessarily to develop a new methodology to 
demonstrate how concept maps can add significantly to the 
representation and navigation process through encyclopedic 
domains of knowledge. The stages of the proposed 
methodology shown in Fig.2 the details of each stage are 
discussed below. 
Selection of certain domain of knowledge 

In this analysis the focus is scientific domains. Three 
domains were selected for the analysis, the criteria suggested 
for specifying domains is as follow: The first subject domain 
selected is a single subject single discipline, the second one is 
single subject multiple disciplines, the third one is a multiple 
subjects multiple disciplines.  

Selecting a topic within a domain to be the scoop and context 

of the analysis 
Within each domain a context should be stated clearly 

while navigating through Wikipedia. Such context makes it 
easier to judge on which concepts to include and which not in 
the analysis. This makes the domain of a manageable size. 
Without clear context so many concepts can be included which 
makes the analysis a daunting task. As when the chosen topic 
is subject group or principle subject, the navigated domain 
becomes so wide and harder to analyze and investigate. 

Search Wikipedia for that topic’s category tree 
Each selected domain is searched in Wikipedia to extract 

the corresponding category tree of that domain. This extraction 
is simply done by finding the context related upper and lower 
categories of the selected topic along with any related pages 
within the categories’ hierarchy. Categories or pages that are 
related to our context are included in the analysis that is done 
on the next phase. This relatedness is judged by the help of the 
experts in each domain. 

Perform text analysis on the articles from Wikipedia category 

tree. 
The text analysis performed on Wikipedia category tree 

articles is a text-based analysis done by Text-to- conceptual 
representation method mentioned above. 

Mapping the conceptual outline  
The produced conceptual outline from the previous stage is 

transformed into a conceptual map. The produced map is called 
Domain-map based on text-analysis (DMT).  

Apply visualization techniques 
It’s widely known that when conceptual maps get larger in 

the number of displayed concepts and relationships, they began 
to look cluttered and more difficult to read. Another dimension 
of our research was to propose a method for the displaying of 
such large and nested maps. This leads us to the final stage of 
applying the visualization techniques. Visualization techniques 
are applied on the DMT map produced from the previous stage. 
These techniques are suggested to improve the visualization of 
the produced DMT map. In order to facilitate the exploration of 
such large and entangled maps an organization is of the map is 
proposed. The organization result in a 4 layers of the same 
map. These 4 layers end with the “Top cluster Level”.   

Layer4: is the bottom layer, this layer contains the DMT 
map as it is in its original form. 

Layer3: in the 3rd layer, concepts are arranged according 
to their topical classifications. According to [18] topical 
classification is abstract structured spaces for arranging 
material spaces in which material or immaterial objects can get 
a location. Such immaterial objects can be concepts of certain 
domain or discipline or generally subjects of documents that 
are abstractly taken as information units. In this layer the 
relationships that join the concepts remain apparent. 

Layer2: the resulting map from layer3 is displayed but the 
relationships are removed. This allows the user to concentrate 
on the concepts and see them without the interference of the 
relationships. 

Layer1: the cluster layer, in this layer concepts are 
grouped into clusters with the header of each cluster is shown 
in the top of the class. Each cluster is about certain topic, the 
header is the main concept and the rest of the cluster is the 
concepts that are nesting from this main concept. 
Domain Expert support 

In all of the three explored domains experts supported the 
analysis  in two main steps. Experts help essentially in 
reviewing the extracted Wikipedia category tree and the 
produced DMT map. In case of the category tree, evaluating 
the extracted map can cause the addition or removal of any 
concepts to the map according to their relatedness to the 
context in hand. In the case of the DMT map, they help in the 
comparison with the original category map.  

It’s been found according to the experts’ provided support 
that the produced conceptual map can be considered a 
reasonable domain map. The analysis starts with text-based 
approach for the articles extracted from Wikipedia category 
trees and ends with producing a domain map that satisfies the 
domain map characteristics mentioned earlier. This solves an 
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important issue regarding the creation of domain maps that 
require an expert to create them. So without the need for 
experts a domain map can be obtained through the text created 
by Wikipedia users, the reason for seeking a domain map is 
that these maps captures the main essential features of a 
domain without relying on a certain piece of text. Therefore the 
resulting conceptual map is called Domain-map based on text-
analysis (DMT). 

In each case we are assisted by different expert. In the first 
case the experts are teacher assistants and the authors of this 
work who work in the faculty of computers and information 
systems. In the second case the expert support is given by a 
domain map created in [23]. This map was created as teaching 
aid in the course of “introductory to signal processing”. In the 
final case the expert support is the category tree extracted from 
EduTechwiki. EduTechWiki is concerned with Educational 
Technology and related fields and hosted by TECFA - an 
educational technology research and teaching unit at University 
of Geneva. EdutechWiki is a resource for educational 
technology teaching and research. It also provide some 
(technical) tutorials for self-learners that or to be used in 
classes around the world [20]. EduTechWiki is organized in 
the same manner as Wikipedia, it include categories and sub-
categories. As noted from the above experts are not necessarily 
human experts. The support can be given by a map or a 
reaserach conducted by some expert in certain domain. They 
act as experts by helping the analysist of this work to evaluate 
the results in comparison to artifacts in hands. 

IV. RESULTS AND DISCUSSION 

In this section the proposed method is applied on three 
cases, these three cases are discussed below.  

A. Relational Database model case 

1) Stage one: Selection of certain domain of 

knowledge  
The domain selected in the first case is Database; there are 

two main reasons for choosing this domain. First this domain 
satisfies the predefined criteria in which database is 
considered a single subject, single principle domain 

The other reason is that the authors of this work are 
professors and teacher assistant in the faculty of computers 
and information systems in the Information system 
department, and so considered experts in this area. We also 
consulted with another teacher assistant in the same 
department. 

2) Stage two: Selecting on a topic within a domain 

to be the scoop and context of the analysis 
For our analysis we selected relational database model [24] 

to be the context of this case. 

3) Stage three: Search Wikipedia for that topic 

category tree 

According to Wikipedia Relational Database model 
category tree is as shown in Fig.3.  

 

 

 

 

Fig. 3. Wikipedia Relational model Category tree 

4) Stage four: Perform text analysis on the articles 

from the category tree 
Below is sample of the text analysis done on the Relational 

Database model article. 
 
TABLE 2. TEXT TO CONCEPTUAL REPRESENTATION OF RELATIONAL DATABASE 

MODEL ARTICLE 

Relational model Article analysis 

Original text 
Conceptu

al Outline 

Complemen

tary Info 

Media 

Assets 

The relational 

model for database man

agement is a database 

model based on first-

order predicate logic, 

first formulated and 

proposed in 1969 

by Edgar F. Codd.[1][2] 

<Relation

al 

model> is 

a <DB 

model> 

  

In the relational model 

of a database, all data is 

represented in terms 

of tuples, grouped 

into relations 

<Relation

al 

model> 

represent 

data in 

<Tuples> 

grouped 

into 

<relations

> 

 

 

A database organized in 

terms of the relational 

model is a relational 

database. 

<relation

al DB> 

organized 

according 

to 

<Relation

al 

model> 

 

 

The purpose of the 

relational model is to 

provide 

a declarative method for 

specifying data and 

queries 

<relation

al 

model> is 

a 

<declarati

ve 

method> 

for 

<data> 

 

 

http://tecfa.unige.ch/
http://edutechwiki.unige.ch/en/Educational_technology
http://edutechwiki.unige.ch/en/Educational_technology
http://en.wikipedia.org/wiki/Database
http://en.wikipedia.org/wiki/Database_model
http://en.wikipedia.org/wiki/Database_model
http://en.wikipedia.org/wiki/First-order_logic
http://en.wikipedia.org/wiki/First-order_logic
http://en.wikipedia.org/wiki/Edgar_F._Codd
http://en.wikipedia.org/wiki/Relational_model#cite_note-0
http://en.wikipedia.org/wiki/Relational_model#cite_note-0
http://en.wikipedia.org/wiki/Tuple
http://en.wikipedia.org/wiki/Relation_(database)
http://en.wikipedia.org/wiki/Relational_database
http://en.wikipedia.org/wiki/Relational_database
http://en.wikipedia.org/wiki/Declarative_programming
http://en.wikipedia.org/w/index.php?title=File:Relational_Model.svg&page=1
http://en.wikipedia.org/wiki/File:Relational_key.png
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and 

<queries> 

users directly state what 

information the database 

contains and what 

information they want 

from it, and let the 

database management 

system software take 

care of describing data 

structures for storing the 

data and retrieval 

procedures for 

answering queries 

<DBMS> 

describe 

<Data 

Structure

> for 

<sorting> 

and 

<retrieval

> of 

<data> 

Users use 

DBMS to 

state what 

should be 

contained 

in the 

Database 

and what is 

the type of 

information 

they want 

to retrieve 

from it 

 

Most implementations 

of the relational model 

use the SQL data 

definition and query 

language 

<relation

al 

model> 

implemen

ted by 

<Sql 

DD> and 

<Query 

Language

> 

 

 

However, SQL 

databases, including 

DB2, deviate from the 

relational model in 

many details; Codd 

fiercely argued against 

deviations that 

compromise the original 

principles 

 

Another 

type of Sql 

Databases 

is DB2 that 

is 

considered 

a deviation 

from the 

relational 

model 

 

 

5) Stage Five: Mapping the conceptual outline  
This process includes transforming the conceptual outline 

from the previous stage into a conceptual representation. The 
produced map from this stage is showed below for the 
relational model case, only a snap shot is shown below due to 
the size of the map. 
Layer 4: 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 4. Layer4 map, Conceptual representation of Relational model case 

(DMT map) 

I. Stage Six: Apply visualization techniques 

 
Layer 3: 

 

 

Fig. 5. Layer3 map, DMT map arranged according to concepts topical 

classifications 

Layer 2: 
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Fig. 6. Layer2 map, DMT map arranged according to concepts object 
classifications without relationships 

 Layer 1: 

 

 

Fig. 7. Layer1 map, DMT map arranged into clusters of topics 

Domain analysis:  

Wikipedia category Tree:  

Wikipedia Categories are arranged in a hierarchy which 
could lead to misleading information about what is related to 
what. For ex: in Fig.3, topic “RDBMS” is placed under 
“Relational model” as a subsidiary of it, while it’s supposed to 
go under “DBMS” which is a software to implement and 
maintain Database. Note that “DBMS” along with “Database” 
form “Database system” which is in a higher level than 
“Relational model” in the Database hierarchy tree. 

 An example of the misplacing of concepts under 
different categories. For ex: the topic “Week entity” 
exists while the “Entity Relationship diagram” that 
describes week entities and other types of entities isn’t 
included. 

 Some entries are placed under different contexts as in 
mentioning “Relational Algebra” and “Relational 
calculus”; these two topics form a theoretical 
foundation for query languages. A context where they 
are mentioned is usually when we are talking about 
Query Languages and the power of using them with 
“Relational Database”. Other topics take us to different 
contexts like “Week entities” topic that is concerned 
with the establishment of a database schema.  

 Fig.3 contains the topic “Relational Data mining”, this 
topic describes a data mining technique applied on 
relational database; it must be place under “Data 
mining” category for those interested in data mining 
and its techniques. This is evidence that there is no 
clear criterion for including topics within categories. 

The Resulting DMT maps: The maps produced by the 
proposed method shows significantly the difference between 
Wikipedia representation of domain knowledge and between 
the resulting conceptual representations. Even though our 
representation began by the analysis for articles from 
Wikipedia category tree and not from other sources, the results 
show wider views and interconnectivity between concepts 
within a domain.  

The resulting cluster map in Fig.7 shows a variety of topics 
inside Relational model domain. For instance, Entity 
relationship diagram (ERD) that contains different types of 
entities including normal entities and week entities and the type 
of relationships between these entities are described clearly. 
Such information didn’t appear in the original Category tree 
map, only mentioning week entity article as a page within the 
relational model category. Note that ERD is an essential 
concept in the creation and development of any relational 
database model. Fig.7 also contains the different types of 
Database objects, database models, query languages and 
concepts of normalization and denormalization. The different 
operations allowed by relational algebra and relational calculus 
are also placed in the map in Fig.7. 

The Role of domain expert support: proving how well 
domain knowledge is represented is judged by the domain 
expert. Experts also help analyzing the included topics on both 
the category tree and the resulting DMT map. As explained 
above the resulting conceptual DMT maps provide a much 
more comprehensive view for the domain in hand. Also the 
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relationships between the concepts are much easier to locate 
and understand. 

In this case the evaluation process of Wikipedia category 
tree resulted in exluding some article like Relational data 
mining, Relver and other unrelated concepts. 

B.   Simple Harmonic motion case 

The scope of the second case is Simple Harmonic Motion 
(SHM). SHM is a single subject, multiple disciplines. The 
concept of SHM is related to several areas; it’s used in Physics, 
in mechanics, in engineering. It’s also involved in so many 
dynamical systems for ex: “Pendulums”, “mass-spring”. And 
it’s related to other motions like Circular motion. In the 
analysis of this case the expert support is a SHM map (expert 
map [23]) Fig.8. 

after searching for SHM in Wikipedia, the extracted 
category tree is drawn as in Fig.9.  

Then guided by the expert map the first category tree is 
expanded in which we searched Wikipedia for topics that exist 
in the expert map and add these articles to the first extracted 
category tree Fig.10. After applying all the six stages of our 
proposed method the resulting DMT map in the form of 
clusters (Layer 1) is then drawn in Fig.11. 

Domain analysis: 
Wikipedia category tree: For any user investigating SHM 
topic, the first category tree Fig.9 is what he will find in 
Wikipedia. This shows the difference between a map truly 
describing the domain and what users who don’t have enough 
knowledge will find. 

In the expanded category tree in Fig.11 it included 
important articles like, oscillation, waveform, amplitude, 
damping, sine wave, circular motion, spring pendulum and 
pendulum. This shows the deficiency of navigating Wikipedia 
without previous knowledge in a domain. Without the guide 
map such articles that are according to the guide map form a 
very important aspects of SHM topic wouldn’t been reached. 
For users who are reading for the first time about SHM, these 
topics will look like any other topic on mechanics category 
that contains over 200 categories, sub-categories and hundreds 
of pages under these categories. 

 Wikipedia categorization trees have ad hoc 
organization of topics insufficient to fully and 
satisfactory characterize a domain. For ex: topic like 
“Oscillations” is categorized in the same level with 
classical mechanics, and treated as a topic of higher 
level than SHM. While in fact oscillation is one of the 
behavioral features that describe SHM it is part of it. 

 Concepts that are supposed to be linked to each other 
appear here as separate entities not related in the 
Wikipedia category tree. For ex: dynamical systems 
that contains systems such as “Mass-spring”, 
“Pendulums”, and “spring pendulums”.  

 When searching for concepts related to engineering 
and SHM, the only results are instruments related to 
the control part of engineering and not the motion.Even 
when searching for the two concepts together 

“Pendulum+ dynamical systems” although the 
pendulum concept exist in “dynamical system” it 
didn’t show in the results and didn’t reflect in the 
category tree of them together. 

 Also the steady state and transient states of system 
behavioral features exist under different categories far 
from SHM 

The Resulting DMT maps: This classification shows the 
domain of SHM in a more detailed and clearer representation. 
It specifies the natural phenomenon’s affecting any system 
under motion like (frequency, gravity, oscillation), different 
types of dynamical systems that are subject to motion like 
(springs, pendulums, oscillators), different types of periodic 
motion like (cicular motion, SHM, molecular motion), 
damping and their types that affects the motion of dynamical 
systems and the states these systems can be under. 

The resulting conceptual maps don’t simply list the 
concepts, but they also arrange them and specify the type or 
relationships between them. This shows the importance of the 
conceptual representation in detecting concepts that are highly 
related to the domain and yet are not included or included in 
ambiguous way.  

The role of domain expert support: The first category map in 
Fig.9 shows that normal users will only find articles about 
simple harmonic motion, classical mechanics and pendulums. 
It is almost impossible for users with no knowledge about the 
domain to find the rest of the topics that acquired by using the 
expert map in Fig.8.  

 

Fig. 8. SHM guide map, created by domain expert 
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Fig. 9. Wikipedia SHM Category tree 

 

 

Fig. 10. SHM Category based on SHM Guide map in whole of Wikipedia 

 

Fig. 11. Layer1 map, DMT map arranged into clusters of topics 

C. Cognitive support tools 

The third case is Cognitive support topic. Following same 
selection criteria as done on the previous 2 cases, this case is a 
multiple subjects, multiple disciplines. The selected topic 
within cognitive support domain is cognitive support tools.  

When searching for this topic ‘cognitive tools’ in 
Wikipedia, this topic wasn’t found in Wikipedia, not even the 
topic ‘cognitive support’. In this case, the expert support that 
will guide the search in Wikipedia is EduTechWiki [19]. 
Guided by category tree of EdutectWiki map in Fig.12 a search 
is conducted in Wikipedia for finding topics that matches those 
in Fig.12. The resulting Wikipedia category tree for cognitive 
support tools is drawn in Fig.13. Although the main concept 
‘cognitive tool’ doesn’t exist in Wikipedia, some of the articles 
in EduTechWiki category tree exist in Wikipedia but under 
different categories. After applying all the six stages of the 
proposed method the resulting DMT map in the form of 
clusters (Layer 1) is drawn in Fig.14. 

Domain analysis: 
Wikipedia category tree:  Same issues regarding the 
organization of Wikipedia categories can be seen in this case 
too. Fig.19 shows that concepts that are related to cognitive 
tools appear here to be scattered all over Wikipedia under 
different categories. Only few articles seem to have some sort 
of a connection as Note taking, Mind map and Concept map, 
Instructional scaffolding and Note taking. 

The Resulting DMT maps:  Although the concepts of Cognitive 
tools and cognitive support are not explicitly mentioned in the 
articles extracted from Wikipedia but after clustering these 
concepts start to surface. Cluster like Cognitive skills include 
concepts that describes cognition and skills acquired by the 
brain. Also the Cognitive support cluster shows type of support 
that can be given to learners in order to support the cognitive 
skills. It also shows the type of mental processes and functions 
that human brain is capable of.  

The cognitive tools cluster is a group of the cognitive tools 
that can support the cognitive process performed by the brain. 
Some of these tools use visualization techniques like this 
approach in hand ‘conceptual map’, so another cluster appears 
that include some of the visualization features used in the 
cognitive process. 
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Fig. 12. EduTechWiki cognitive tools category tree 

 

Fig. 13. Wikipedia category tree of Cognitive support tools 

 

Fig. 14. Layer1 map, DMT map arranged into clusters of topics 

Also a new tool like argument map and Knowledge 
integration map weren’t mentioned in the EduTechwiki 
category tree. But it appeared in the conceptual analysis of the 
articles as tools that support the cognitive process. 

The Role of domain Expert: This topic in particular is very 
important in this analysis, as the topic in hand doesn’t exist in 
Wikipedia as a topic. Obviously this is a dead end for any 
knowledge explorer who would simply stop searching. 
Although cognitive tools are not explicitly stated in Wikipedia 
but several tools are mentioned under different categories. 
Guided by the Edutechwiki category tree the resulting DMT 
map shows the topic in a clear way with concepts didn’t appear 
in the original category tree. 

V. CONCLUSION AND FUTURE WORK 

In this paper a new methodology is introduced for 
representing and navigating online encyclopedic knowledge 
using conceptual representation. This methodology combined 
the two approaches of creating conceptual maps, starting with 
text-analysis of Wikipedia articles to end up with a 
comprehensive domain map of the analyzed domains of 
knowledge. The support of experts is essential in evaluating the 
produced results and they specially  helped in comparing 
between the initial Wikipedia category tree map and the 
resulting DMT map. 

The resulting DMT maps showed unarguable results in 
describing domains of knowledge in a way that Wikipedia 
couldn’t achieve before. This leads to better understanding of a 
domain and a better navigation across different concepts within 
the same domain. Users initially get lost by the amount of 
articles within each category those are not necessarily related 
to the domain and limited by the navigational approaches 
offered by Wikipedia which are hyperlinks and categories. By 
representing a domain in a conceptual map, the whole domain 
is plotted in a single map that a user can zoom in and out and 
choose which concepts to view and which not.  

This research can be extended in the future by placing the 
produced conceptual DMT maps as a front end for Wikipedia 
users, these maps won’t replace the original text but they will 
act as a navigational gate for the domain underlying these 
maps. Users can choose at any point to navigate further down 
and read the details that exist in each article. Users will also be 
able to add concepts to the map and edit it the way Wikipedia 
offers now, so users themselves will be able to see the domain 
map and decide what is missing or what can be added.  

The focus of this paper was on scientific domains, this 
research can be experimented on other domains to measure 
how effective the proposed method can be with other domains. 
The proposed method can also be used to classify and 
determine the nature of wikipedia different domains. 
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Abstract—Before using remote data sources, or those from 

external organisations, it is important to establish if the source is 

fit for purpose. We have developed an approach to automatic 

sensor data annotation and visualisation that evaluates overall 

sensor network performance and data quality. The CSIRO’s 

South Esk hydrological sensor web combines data related to 

water management from five different organisations, which 

provides a suitable platform to explore the issues of reliability 

and uncertainty. An environmental gridded surface is generated 

based on the observations and evaluations of quality and 
reliability of the sensor node provider. 

Keywords—Dynamic Visualisation; Sensor Web; Weather 

Station; Time Series Catalogue; Interpolated 3D Surface. 

I. INTRODUCTION 

Given the high cost of hardware, technical overhead, and 
significant maintenance required by environmental sensor 
networks there has been a shift towards sharing of data to 
distribute the load on organisations. Sensor data must be 
provided through means that promote re-use [1]. Standards 
such as Sensor Web Enablement from the Open Geospatial 
Consortium (OGC) [2] encourage sensor data interoperability. 
Web and cloud services assist with distributed data storage and 
public accessibility. However, these approaches do not provide 
assurances of the reliability and data quality of a sensor web.  

Due to an improvement in the transparency of recent sensor 
network and communication technologies, the uncertainty 
associated with environmental sensor webs is becoming 
increasingly evident. This uncertainty is commonly associated 
with the limited availability of data (spatially and temporally) 
and/or the poor quality of the available data. The sensors are 
often deployed unattended in harsh operational environments. 
The external causes of sensor uncertainty include their 
operation under extreme conditions, calibration drift, and bio-
fouling. In addition, sensor nodes are subject to 
communication, software, electronic, and battery failures.  

Next generation environmental monitoring, natural 
resource management and related forecast-based decision 
support systems are becoming increasingly dependent on web-
based data integration of large scale sensor networks. This 
integration requires different forms of pre-processing, 
including accumulation and harmonization. Automating the 
verification of the quality of the individual sources is essential 
to build trust in the users of these systems. A tool to analyse 
and visualise the uncertainty of data sources is required to 
determine whether the sources are complementary for the 
purpose of integration [3]. 

We have designed and developed an adaptive tool for 
analysis and visualisation of the South Esk hydrological sensor 
web around a general theme of geographical location 
information. Near real-time analysis of sensors was performed 
in relation to the quality and availability of its data. Data 
cleansing and imputation techniques were also applied 
according to the weather station manufacturer’s sensor 
specifications and attribute value range validations using well 
defined hydrological knowledgebase. Finally this study 
estimated and visualized a dynamic 3D surface map of the 
South Esk region based upon available environment data. 

II. RELATED WORK 

Automated assessment of sensor data has been explored in 
the marine domain to provide quality flags for data consumers 
[4]. 

There has been some attempt to quantify the reliability of a 
wireless sensor network. Most often the reliability analysis is 
performed with a probability graph [5] and include measures of 
factors such as fault diagnoses, analysis and recovery. Purohit 
et al. [6] modeled the hardware and software modules of a 
wireless sensor network as a series-parallel structure using a 
reliability block diagram approach. The problem can also be 
decomposed into sub-problems using a physical model to align 
with the dynamic nature of a sensor network [7].  
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Fig. 1. The Google Maps™ pane presents a federated view of near real-time sensor data from the different sensor networks operating in the South Esk catchment 

(different colours correspond to sensors from different agencies). 

III. THE SOUTH ESK HYDROLOGICAL SENSOR WEB 

A. The Sensor Network 

   The Sensor Web is an advanced spatial data infrastructure 
in which different sensor assets can be combined to create a 
sensing macro-instrument. This macro-instrument can be 
instantiated in many ways to achieve multi-modal observations 
across different spatial and temporal scales.  

CSIRO is investigating how emerging standards and 
specifications for Sensor Web Enablement can be applied to 
the hydrological domain. To this end, CSIRO has implemented 
a Hydrological Sensor Web in the South Esk river catchment in 
NE Tasmania (Figure 1). The South Esk river catchment was 
chosen because of its size (3350 square kilometers, large 

enough to show up differences in catchment response to 
rainfall events), spatial variability in climate (an approximate 
800mm range in average annual rainfall across the catchment), 
variable nature of seasonal flow, and relatively high level of 
instrumentation.  

This is made possible by re-publishing near real-time 
sensor data provided by the Bureau of Meteorology (BoM), 
Hydro Tasmania, Tasmania Department of Primary Industries, 
Parks, Wildlife and Environment (DPIPWE), Forestry 
Tasmania and CSIRO via a standard web service interface 
(Sensor Observation Service) developed by the Open 
Geospatial Consortium (OGC). The specific SOS 
implementation was developed by the 52° North Initiative. 
Enhanced situational awareness of the catchment is gained by 
exposing sensor data via standard web service interfaces [8].  
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Fig. 2. Three dimensional map based on South Esk catchment topography data. Distributed sensor nodes locations are represented in dark blue. 

B. Coordinate System 

The South Esk sensor web covers an approximately 95 km 
× 220 km rectangular region. It covers a latitude range between 
40.5°S and 43.5°S and a longitude range between 145°E and 
148.5°E.  

Part of the study involved developing a South Esk Data 
Service Tool, which generates visualizations such as Figure 2. 
In this figure, the South Esk catchment is depicted as a 3D 
surface based on patched elevation data. The whole region was 
mapped as a gridded rectangle where each cell represents a 
5km × 5 km region. The physical locations of the weather 
station sensor nodes are visible as blue marks on the 3D 
surface.  

C. Weather Stations 

A small number of RIMCO 7499 tipping bucket rain 
gauges are operated by BoM in their weather stations. 

Vaisala automatic weather stations made up the majority of 
the sensor network. 

 

 

 

TABLE I.  METEOROLOGICAL SENSORS IN THE SOUTH ESK 

SENSOR WEB 

Sensor Phenomenon Method Data Validity 

Range 

Vaisala 

WMT52 

Wind speed Ultrasound 0 – 60  

metres per second 

Vaisala 

WM30 

Wind speed Ultrasound 0.5 – 60  

metres per second 

Vaisala 

RAINCAP 

Precipitation Acoustic 

impact of 

rain drops 

0 – 200  

millimetres per 

hour 

RIMCO 

7499 

Precipitation Tipping 

bucket 

0.2  

millimetre bucket 

Vaisala 

HMP45A 

Humidity Glass 

substrate 

-40 - +60  

degrees Celcius 

Vaisala 

HMP45A 

Temperature Passive 

thermocouple 

0.8 – 100%  

relative humidity 

RIMCO 

EQ08 & 

EQ08E 

Total Global 

Radiation 

Pyrano-

Albedometer 

0 – 2000  

watts per square 

metre 

RIMCO 

EP 16 & 

EP 16E 

Upward/Downward 

Solar Radiation 

Dual head  

(as above) 

0 – 1400  

watts per square 

metre 

RIMCO  

Middleton 

SK08 

Solar Radiation Pyranometer 

plane surface 

0 – 20000  

watts per square 

metre  

 
The Vaisala weather transmitter (WXT520) measures 

phenomena including barometric 
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Fig. 3. Node based data availability for the South Esk sensor web. Darker node represents higher data availability with low uncertainty. 

pressure, humidity, precipitation, temperature and wind 
speed.  

Table 1 lists the sensors available in the South Esk 
including their valid data ranges. The valid measuring ranges 
were used later for dynamic data filtering purposes. 

IV. SENSOR WEB VISUALISATION 

A facility to query near real-time status updates from 
individual nodes in the sensor network was developed. The 
resulting system, the Timeseries Catalog, uses the available 
web services for this purpose. 

For the visualisation study, we focused on five phenomena: 

 temperature 

 relative humidity 

 rainfall 

 solar radiation 

 wind speed 

The observations of these phenomena were acquired from 
the 40 sensor nodes in the South Esk hydrological sensor web. 
A data service was developed to search, extract and download 

time series using the Timeseries Catalog hypertext transfer 
protocol [9]. 

A. South Esk Data Service Tool 

Figure 4 shows a sample from the data visualisation tool 
developed for this study, the South Esk Data Service Tool 
graphical user interface. Initially a coloured marker was placed 
on the exact location of the selected site, projected on the two 
dimensional coordinate system. The main features of this tool 
include display of: 

 data availability from sites 

 environmental observations 

 pre-processed time series 

 3D surface visualisation   

Time series visualisation and 3D gridded environmental 
surface visualisation was based on average daily values [10]. 
Three-dimensional surface visualisation was based on available 
patched point sensor node data. In reality some the sensor 
nodes not providing valid data at any given time were marked 
as red dot on the surface visualisation. 
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Fig. 4. Data visualisation tool developed for this study. Recorded time series and interpolated time series with missing values for complete visualisation. 

B. Node Data Filtering 

Pre-processing the downloaded time series was an 
important feature due to the uncertainty associated with data 
availability. Individual time series were identified according to 
the name of the selected site and environmental phenomena. 
The full time series were available since the beginning of 
deployment. Missing values are an unfortunate reality of nodes 
operating in remote, harsh operational environments and were 
present in these time series. For some sensor nodes, there were 
a number of ±Infinite values. Initially a filter was designed to 
remove all of the ±Infinite values, and replace them with a ‘Not 
a Number’ string to avoid introducing error and maintain the 
full time series length [11]. 

In the next stage of data pre-processing, context based 
filtering was applied. The valid operational ranges provided by 
the sensor manufacturers were used to design individual 
parametric filters. A sensor measuring a particular 
environmental parameter should operate within a well-defined 
range. Hence, any value recorded outside of the operational 
range was treated as invalid data and replaced with a ‘Not a 
Number’ string. Filtered data was stored in a structured array.  

C. Data Availability Visualisation 

A metric of data availability was computed as the ratio of 
the total number of days since a particular sensor was deployed 
and total number of days since a valid data point was produced. 
Data availability varied between 0% and 100%. Figure 3 shows 
the distribution of data availability for the South Esk sensor 
web while representing all nodes historically provided 
humidity data. Darker node means more historical data 
availability from that node. 

A threshold of at least 70% or more of available data was 
applied. For the time series above the threshold, nearest 
neighbour interpolation filled in missing values. If the data 
availability was less than 70%, interpolation was not applied 
and the time series was presented with gaps. Future analysis is 
still possible with incomplete time series, but imputed time 
series are advantageous for the visualisation. This visualisation 
assisted in the comparison of original time series and semantic 
feature based refined and interpolated time series in a 
statistically valid way. Figure 4 contains an example 
comparison between raw and processed time series data 
recorded from a single node. 
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Fig. 5. 3D Gridded Mesh Relative Humidity Surface Visualisation on 19/12/2011. 

 

 
 

Fig. 6. 2D Gridded Mesh Relative Humidity Surface Visualisation on 19/12/2011. 

D. 3D Mesh Surface Visualisation 

The 3D surface visualisation was developed to provide an 
environmental gridded surface from the South Esk sensor web 

data alone. Dynamic data from 40 sensor nodes was combined 
to create a 3D weather surface from cubic interpolation. The 
natural cubic spline is a form of interpolation that uses a 
piecewise polynomial interplant called a spline. The benefit of 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 4, No. 8, 2013 

102 | P a g e  
www.ijacsa.thesai.org 

spline interpolation over polynomial interpolation is that the 
interpolation error can be made small even when using low 
degree polynomials for the spline. Spline interpolation avoids 
the problem of Runge's phenomenon which occurs when 
interpolating between equidistant points with high degree 
polynomials [12].  

For each of the environmental phenomena an individual 
surface was created with a daily surface generated from daily 
averages. Figure 5 shows the interpolated 3D gridded mesh 
relative humidity (%) surface for the entire South Esk sensor 
web. Figure 6 shows the two-dimensional (2D) view of the 
same visualisation. The round markers in red indicate the 
unavailable sensor nodes for that day and green dots markers 
represent nodes that provided valid data. The final surface 
visualisation was created using only available sensor nodes that 
provided valid data.  

E. Dynamic Annotation and Recommendation 

On the basis of data pre-processing, availability and 
interpolation results, a dynamic time series annotation system 
was developed to provide recommendations about the South 
Esk sensor web data. Individual time series were labelled as 
data quality labels, namely {'Excellent Node', 'Good Node', 
'Average Node', 'Poor Node', 'Damaged Node'}. Processed time 
series were stored in a data structure along with 
recommendations.  

Additional statistical features were included in the 
processed data, including the:  

 maximum value of an event and its date 

 minimum value of an event and its date 

 longest missing value segment with corresponding dates 

 maximum number of consecutive days with the least 
data variance.  

 

 

 

Fig. 7. Dynamic Annotation and Recommendation about the sensor network’s node based data quality. 

All of this processed information becomes part of the 
dynamic data annotation system. The purpose of this system is 
to process time series dynamically, annotate, and then provide 
a general data usability recommendation for users of the 
network. The recommendation of the statistical data annotation 
system can then assist researchers to optimize the usage of data 
and significantly increase the overall performance of any 
designed application.  

Individual time series (representing individual sensor node) 
was labeled as one of the categories, namely, “Very Good 
Node (>=90%)”, “Good Node (<90% and >=80%)”, “Average 

Node (<80% and >=65%)”, “Poor Node (<65% and >=50%)” 
and “Damaged Node (<50%)” depending on the values of the 
performance scores. These thresholds were defined according 
to the sensor specification and practical data quality 
experiences. Figure 7 shows the dynamic annotation and 
recommendation about the sensor network’s node based data 
quality. 

This data visualisation based recommendation provides a 
unique service, which also identifies serious issues around 
sensor network data quality and data delivery. The South Esk 
hydrological sensor web is a harsh operating environment 
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involving very difficult terrain  (including a greater than 1500 
metre mountain peak), which adversely affects data acquisition 
and delivery from many areas of the network.  Any 
hydrological application based upon data from this is near 
impossible without evaluations of reliability and data quality.  

V. CONCLUSION 

Sensor webs are macro-instruments for sensing that can be 
used to integrate knowledge for enhanced situational awareness 
in decision support applications. The integration of data from 
large-scale sensor webs into decision support systems requires 
assurances that the complementary data sources are fit for their 
intended purpose.  We have developed the South Esk Data 
Service Tool to analyse and visualise the uncertainty of sensor 
nodes in the South Esk sensor web.  

We have presented a recommendation system that provides 
real-time analysis of data quality and sensor reliability that can 
be visualised and annotated. The sensor web data can be 
interpolated to produce a gridded three dimensional surface of 
climatic variability across the South Esk. In future work we are 
developing new types of analysis for assessing the uncertainty 
of data using historical distributions. We are continuing to 
investigate alternative data imputation methods using the 
spatial context provided by correlated sensor web assets and 
machine learning methods. 

Although this study uses the South Esk sensor web as a use 
case the statistical data annotation, data recommendation and 
sensor web visualisation could be adapted for any sensor 
network in the world. 
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Abstract— In this paper an ensemble of supervised machine 

learning methods has been investigated to virtually and 

dynamically calibrate the cosmic ray sensors measuring area 

wise bulk soil moisture. Main focus of this study was to find an 

alternative to the currently available field calibration method; 

based on expensive and time consuming soil sample collection 

methodology.  Data from the Australian Water Availability 

Project (AWAP) database was used as independent soil moisture 

ground truth and results were compared against the 

conventionally estimated soil moisture using a Hydroinnova 

CRS-1000 cosmic ray probe deployed in Tullochgorum, 

Australia. Prediction performance of a complementary ensemble 

of four supervised estimators, namely Sugano type Adaptive 

Neuro-Fuzzy Inference System (S-ANFIS), Cascade Forward 

Neural Network (CFNN), Elman Neural Network (ENN) and 

Learning Vector Quantization Neural Network (LVQN) was 

evaluated using training and testing paradigms. An AWAP 

trained ensemble of four estimators was able to predict bulk soil 

moisture directly from cosmic ray neutron counts with 94.4% as 

best accuracy. The ensemble approach outperformed the 

individual performances from these networks. This result proved 

that an ensemble machine learning based paradigm could be a 

valuable alternative data driven calibration method for cosmic 

ray sensors against the current expensive and hydrological 

assumption based field calibration method. 

Keywords—Cosmic Ray sensor; Ensemble supervised machine 

learning;   Area wise bulk soil moisture. 

I. COSMOZ DATA AND SYSTEM 

The Australian Cosmic Ray Sensor Soil Moisture 
Monitoring Network (CosmOz) (Figure 1) [1-2] is a near-real 
time continental scale soil moisture monitoring system 
originally inspired by the United States Cosmic-ray Soil 
Moisture Observing System (COSMOS) [3-5]. CosmOz aims 
to test the utility of Hydroinnova CRS-1000 cosmic ray soil 
moisture probes [3] (Figure 2) for water management, water 
information, hydrological process research applications and 
test the feasibility and utility of a national near-real time soil 
moisture measurement network.  

The cosmic ray soil moisture probe measures the neutrons 
released when cosmic rays interact with hydrogen atoms in 
water molecules found in the soil and atmosphere. The number 
of fast neutrons emitted into the atmosphere is inversely 
correlated with soil moisture. Figure 3 shows the fundamental 
principal behind these cosmic ray probes [5-6].  

Data from the Hydroinnova CRS-1000 cosmic ray soil 
moisture probe deployed in the Tullochgorum site in Tasmania, 
Australia was used for this study. It consists of two neutron 
detectors: a bare detector that responds mainly to thermal 
neutrons and a polyethylene-shielded detector that responds 
mainly to epithermal-fast neutrons. Each counter has its own 
high-voltage power supply and a pulse module to analyse the 
signal generated by the neutron detector tube. An Iridium 
satellite modem then transmits the data at one hour time 
intervals to the CosmOz CSIRO data server [7-8].  

 

Fig. 1. CosmOz has already deployed Hydroinnova CRS-1000 cosmic ray 
soil moisture probes at 11 different locations throughout Australia. 

Tullochgorum CosmOz cosmic ray sensors were calibrated 
using soil samples collected around the probe.  Soil moisture 
was measured using the oven-drying method, and area-average 
soil moisture was computed for all samples [9]. Finally the 
average soil moisture content within the footprint of the probe 
was used to convert neutron counts into soil moisture [10-11]. 
Figure 4 shows the rainfall, pressure corrected neutron count 
profile, and conventionally estimated soil moisture profile for 
the period chosen for this study (July 2011 to May 2013) at the 
Tullochgorum site. 

The Intelligent Sensing and Systems Laboratory, CSIRO CCI and the 

Tasmanian node of the Australian Centre for Broadband Innovation are 

assisted by a grant from the Tasmanian Government which is administered by 

the Tasmanian Department of Economic Development, Tourism and the Arts.  
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Fig. 2. The Australian Cosmic Ray Sensor Network‘s Hydroinnova CRS-

1000 cosmic ray soil moisture probe deployed at the Tullochgorum site. 

 

 

Fig. 3. Schematic flow diagram of the fundamental principal behind this 

cosmic ray probes. 

II. CALIBRATION PROBLEM SPACE 

The current field calibration method for cosmic ray sensors 
is significantly time consuming and expensive. For the current 
method, it is also essential to conduct at least two field 
calibrations (dry calibration during summer and wet calibration 
during winter) to complete the minimum requirement for of the 
calibration process. Ideally monthly calibration is required, 
which makes the current calibration process very expensive 
and impractical. Within the current calibration method, 
corrective equations are presently used to nullify the effects of 
universal cosmic radiation, lattice water in soil, pressure and 
humidity. However, there are uncertainties and questions about 
the effectiveness of these calibration equations in order to 
produce real-time accurate soil moisture estimations. The 
process is prone to human error as it is based on limited 
experimental data, hard manual field sampling protocol, and 
theoretical assumptions [1-9].  

 

 

Fig. 4. CosmOz Data from the period July 2011 – May 2013 were used for 

testing and validation for this research study, (a) Daily rain fall, (b) Pressure 

corrected neutron counts, (c) Estimated bulk soil moisture profile for 

Tullochgorum site – converted from pressure corrected neutron count data 

generated by the Hydroinnova CRS-1000 cosmic ray soil moisture probe.. 

The main focus of this study was to investigate the 
possibilities of a complete data driven virtual sensor calibration 
approach which could be well suited for this purpose. We 
proposed an ensemble machine learning based alternative 
method to capture the behavioural aspect of the neutron count 
observations compared with the real soil moisture 
measurements. The aim was to develop a virtual calibration 
method, cross validated against an external ground truth data 
source, independent of CosmOz network. The Australian 
Water Availability Project (AWAP) data base [12] has been 
used for this purpose. 

III.  EXPERIMENTAL DATA SETS DESIGN 

The AWAP soil moisture data base [12] was used as an 
external data source, independent of CosmOz network to 
develop the virtual calibration method [2]. The AWAP 
database monitors the state and trend of the terrestrial water 
balance of the Australian continent, using model-data fusion 
methods to combine both measurements and modeling. The 
AWAP database provides 16 environmental attributes from 
which Radiation (MJ/m2), Max Temperature (degC), Min 
Temperature (degC), Rainfall (mm), Soil Evaporation (mm), 
Local Discharge (Runoff+Drainage) (mm), Surface Runoff 
(mm), Open Water Evaporation ('pan' equiv) (mm), Deep 
Drainage (mm), Sensible Heat Flux (MJ/m2) and Latent Heat 
Flux (MJ/m2). These attributes were used as part of the 
training and testing input for the machine learning algorithms. 
Selection of these inputs from the whole AWAP data set was 
based on expert domain knowledge and principal component 
analysis (PCA) as feature selection method, where eleven least 
correlated attributes (covering 99% of data variance) were 
selected for the experimental design.  Figure 5 shows the 
training and testing inputs from AWAP. The pressure corrected 
fast neutron count time series from CosmOz was also 
considered as part of the whole training and testing input sets 
(Figure 4). On the other hand Upper Layer Soil Moisture (%) 
and Lower Layer Soil Moisture (%) were used as the training 
target for the data experiments (Figure 5). An AWAP data 
adaptor was developed and used to download and unzip all 
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AWAP folders, process the sequential NetCDF gridded data 
files, and to extract all the time series. Various training and 
testing data sets were formed based on a randomized 
incremental optimization algorithm to evaluate the 
generalization capability of the proposed individual and 
ensemble machine learning architectures. Combinations of % 
training data and % testing data were varied from {10%-90%} 
to {50%-50%} to identify the best possible training-testing 
data balance to achieve maximum prediction accuracy with 
highest possible sensitivity and specificity. 

 

 
 

Fig. 5. Individual time series were extracted from the AWAP gridded maps 

based on pixel values corresponding to the latitude- longitude information of 

Tullochgorum site in Tasmania, Australia. Various training and testing data 
sets were formed based on a randomized incrementing optimization algorithm. 

IV. SUPERVISED ESTIMATORS  

Four supervised estimators, namely Sugano type Adaptive 
Neuro Fuzzy Inference System (S-ANFIS) [17-18], Cascade 
Forward Neural Network (CFNN) [19-21], Elman Neural 
Network (ENN) [22-23] and Learning Vector Quantization 
Neural Network (LVQN) [24-25] were selected for this study. 
In previous work related to this topic S-ANFIS was used for 
soil moisture estimations [1].  

A. Rationale 

The main rationale behind selecting these four supervised 
estimators was to conduct a comparative study on significantly 
varied neural network architectures predicting soil moisture 
based on the same fast neutron counts to identify a better 
architecture for this calibration purpose [26-27]. In the later 
stage of this paper, an ensemble approach has been proposed 
for better soil moisture estimation and dynamic cosmic ray 

probe calibration. In an ensemble approach selection of widely 
varied supervised estimators was another essential rationale to 
achieve much better prediction generalization and higher 
calibration accuracy.  Ultimate goal was to have a parallel 
processing of the neutron count data using multiple ANNs to 
capture significant data behavioural variance in relation to the 
soil moisture and also in the predicted time series; so that 
ensemble generalization can perform better than one individual 
ANN, hence they could complement each other on a dynamic 
range. The MATLAB programming environment was used to 
train and test these estimators. Individual performances were 
evaluated based on the common training and testing paradigms 
at any given time. 

B. Performance Evaluation 

Performance assessment was conducted using a point to 
point comparative study between the soil moisture time series 
output from the trained estimators during testing and the soil 
moisture time series output obtained from the existing field 
calibration methodology. Higher percentage similarity between 
these two time series was essential to justify the effectiveness 
of the individual estimator based alternative method before 
further improvement could be achieved. Each point on the both 
time series was representing a single day, so point to point 
comparison provided a daily comparison.  

A predictive performance estimation mechanism based on 
time series cross correlation and auto correlation was applied to 
measure percentage accuracies of the predictions. High 
correlation between expected soil moisture profile and the 
predicted one represented better prediction performances. 
Finally, performances of these estimators were quantified by 
prediction accuracy ((TP + TN) / (TP + FN + FP + TN) where 
true positives =TP, true negatives =TN, false positives = FP, 
false negatives = FN). The evaluation process also included 
sensitivity (TP / (TP + FN)); specificity (TN / (FP + TN) 
calculations to justify the estimation correctness. As in 
hydrology ± 3% tolerance limit is acceptable in soil moisture 
measurements, point to point comparison between two time 
series provided us TP, TN, FP, and FN estimates [4-6].  

C. S-ANFIS Estimator 

S-ANFIS is a neural network method based on the Takagi–
Sugeno fuzzy inference system. Since it integrates both neural 
networks and fuzzy logic principles, it has the potential to 
capture the benefits of both in a single framework [17]. S-
ANFIS uses only differentiable functions thus standard 
learning procedures from neural network theory can easily be 
used. The parameters are propagated again, and in this epoch 
back-propagation is used to modify the antecedent parameters 
or the membership functions, while the consequent parameters 
remain fixed [18]. The generation of the rule base is 
unsupervised followed by supervised learning to update the 
rule parameters. In this study the supervised part of the S-
ANFIS estimator was a multi-layered perceptron network 
(MLPN). A sigmoid activation function in the form of a 
hyperbolic tangent has been used in this estimator. 

D. CFNN Estimator 

CFNN is similar to feed-forward networks, but include a 
connection from the input and every previous layer to the 
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following layers. As with feed-forward networks, a two-or 
more layered cascade-network can learn any finite input-output 
relationship arbitrarily and predict time series sequences well;   
provided it has enough hidden neurons [17, 19-21]. Sigmoid 
activation function with normalization between -1 and 1 has 
been used. 

E. ENN Estimator 

The ENN is a simple recurrent neural network consisting of 
an input layer, a hidden layer, and an output layer. In this way 
it resembles a three layer feedforward neural network. Elman 
neural networks are very useful for predicting time series 
sequences, since they have a limited short-term memory [17, 
22-23]. Short-term memory provides a unique capability to the 
ENN, by storing the previous learning step which could be 
used to influence the next learning step. At each time step, the 
input is propagated in a standard feed-forward fashion, and 
then a learning rule is applied. The fixed back connections 
result in the context units always maintaining a copy of the 
previous values of the hidden units (since they propagate over 
the connections before the learning rule is applied). Thus the 
network can maintain a sort of state, allowing it to perform 
such tasks as sequence-prediction that is beyond the power of a 
standard multilayer perceptron. 

F. LVQN Estimator 

A LVQNN consists of two layers competitive layer and 
linear layer. The first layer maps input vectors into clusters that 
are found by the network during training. The second layer 
merges groups of first layer clusters into the classes defined by 
the target data. The total number of first layer clusters is 
determined by the number of hidden neurons. The larger the 
hidden layer the more clusters the first layer can learn, and the 
more complex mapping of input to target classes can be made 
[17, 24-25]. 

V. GENERALISATION RESULTS AND DISCUSSION 

The CFNN network required typically 2,000 training 
iterations, ENN required only 750 training iterations and 
LVQNN needed only 1400 training iterations. The CFNN 
(with learning rate equal to 0.42 and a momentum term equal 
to 0.5) with eleven inputs, ten hidden and one output neuron 
was able to reach a best success rate of 84.3% (rates varied 
between 67% - 84.3% for various training-testing paradigms as 
describe in section 3) in correct soil moisture prediction while 
using {75% training – 25% testing} paradigm. The ENN with 
same architecture (with an additional recurrent layer with tap 
delay 1:5, where hidden later size was 50, and 'trainlm' as 
training function) was able to reach a best success rate of 86% 
(rate varied between 75% - 86%) while using {70% training – 
30% testing} paradigm. In the LVQNN, neurons were added to 
the network until the sum-squared error (SSE) falls beneath an 
error goal (0.001), or a maximum number (172) of internal 
neurons was reached. It was important that the spread 
parameter was large enough so that the hidden neurons respond 
to overlapping regions of the input space, but not so large that 
all the neurons respond in essentially the same manner. The 
spread parameter was set to 0.79. The LVQNN was able to 
achieve a maximum of 80% prediction accuracy using {65% 
training – 35% testing} paradigm. S-ANFIS training was 
fastest among all of the estimators. S-ANFIS was able to 

predict bulk soil moisture at an accuracy of 87% while using 
{80% training – 20% testing} paradigm (accuracy varied from 
72% - 87%).  

TABLE I.  COMPARATIVE PREDICTION ACCURACY RESULTS  

 

Optimum 

Experimental 

Paradigm where Best 

Individual 

Performances were 

Recorded 

S-ANFIS 

% 

Accuracy 

CFNN 

% 

Accuracy 

ENN 

% 

Accuracy 

LVQNN 

% 

Accuracy 

{75% training – 

25% testing} 

83 84.3 78.4 73 

{70% training – 

30% testing} 

76.5 67 86 77 

{80% training – 

20% testing} 

87 75 75 74 

 

{65% training – 

35% testing} 

72 

 

79.5 76.3 80 

Best Sensitivity 

Recorded (%) 
81 75 73 72 

Best Specificity 

Recorded (%) 
76 84 70 79 

Best False 
Positive (%) 

6.91 12 9.23 11.2 

Best True 

Negative (%) 
89.5 87.6 85 82 

 

S-ANFIS was the overall best performer compared to the 
other three estimators whereas LVQNN was able achieves 
maximum prediction accuracy with least amount of data being 
used from training. TABLE 1 summarizes all the generalization 
results using all four SML estimators in terms of correct 
percentages of soil moisture prediction. Results are presented 
for four different experimental scenarios with different 
combination of training-testing, where individual supervised 
estimator had maximum prediction accuracy. It was evident 
that although prediction accuracies were significantly high, but 
there was no best architecture as individual estimator’s 
performance sensitivity and specificity were quite mixed with 
no clear winner. Ultimately supervised neural network based 
alternative virtual calibration could only be useful if a better 
prediction accuracy along with higher sensitivity and 
specificity could be achieved than what is recorded in the 
TABLE 1. 

At this point it was a natural progression to apply an 
ensemble learning paradigm where several supervised 
estimators could be jointly used to calibrate cosmic ray 
sensors. In the next section two layered ensemble approach 
was applied to combine and complement these four estimators 
in order to explore any possible improvement in soil moisture 
estimation and virtual calibration of these cosmic ray sensors.  
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VI. SUPERVISED ENSEMBLE APPROACH  

A. Two Layered Ensemble Methodology 

Two layered ensemble approach has been proposed and 
developed in this study to explore the possibility of overall 
improvement. In the first layer global training was performed 
on all four supervised estimators (S-ANFIS, CFNN, ENN and 
LVQNN) using a common training and target set. Once trained 
all the estimators were simulated (tested) using the same 
training inputs, but without the targets to generate four 
individual predictions.  

 

(a) 

 

(b) 

Fig. 6. (a) The schematic design for the layer 1 of the proposed ensemble 

supervised machine learning approach for cosmic ray sensor calibration, where 

individual supervised estimators are being trained in parallel; (b) Second layer 

of the ensemble approach, where SOMN is applied to decorrelate the training 

predictions against the training targets to select the highly correlated ones, and 
throw away the least correlated predictions. 

The next layer of this proposed approach was constructed 
using a self-organizing map network (SOMN) and weighted 
averaging block. A self-organizing map (SOMN) is a type of 
artificial neural network that is trained using unsupervised 
learning to produce a low-dimensional (typically two-
dimensional), discretized representation of the input space of 
the training samples, and called a map. SOMN may be 
considered a nonlinear generalization of PCA, where cross 
correlation among various inputs get projected on an empirical 
orthogonal plane based proportion of data variance captured 
along different components. SOMN was selected to decorrelate 
the predictions from the ANNs as it has more generalization 
capability to cover data variance than PCA or any cross 
correlation based methods, so less amount of data variance 
remains unexplained [33-34]. Individual ANN is providing 
single dimensional prediction. Four predicted time series from 
four different estimators are combined as inputs to the SOM.  

Once trained initial SOM grid (the 100 neurons with 
network size 10 X 10) was re-distributed among the data 
points, distributed concentration of the trained neurons formed 
natural separated clusters. Two clusters were highly correlated 
if they were comparatively closely positioned - hence they 
were selected. Least correlated ones were thrown out. An 
objective function based on intra cluster distance measure was 
used to determine the cluster correlations (Figure 7).   

 

Fig. 7. The representation of initial cluster positioning of the predicted time 

series from the four different supervised estimators. SOMN was applied to 

decorrelate these clusters to select fewer highly correlated clusters (typically 
first two in most of the cases).  

SOM decorrelate these inputs to create individual pattern 
maps (and clusters) for individual input time series based on 
training weights (Fig. 8). Based on the SOMN natural 
clustering (or natural grouping of the predicted values) on the 
predictions from the layer 1 and the training targets, highly 
correlated ones were selected as they had statistically similar 
fluctuations. Euclidian distance among the SOM clusters were 
used to define the number of similar clusters hence highly 
correlated. Data points which belonged to the similarly 
positioned clusters were then marked and traced back to flag 
the corresponding original supervised estimators together as 
highly correlated. Data points belong to those selected clusters 
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were then traced back to the corresponding ANN methods, and 
predictions from those methods were selected for averaging to 
form the final one dimensional prediction. Initial prediction 
values proposition in an initialized SOMN are depicted in 
Figure 8. 

 

Fig. 8. Example of trained SOMN based de-correlated individual weight maps 

for the four supervised estimators. In this instance predictions from ANFIS and 

LVQNN have been selected for final stage of prediction estimation, while 80% 
data is used for training. 

The average of the output of several different models 
     could be called as an ensemble model which will take the 

form of                
 
     The idea of averaging different 

outputs from different models was developed in the neural 
network community [28-29]. Later it was also established by 
Krogh et al. [30] that the generalization error of the ensemble 
could be lower than the mean of the generalization error of the 
single ensemble members. It has also been reported in the 
literature that the generalization error of an ensemble model 
could be improved if the predictors on which averaging is done 
disagree and if their fluctuations are uncorrelated [31-32]. 
Development of the ensemble approach was primarily focused 
on establishing a mechanism where decomposition of several 
predictions could be done in order to establish the highly 
correlated ones and throw away the uncorrelated ones.  

Selected predictions were then averaged to form the final 
prediction. Sorted corresponding cross correlation coefficients 
were used to perform the weighted average. Based on the SOM 
weight maps correlation coefficient between [-1 and +1] were 
generated. Ensembles with higher coefficients are given higher 
weighting in the prediction. This additional processing was 
used to refine the final outcome in more realistic way. First two 
highly correlated predictions were used to perform the 
weighted average to form the final outcome. Based on the 
nature of dynamically available time series different estimators 
were selected based on SOM based de-correlation and 
selection processes.  

B. Ensemble Performance Evaluation 

Performance of this newly proposed ensemble architecture 
was evaluated using rigorous testing paradigms. As described 
in section 3 amount of data used in testing was varied from 
10% to 50%. Evaluation of the generalization performance 

concluded that the best bulk soil moisture prediction was 
achieved while 30% data was used for testing with 70% being 
used for training. Selected ANNs during ensemble training 
phase were then used in the testing phase as it was obvious that 
they had the best generalization capabilities for that particular 
training-testing paradigm instance. Accuracies were calculated 
based on the final testing prediction and the ground truth 
testing targets. Overall accuracy was 94.4% with 91% 
sensitivity, 90% specificity, 2% false positive and 95% true 
negative. Results based on ensemble show a clear improvement 
from the prediction point of view, which also proved the 
intended effectiveness of the proposed ensemble approach. 
Figure 9 shows the prediction performance based on ensemble 
approach. 

 

Fig. 9. Ensemble approach based soil moisture prediction performance, (red 

curves while blue represents testing target ground truth). 

C. Ensemble Calibration Evaluation 

Based on ensemble performance evaluation results it was 
evident that ensemble approach could be able to provide a 
unique platform for calibrating cosmic ray sensors on a 
dynamic basis. Two layered ensemble approach could be used 
as frequently as possible to train and capture new neutron 
counts data to estimate soil moisture profile. Higher 
performance accuracy with very low false positive results 
during testing phase shows the high level of reliability on this 
approach. Ensemble based approach is a virtual approach with 
high degree of flexibility which offers high frequency remote 
sensor calibration compared to the expensive field soil 
sampling method. This dynamic machine learning based virtual 
calibration could be a benchmarking methodology for 
calibrating cosmic ray sensors measuring area wise bulk soil 
moisture. 

VII. CONCLUSION 

    This study concluded the ensemble of supervised 
machine learning algorithms could be an effective alternative 
calibration method for remote area wise estimation of bulk soil 
moisture using the cosmic ray sensor’s fast neutron count 
readings. Using the AWAP database it was possible to train the 
ensemble supervised estimator with historical ground truth soil 
moisture data, which provided better generalization capability 
to predict accurate soil moisture from the cosmic neutron 
counts. Prediction results were very encouraging. Potentially 
this could help us to develop a web based remote virtual sensor 
calibration mechanism. This way the cosmic ray sensor could 
be monitored and calibrated virtually and continuously. 
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Abstract— This paper discusses the application of the concept 

of debranding within immersive virtual environments. In 

particular the issue of the media richness and vividness of 

experience is considered in these experience realms that may not 

be conducive to traditional branding invasive strategies. Brand 

equity is generally seen to be the desired outcome of branding 

strategies and the authors suggest that unless the virtual domains 

are considered as sacred spaces then brand equity may be 

compromised. The application of the above concepts is applied to 

the differing social spaces that operate within the different 

experience realms. The ideas of resonance, presence and 

interactivity are considered here. They lead to the development 

of a constructed positioning by the participants. Through the 

process of debranding, marketers may be able to enter these 

sacred spaces without negative impact to the brand. Perception 

of these virtual spaces was found to be partially congruent with 

this approach to branding. It thus presents a number of 

challenges for the owners of such virtual spaces and also virtual 

worlds in increasing the commercial utilization of investment in 

these environments. 

Keywords-component; Fantasy Realms, Debranding; Sacred 

Space;Marketing; 3D Virtual Worlds; Second Life 

I. INTRODUCTION (MARKETING OPPORTUNITY IN 

FANTASY REALMS) 

The core focus of this paper is to assess the perceptions of 
opportunities within immersive virtual environments (IVEs). 
The particular environments discussed are the Fantasy realms 
within Second Life. The entrants to these fantasy realms 
develop a community of participation. Marketing opportunity 
is contingent upon the perception and selection of the optimum 
locations and channels to communicate with potential 
customers. It is therefore an outcome of perceived relevance of 
the selected locations to the brands being sold. There has been 
no qualitative research that explores the perceived relevance of 
fantasy realms to marketing. Therefore this research aims to 
establish, through exploratory qualitative research, the 
perception of these locations in terms of constructed 
positioning. It asks if fantasy realms within immersive virtual 
environments (IVE’s) are sacred space within which no 
marketing activity is possible without negative reactions and 
brand resistance taking place. As such the core contribution of 
this research is that through exploring perceptions of a number 
of fantasy realms within Second Life (SL), the literature on 
virtual environments, branding, and debranding, the nature of 
opportunity can be gauged. 

II. BRANDING AND SOCIAL MEDIA 

A key consideration was suggested by Ref. [15] regarding 
the rapid deployment of branding activity into social media and 
online communities as  marketers are becoming confronted 
with the stark realization that social media was made for 
people, not for brands. The development of these IVEs has 
developed to a stage where they can realistically be called 
Virtual Worlds where the immersion and interaction develop in 
a world of their own. The authors further suggest that for 
brands to gain coveted resonance, the brand must relinquish 
control [15]. A further consideration for branding was 
proposed [25] that suggested that whilst branding aims to 
influence the complex social conditions for branding due to 
successful branding relying on patterns of social interaction 
that are not only beyond the control of brand managers, but 
cites the autonomy of such patterns of social interaction that 
are crucial to the authenticity of the brand. He further suggests 
that thinking in terms of place branding reveals attempts to 
force the brand on local actors [25]. According to Ref. [51] 
which suggests that the misuse of social networking sites may 
be defined as failure to engage sincerely. However, the current 
extent of any misuse in Immersive Virtual Social 
Environments is unclear. 

Research into Perceived Relevance and Value of 
Advertising in Online Communities found that if online 
networking communities want to achieve positive member 
responses to advertising, they should consider two key 
perceptual factors that have pivotal effects on behavioral 
responses: perceived relevance and value of community 
advertising [45]. Specifically, when users perceive community 
advertising as more relevant to the theme of community and 
thus more congruent to the extension of their social identities, 
they regard that advertising as more valuable and exhibit more 
positive behavioral responses to it.’ Ref. [52] suggest that 
‘Online social networking communities are digital networks in 
which users feel an intrinsic connection to other members. 

According to Ref. [1] consumers typically utilise and 
transform mythic and symbolic resources within the 
marketplace to construct narratives of identities enriched with 
symbolic meanings. In this way the particpants develop a 
community. However, research suggests that some consumers 
define their identities through an ongoing opposition to cultural 
and lifestyle norms [1].  

Groups, or communities, of such consumers may become 
more of a liability to the communication of mythic and 
symbolic brands and as such erode brand equity. Consumer 
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ideologies of resistance may result in the questioning of 
corporate interests and motives of such brand communications. 
The framing of such a perspective may be through the creation 
of lifestyles and identities that ‘defy consumerist norms’ [1] 
and offer identification for a subject based upon belonging, 
triggered by available signs and representations within 
perceived spatial volatility that expresses direct experiences of 
identity [25].  

Ref [21] suggested that in this area ‘identity formation as a 
process is spatially situated and thus one that is about creating 
symbolic spaces [21]. Whereby previous research has focused 
upon the anti brand movement [14] and consumer resistance 
and creativity [21], this research focuses upon the potential for 
brand resistance in immersive virtual environments such as 
Second Life. The perspective that all IVEs share the same 
views of resistance to commercial activities and exploitations 
in the market place of the real world may be too simplistic. 
However resistance to consumerist culture in some immersive 
virtual environments may share greater similarity to Ref. [12] 
work on resistance to consumer culture by lovers of the natural 
world. This may prove fruitful due to the type of experience 
realms [4] that exist in immersive virtual environments (IVEs) 
that may be better classified as ‘sacred space’. The 4th Strand 
social network [8] of Second life may provide an increasing 
number of implications for brand communications to be 
carefully executed. 

One of the key elements in the interactive space of the 
virtual worlds is the lack of materiality; their virtuality. It has 
been argued that the materiality of interaction is a factor that 
has been neglected in the understanding of markets [46]. This 
direct material engagement with products is absent during the 
interaction that occurs in the virtual world. The virtual nature 
of this world tends to bring forward the phenomenological 
aspects of marketing and the development of intentional 
objects [50]. It will however important to consider the 
virtuality together with the construction of such worlds. In this 
situation where the consumer engagement through possesion 
of branded goods is unavailable the process of brand building 
process needs to be reconceptulized. 

III. BRANDING AND BRAND EQUITY 

According to Ref. [44] building brands involves a number 
of elements that includes product attributes – that are intrinsic 
distinguishing and non-distinguishing elements – and the non 
product ‘brand’ attributes that are intangible extrinsic elements 
[10]. It is these intangible extrinsic symbolic elements such as 
the logo, brand, trademark etc that underpin the basic 
contributor to developing associations to the brand and build 
recognition and awareness. As such it is these fundamental 
elements that are the focus of this paper. Branding, 
importantly, aims to balance social forces with communication 
strategies according to Ref. [36] but however often fails to 
recognize the potential and challenges of these social forces 
[25] Brand management can be conceptualized as the 
utilization or creation of space for the interaction of actors 
within social and cultural norms that is outside the brand owner 
organization that reduces the opportunity for resistance [25]. 
This is with a desired outcome of building brand equity. 

Brand equity is defined as “the added value with which a 
brand endows a product” [41]. According to Ref. [29] brand 
equity lies in the opportunity space between three important 
components; value proposition, brand name (awareness) and 
product or service experience. Ref. [50] argues that ‘there are 
four dimensions of brand equity are brand awareness, brand 
associations, perceived quality, and brand loyalty’. It has been 
accepted for some time that brand awareness is one of best 
predictors of purchase’ [2]. 

Brand differentiation as “a clear performance differential 
over competition on factors that are important to the target 
customers” [29], is essential in being able to support premium 
pricing and creating a positive brand influence on buying 
behaviour [34]. For instance involving a Second Life island for 
a brand could help to build a brand community and enhance 
brand differentiation and image through professionalism and 
creativity. Internet practitioners consider brand equity 
important [27], however through technological enhancements 
the brand equity model needs to be developed to incorporate 
these developments in IVEs. The web equity framework by 
Ref. [41] is rooted in the original brand equity model, but 
involving dimensions of web awareness and web image that 
are defined as the consumer familiarity and perceptions about a 
Web site. Others incorporate this idea of community together 
with interactivity and value [47]. These models are very useful 
in aiding and building relationships, however there are 
limitations of in-depth detail to the resonance level, 
consequently it is difficult for the concept to create value to the 
consumer [42] and new media and technology information 
such as the virtual platforms are not integrated into the models.  

The branding literature suggests explicitly how branding 
takes place in controlled spaces such as Nike towns, Prada 
boutiques or Starbucks coffee shops but offers little 
explanation of how branding influences or fails to influence 
outside these controlled spaces [25]. 

IV. IMMERSIVE VIRTUAL ENVIRONMENTS 

Virtual worlds operate via Immersive virtual environment 
technology (IVET) allowing a consumer to feel more at one 
with his/her surroundings increasing the level of resonance felt.  
It has been identified that immersion in an IVE heightens the 
perceptive experience of individuals [3] [31].   

The success of Virtual worlds is due in part to this 
sensation and occurrence of immersion.  Ref. [5] suggests that 
full immersion can be likened to an altered state of 
consciousness claiming that you can daydream in a virtual 
world without leaving it. They present rich layers of 
synthesized sensory cues to the user so that they feel enclosed 
by the mediated environment and are willing to believe that the 
environment is real [52]. Virtual environments are 
technologically synthesized sensory information that makes the 
environment and their contents seem real [6]. The challenge 
lies in understanding the culture of virtual worlds and firms 
have to understand that this is the solution for being successful 
in these days: “If you love it, let it go.” [7]. 

Second Life was founded to target adults for socializing, 
however marketers have found many opportunities to enhance 
brand equity and differentiation to enhance loyalty within this 
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virtual platform. Traditional channels for marketing are less 
noticed by consumers [9] as barriers have been reduced by new 
techniques and technologies, therefore brands have had to find 
new mediums to grab the attention, interact and build 
relationships with consumers, with the immersion into virtual 
worlds has been shown to aid in this situation. 

Second Life residents visit this virtual world almost as if it 
were a real place, exploring what others have created, meeting 
other residents, socializing, exploring intimacy and love,  
participating in individual and group activities, and buying 
items (virtual property) and services from one another [39]. 

The virtual world ‘Second Life’ allows the user to express 
their imagination in teleporting to a wide array of fantasy 
islands.  It offers a sense of escapism whilst remaining life like. 
There is considered to be a greater role for imagination in these 
IVE’s [11]. ‘Avatars lifelike behaviours can make a site more 
engaging and motivating, making customer interaction with the 
website much smoother’ [35]. Imaginative realms often need 
the protean nature of avatars. The relationship of play and 
construction is important in this virtual world. So these IVEs 
become life like although the separation from the real world is 
always acknowledged at a residual level. There is a constructed 
form of escapism and play. In a discussion of the form of play 
connected with the plastic arts [26] sees very little play in this 
art form. The static nature of this art can be compared with the 
performing arts and their construction of a play-sphere. 
Activity in these arts is often one of rapture and immersion. 
When considering the plastic arts such as sculpture, it is noted 
that ‘where there is no visible action there can be no play’ [26]. 
While there is a role for decoration and ritual in the 
engagement with the plastic arts what seems to be new here is 
that the plastic construction of virtual space requires immersive 
action with which to engage with it. So compared to traditional 
media, virtual environments better engage consumers and 
reproduce the real use experience [17], offering superior 
control and tailoring of messages [48].  

In a realization of this role the focus of advertising in 
virtual environments is around interactivity and presence. 
Interactivity refers to a characteristic of a medium in which the 
user can influence the form and or content of the mediated 
experience [19]. The argument developed in this paper is that 
the concepts of presence and interactivity have a centrality in 
second life that relate to being positioned in the virtual space. 
Further developing this idea it can be seen that the form of 
constructed positioning is one that is particularly characteristic 
of second life. The software is designed to create an available 
space for interactivity. This interactivity is different in form 
that is generated from other technical environments such as 
websites and social media. The particular process of 
interactivity developed in this IVE depends on the 
requisitioning of the objects present in this virtual domain. We 
requisition them in order to make use of them; we interact with 
the other avatars that are present in the same virtual space. This 
interaction is generally with the objects that are virtual people. 
These avatars can be said to be requisitioned in a manner that 
relies on co-creation. The adoption of them in their interactivity 
requires greater immersive aspects than is the case in ‘real-
world’ interaction. More specifically the immersive aspects are 
placed in the foreground to a greater extent by the assemblage 

created by this environment. These encounters with virtual 
objects require the process of selection from the created 
environment. This created environment can be seen as the 
standing reserve [18] the things from which we make a 
selection. The objects are called forward from the reserve in 
this way. This activity of making available can be seen as a 
crucial activity in Second Life; engaging in these activities 
provides the vitality and the interaction in the virtual world. 

In what way does branding affect this calling-forward. In 
one way the brand communication provides ready recognition 
of those objects in the virtual world that are branded. The 
intention of branding in the literature is complex, its purpose is 
either to provide meaning [27] or, revealed in a discussion of 
corporate branding, to provide image [13]. Through both of 
these elements it can be said to promote connection or 
recognition in a potentially strange world. The branding by its 
very nature calls itself forward and demands availability. As 
branding is maintained over time there have been various 
strategies adopted towards branding in the virtual space.  

V. DOMAINS OF INTEREST AND EXPERIENCE REALMS 

Much psychology and social-psychology supports the 
notion that people select their domains of interest based upon 
their values. As such many domains of interest exist from Art 
to Extreme sports and painting to snowboarding. In addition to 
which there are many domains such as sports, technology, 
travel, and fashion etc whereby those with congruent values 
select to spend their time engaging with others with similar 
values. 

It is these domains that offer an opportunity for building 
brand equity through debranding in order to ensure non 
invasive exposure that does not compromise the overall 
experience of those immersed in the virtual environment. 

This discussion question is assuming increasing 
importance. Virtual usage by firms and customers is increasing 
year by year [39]. In 2010 $1.6 billion was spent by Americans 
to buy virtual goods for Avatars in virtual worlds [11]. Whilst 
accepting this trend others imply that virtual worlds are a fad 
and therefore perception of marketing opportunity may be 
limited [47]. More organizations are finding the shared value 
[44] and potential [50] of having a presence in online 
communities to sell products, provide a service or 
accommodate events [20] as they aid in building brand equity, 
brand revitalization, and increasing commitment and loyalty. 
This is likely to result in greater consumer repeat purchases, 
more consumer information and positive word-of-mouth 
(WOM). In fact the WOM effects can mitigate the negative 
effects of advertising in online communities. This suggests that 
the idea of interaction is powerful in this context. [31]. In 
addition virtual communities allow for stronger relationship 
ties as they give the members a sense of attachment and 
purpose [44] as well as “meeting social and psychological 
needs that can be categorized as follows: information, 
relationship building, social identity/self-expression, helping 
others, enjoyment, status/influence and belonging”. This can be 
an advantage for marketers as their avatar within the 
community can act as an advocate influencing consumers’ 
opinions and behaviours [32] and [38].  
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Ref. [4] divided the experience realms that can be found in 
the virtual world environment into the following 4 categories: 

1) Entertainment (passive absorbed). In a virtual world, 

this would include the consumption of media content, or of 

live content, such as viewing a stage performance in the 

virtual world, watching a movie on a screen in SL or listening 

to music or radio.  

2) Education (active absorbed). Various examples in a 

virtual world environment include tutorials and online 

lectures. There are many examples of universities and other 

organizations that are now using  Second Life for educational 

and teaching purposes.  

3) Escapist (active immersion). For example, casinos, 

themed areas and ‘sims’ (i.e., 3-D virtual games  within SL) 

all provide this kind of escapism. An example of a ‘sim’ would 

be a virtual world area with  a gothic theme or a science 

fiction combat theme.  

4) Esthetic (passive immersion). A typical virtual world 

example would be visiting a museum in SL such  as the 

Second Life International Space Museum, Second Louvre or 

the Open Art Museum.  

5) Sacred Space. A socially meaningful space which is 

based on engagements beyond that of consuming. For 

example rich social spaces to escape the real world such as 

virtual islands, parks, etc 
Ref.[4] categories of experience realms does not explicitly 

suggest that overlaps may exist such that an escapist realm may 
also have esthetic qualities and immersion implications of both 
a passive and active nature. In essence they suggest that there 
are clear delineations between the types of realms. There may 
also be the implication that an organization seeking to create 
superior brand equity for competitive advantage would enter 
any of the first four realms above better than its competitors. 
For example, an education institution looking to offer students 
a better experience of learning through Second Life must do so 
by making this experience more absorbing and through 
utilizing some of the strengths of other realms make it actively 
immersive. The authors herein recognize that the above 
experience realms are a very useful starting point and with the 
addition of an experience realm to cater for spaces where 
negative brand perceptions are likely such as Sacred spaces. 
This certainly adds value in highlighting some potential brand 
issues for marketers. The experience realm of sacred space (5) 
may be added to guide marketers in their brand 
communications so as not to erode equity. The characteristic of 
such space may be rich in cultural values and perceptions that 
possibly distort or work against the brands identity. 

In virtual reality many different types and combinations of 
experience realms are likely to exist with a variety of levels of 
brand interaction and it is through examination of these that 
one may be able to determine the receptivity towards brand 
exposure. A key question that emerges in relation to this 
research is what constitutes Sacred Space? And does it actually 
exist within virtual immersive environments? These are the 
focus of this paper. 

VI. SOCIAL BENEFITS, LIABILITIES AND THE ROLE OF 

DEBRANDING 

Some of the successes of social networks are based on the 
principles of replicating the experience of the ‘real world’. 
However there are also many examples of social networks 
bashing brands as a result of their invasive techniques. 

Previous work has studied individual and communities 
resisting market logic. Examples from the offline world include 
festival goers aiming to exist – even momentarily- outside of 
previously established commercial structures [34]. There are 
well documented consumer accounts exhibiting anti-brand 
attitudes [24]. Taking this to the online realm, anti-brand 
communities have been identified to form against specific 
brands and to gain social benefits by collectively pulling 
together in their commercial opposition towards these social 
network dynamics [23]. Brands have also been found to 
participate as ‘uninvited’ and to cause commercial reactions 
when deciding to enter primarily consumer led online spaces 
such as social media and video sharing websites [15]. Such 
anti-brand issues call into question the conditions under which 
commercial acts and branding might be acceptable within 
IVEs. We suggest that the process of debranding might be a 
relevant process to consider in terms of providing the grounds 
for such conditions. 

Ref. [43] discussed ‘debranding’ as a no-name marketing 
strategy gaining acceptance in relation to branded products. In 
a more modern twist strongly established brands can be found 
to spatially debrand themselves in particular settings. 
Indicatively, instances of targeted elimination of the brand 
name is becoming a popular way for companies to differentiate 
themselves or extend their business in an effort to appear less 
corporate and more integrated with the social spaces and actors 
within them [37].  

The range of organizations engaging in such activities is 
diverse: from Starbucks’ ‘15th Ave Coffee & Tea’ shops, with 
only ‘Inspired by Starbucks’ on them [37] to zoo animals being 
sponsored by well known brands such as Nescafe, but with the 
brand logo font changed and carved on a wooden plaque to 
signify a more natural feel (Athens Zoo, Greece). Consumers 
have also been found to engage in related practices, for 
example car enthusiasts ‘debadging’ their cars and rearranging 
the letters of the brand name in a playful and personal fashion 
[22]. 

The issue of commercial fit with online user activities (such 
as online gaming and the presence of arousing commercial 
billboards as investigated by Ref. [16]) has been documented. 
Online debranding, through the adjustment or temporary 
removal of previously ascribed brand layers (such as Nescafe’s 
reconfigured type font for a particular space), might provide 
the conditions for non invasive commercial practices and the 
immersion sought in IVEs. 

One visits the Zoo to see animals and yet commercial 
branding results in various animals being commercially 
sponsored to capitalize on the opportunity to build awareness 
and equity. However one may consider the domain of animals 
in Zoo’s as not fair game for capitalizing commercially on their 
situation by including brand logo’s, names, fonts etc. As such 
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this branding activity could be seen as somewhat invasive and 
compromising the brand equity. However when considering 
debranding (offering a transparent version of the logo or 
standard font for the brand name) the cues and connections 
between these brands may result in the brand becoming 
strengthened with a greater potential for building brand equity. 

In the process of debranding or debadging many would 
suggest that Nike was the first, but now the practice of 
eliminating the brand name from products or marketing 
activity is becoming a popular way for companies to 
differentiate themselves or extend their business [37]. The 
debranding has often occurred in a situation of familiarity, and 
the playful nature of debranding often relies on previously 
established recognition. The counterintuitive nature of 
dropping a well-known company name or logo from a product 
or marketing activity, offers a debranding strategy to make 
their companies and brands appear less corporate and more 
forward-thinking [36] and less separate from the social spaces 
and actors within them. 

VII. METHODOLOGY 

Exploratory qualitative research was undertaken with a 
cohort of 16 2nd year marketing students aged 19-22 who were 
selected as a result of their marketing knowledge regarding 
brands and branding and as they represent the future 
commercial marketing decision makers. They students were 
asked to explore a Second Life Fantasy Realm of their 
choosing. Then the students were interviewed to ascertain their 
views on the limitations and marketing opportunities that exist 
within that chosen realm. A total of 10 fantasy realms were 
explored. 

VIII. FINDINGS 

The fantasy realm locations selected by the research 
participants included, Winterfell x4, Dirty Talk Bar, Virtual 
Reality Project, Soul Sensation, Caribbean Resort, Eleven 
Caves Siden, the Doomed Ship x2, Java Island, Spuzikuzi, and 
Miami Beach. 

A range of motives were perceived as the reasons why 
someone would visit the research participants chosen realms 
including; nostalgia x2, for adventure and fun, to see 
something different from the real world, looking for excitement 
and adventure, escapeism x2, visit somewhere you could not 
afford to go, relaxing, socializing, gain human interaction, 
exploring, couples experiences, for a beach experience, to find 
love, take part in sports, and enjoyment. 

Those research participants that suggest that marketing 
would not be suitable for their chosen realm were for the 
following reasons; 

The chosen realm was a Soul Sensation  

“Too much commercialization would spoil the atmosphere” 
Emma. 

The chosen realm of the Doomed ship 

“You can’t advertise using posters as it would ruin the 
environment” Evie. 

The chosen realm was Java Island 

“It is beautiful but not realistic. Due to the chilled out 

environment, I doubt that product placement would be valued 

in this realm” Maria. 

The majority of research participants that suggest that 

marketing may be suitable was based on the following 

statements; 

The chosen realm of Winterfell 

“The buildings and realm as a whole is quite busy and full and 

if fully immersed they are likely to react positively to 

marketing that is blended in” Hannah. 

“Maybe marketing would work in the houses i.e. sofa’s etc so 

as not to conflict with the nature in Winterfell” Amanda. 

“It is probably not relevant to contemporary / modern brands – 

but old world brands may fit with the theme” Andrew 

The chosen realm of the Doomed Ship 

“Everything is dark and spooky – so you could play with the 

design as long as it fits in with the theme such as horror 

movies” Louisa. 

The chosen realm was Soul Sensation 

“Leisure products could be marketed that fit in with the beach 

theme” Jessica. 

The chosen realm was Java Island 

 “The design might need to be boring – you could have avatar 

travel agents” Sadie. 

The chosen realm was the Virtual Reality Project 

“Lots of white space and a choice of quirky objects to pursue 

– could be more immersive if you purchased something” 

Robert. 

The chosen realm was the Dirty Talk Bar 

“A stylish bar – therefore themed cocktails might work” Chris. 

The chosen realm was the Caribbean Resort 

“Any tourism holiday companies and water sports, pubs/clubs 

would work” James. 

The chosen realm was Spuzikuzi 

“You could have agents to chat to and to show off their art 

work” Janice. 

IX. DISCUSSION: IVES: THE PRIMACY OF SACRED, YET 

COMMERCIALLY PERMEABLE, REALMS 

The findings relate to the issue of immersion in online 
environments [5]. A key theme emerging from the data is the 
primacy of the online setting and the secondary - and 
complementary- role of any potential commercial activity. The 
articulated perceived reasons for a user to visit these online 
sites exhibited no explicit commercial activity as a perceived 
driver. Furthermore, there was a commonality of drawing on 
the importance of relevance and of preserving the 
‘environment’, the ‘atmosphere’ and the ‘theme’ of the online 
settings  in the light of any prospective commercial activity.  

In this sense, such online realms were viewed as the type of 
realm theorized by Ref. [4] as sacred spaces, realms with no 
primary market function and of a social value (‘for socializing, 
‘to gain human interaction, ‘for couples’ experiences’, ‘to find 
love’ in our informant’s words). Yet, although sacred to 
commercialization to a degree, they were still perceived as 
potentially permeable and open to marketing and branding 
activities under certain conditions. Such conditions, as 
explained above, were viewed around the need to follow the 
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already established realm character, and resonate with it. They 
were also related to the concept of segregating spaces and 
finding permeable commercial spaces within the wider sacred 
realm: as noted for example branding activity could be kept 
within the materially based houses rather than in the wider 
natural realm (Winterfell). 

X. CONCLUSIONS AND IMPLICATIONS FOR BRAND 

MANAGEMENT IN FANTASY REALMS 

The outcome of this conceptual paper involves the concept 
of relevance. Relevance is a key concept to consider in addition 
to differentiation. The Young and Rubicam brand asset 
valuator considers relevance to be an important concept in a 
brands future financial performance [40]. Whilst its application 
was largely derived for the physical and real world the concept 
of relevance may offer significant value in exploring different 
experience realms within the virtual world. The idea of 
relevance must be connected to the vituality of such IVEs and 
the idea of the ‘standing reserve’ of availability that provides 
the interactive experience. The need to engage and effectively 
communicate with potential customers may provide a 
juxtaposition of eroding brand perceptions if traditionally 
applied to the context of experience realms. In addition 
avoiding particular experience realms that may offer little 
relevance and availability limits the potential exposure. As 
such exploring these realms for what they mean and adapting 
the core brand through debadging may facilitate brand 
exposure in otherwise taboo sacred realms. 

‘The issue of brand building in virtual worlds is 
embryonic… It is likely to follow a similar learning curve to 
other new media, such as the Web and mobile telephony‘ [4]. 
The question becomes – is it going to be business as usual for 
brand development in virtual worlds? 

The implications for building a brand presence that is not 
invasive within the realms of sacred space and brand 
communities, that helps to increase brand equity stems from 
the concept of debranding explored within this paper. Although 
there may be limited branding opportunity for utilizing non 
congruent sacred spaces and the resultant visual cues and 
semiotic effect of the brand greatly lessened, if the reduction of 
cues takes place some additional exposure and resonance may 
take place. The sacrifice need not be a lack of a deep 
understanding of the brand. Where [53] suggests that 
organizations and brands run the risk of making themselves 
look separate by not interacting with the space and the 
audiences, is going against transparency and oneness, a minor 
reduction of brand cues may overcome this. There has been 
some discussion of the idea of calling forward the objects in 
the virtual realm that are available for our interaction. The idea 
of branding, in either developing awareness or promoting its 
relevance in this domain challenges the unique element of 
immersion and calling forward that is characteristic in this 
virtual world. The raison d’etre in the Immersive Virtual 
Environments is the experience. It is this experience which 
needs to be respected and  a strategy that attempts to colonize 
the virtual world as part of an existing brand strategy is one 
that might not be appropriate but also runs the risk of failing to 
grasp the potentiality for these types of immersive 
environments 

XI. FUTURE RESEARCH 

The aim of this exploratory paper was to establish to which 
degree fantasy realms could be viewed as sacred space. The 
current findings both conceptualize and pinpoint the marketing 
potential to enter such realms. Future work should aim to look 
closer at the conditions for acceptance in different realms 
where existing brands already operate and to establish the need 
and the suggested forms of debranding strategies. 
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Abstract—Web service discovery is the process of finding a 

suitable Web service for a given user’s query through analyzing 

the web service‘s WSDL content and finding the best match for 

the user’s query. The service query should be written in the same 

language of the WSDL, for example English. Cross Language 

Information Retrieval techniques does not exist in the web 

service discovery process. The absence of CLIR methods limits 

the search language to the English language keywords only, 

which raises the following question   “How do people that do not 

know the English Language find a web service, This paper 

proposes the application of CLIR techniques and IR methods to 

support Bilingual Web service discovery process the second 

language that proposed here is Arabic. Text mining techniques 

were applied on WSDL content and user’s query to be ready for 

CLIR methods. The proposed model was tested on a curated 

catalogue of Life Science Web Services 

http://www.biocatalogue.org/ and used for solving the research 

problem with 99.87 %   accuracy and 95.06 precision 

Keywords—Web services discovery; Cross Language 

Information Retrieval; WSDL; Text Mining 

I. INTRODUCTION  

Web service discovery aims at finding services whose 
description matches that of a desired service. The description 
of service contains a functional and a non-functional part. The 
former provides information about what the service does and 
how it works. This is basically expressed in terms of the 
required inputs and generated outputs, as well as any pre-
conditions that need to be satisfied in order for the service to be 
executed and any effects that result from its execution. [9] 

The discovery process is done through applying 
information retrieval techniques on the WSDL content of the 
web service. Large number of studies used various Information 
Retrieval (IR) techniques to search textual service metadata for 
service discovery. Wang and Stroulia [17] employed the 
inverted file [11] to index and search natural language 
description of desired services. Also Platzer and Dustdar [3] 
used the Vector Space Model (VSM) to implement a search 
engine for a Web service, and Sajjanhar et al. [1] have 
attempted to leverage Latent Semantic Analysis (LSA), a 
variant of VSM, for Web services discovery.   

All of the above work index service metadata found either 
in a WSDL file (i.e., the <documentation/> tag) or from a 

Universal, Description, Discovery, and Integration (UDDI) 
registry entry. In both cases, service metadata written in 
English are manually created by service providers. 

When user wants to search for a web service for a specific 
purpose he should write his query in English language because 
the service metadata is written in English language. The 
motivation for addressing this idea came from our experience 
in developing the web service and studying the Cross-
Language Information Retrieval (CLIR) methods and data 
mining techniques. We deal with the web services as 
collections of documents that should be prepared for IR 
techniques, then we applied CLIR techniques to find the 
suitable service that matches the user query that written in 
other language. The process that is responsible for finding the 
suitable service is matchmaking process.it is the process of 
finding suitable services given by the providers for the service 
requests of consumers. The current service discovery 
mechanism of WSs is based on WSDL [8] and UDDI [2]. 
WSDL is an XML based language to describe properties of 
services that written in English language. UDDI is a registry 
where service providers can advertise their services and service 
consumers can search for services. The specific objective of 
our research is therefore to apply CLIR in the web services 
discovery; this is done by modifying the Match Maker process 
by adding CLIR components to support the Cross language 
web service discovery. 

Applying this approach leads to enable different 
stakeholders to search for web services using their natural 
language, especially in the new operating systems like Android 
, Windows 8 metro applications and  Apple IOS. The 
developers of applications that working on these platforms are 
interacting with web services to expand the application 
capabilities like connecting to database server, or generating 
reports from multiple database resources. Searching and 
finding such a service to perform the developer required 
function are the heart of our research, and as we mentioned 
before the search process was being performing by English 
language only, but in our proposed model we expanding the 
research process to let the service searchers to find their 
required service but with any language not only with English 
language. Here we proposed the Arabic language because in 
Arab countries we have a lot of good developers but without a 
good awareness with English language, so our proposed model 
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should support developers to find and understand the web 
service description file which written in other languages. [12]. 

The rest of this paper is organized as follows. Section 2 
provides the technical background that is used in the rest of the 
paper. Section 3 provides the related works that used in our 
research. Section 4 defines our proposed model and the 
modifications that had been done on the original one. Section 5 
studies our methods in a case study. Finally, Section 6 contains 
the conclusion and future work. 

II. BACKGROUND AND MOTIVATION 

In this section we provide a succinct background of the 
used techniques in our research. These techniques are: 1) Cross 
Language Information Retrieval, 2) Inverted file indexes, 3) 
WSDL term extraction, 4) WSDL term tokenization. And 5) 
Bilingual dictionary. 

A. CLIR 

Cross-language information retrieval (CLIR) systems allow 
users to find documents written in different languages from 
that of their query. The goal of a CLIR system is to help 
searchers find documents that are written in languages that are 
different from the language in which their query is expressed. 
This can be done by constructing a mapping between the query 
and document languages, or by mapping both the query and 
document representations into some third feature space. The 
first approach is often referred to as ‘‘query translation’’ if 
done at query time and as ‘‘document translation’’ if done at 
indexing time, but in practice both approaches require that 
document-language evidence be used to compute query-
language term weights that can then be combined as if the 
documents had been written in the query language.[13] 

In all cases, however, a key element is the mechanism to 
map between languages. This translation knowledge can be 
encoded in different forms as a data structure of query and 
document-language term correspondences in a machine-
readable dictionary or as an algorithm, such as a machine 
translation or machine transliteration system. Gina-Anne 
Levow (2004) proposed CLIR reference architecture that 
focuses on the query translation architecture that illustrates the 
full range of opportunities to improve retrieval effectiveness. 
Fig. 1 present the Gina CLIR model that illustrates the data 
flow between the key components in her reference architecture. 
The dictionary based query translation architecture consists of 
two streams of processing, for the query and documents. 
Specifically, she exploits methods for suitable term extraction 
and pseudo-relevance feedback expansion at three main points 
in the retrieval architecture: before document indexing, before 
query translation, and after query translation. [10] 

 

 

The previous architecture would be modified to accept 
queries written with other language like Arabic Indian etc. and 
the bilingual dictionary would be modified based the required 
languages for example Arabic vs. English Term list. The 
previous steps will be modified and explained in details in 
section 4. 

B. Inverted file indexes 

Inverted file is widely used for indexing text database. To 
support efficient information retrieval, the words of interest in 
the text are sorted alphabetically. For each word, the inverted 
file records a list of identifiers of the documents containing that 
particular term. Consider a sample text database consists of 
five documents. The indexer parses these five documents, and 
produces a set of distinct words for constructing the inverted 
file. The inverted file has two components a vocabulary and a 
set of inverted lists. The vocabulary comprises a collection of 
distinct words extracted from the text database. For each word 
t, the vocabulary also records: (1) the number (ft) of documents 
that contain t, and (2) the pointer to the corresponding inverted 
list. [15] 

Each one of the word-specific inverted lists records: (1) a 
sequence of documents that contain t (notice that each 
document is represented as a document number d), and (2) for 

Fig. 1. CLIR architecture [10] 
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each document d, the frequency (fd,t ) of t appearing in d. 
Thus, the inverted list is a list of < d, fd,t > pairs.[15] 

Applying the inverted file in WSDL discovery process will 
be done through dealing with WSDL files as a documents that 
containing the terms that needed to calculate the (fd,t )  pairs 
the frequency (fd,t ) of t appearing in  WSDL document.  

C. WSDL term extraction  

WSDL document is an XML document validated against 
the WSDL schema. A lot of studies [16] in the XML retrieval 
literature suggested extract content from XML markups before 
applying IR techniques. Because the name attribute of an XML 
element represents the semantics for that particular element. 
Therefore, the value (i.e. nmtoken) of attribute name depicted 
in Fig. 2 is a good candidate for content extraction. [5] 

Fig 3 presents a WSDL document instance. The value (e.g. 
GetLastTradePrice) of the name attribute for element 
<operation /> carries useful information implying the purpose 
of this operation at the lexical level. Similarly, values (i.e. 
nmtoken) of attributes ‘‘name’’ are extracted from a number of 
important WSDL elements (marked as bold faces in Fig. 3) 
definitions, message, part, portType, operation, input, output, 
service, and port. The value (i.e. qname) of attribute element 
for element part is also extracted for capturing the data 
structure of the parameters sent to/from the service operations. 
This forms recursive extraction of underlying data types for 
this element and/or type. In this example, the value (i.e. body) 
of attribute name for element part gives little useful 
information representing the real meaning of the input message 
part. Nevertheless, values (i.e. TradePriceRequest and 
TradePrice) of attribute element provide very valuable data in 
understanding the meaning of two message parts. The data 
structure within the WSDL element types and schema reveals 
more important lexical information about these two message 
parts through extracting the value of attribute name for 
element. Thus, in the case of TradePriceRequest, the element 
value is tickerSymbol. For TradePrice, price is extracted. Thus, 
by exploring solely lexical information, one can speculate that 
thisWebservice takes as input the stock ‘‘ticker symbol’’, and 
returns as output the ‘‘price’’ of the corresponding stock. The 
related operation name GetLastTradePrice also supports this 
proposition.[5] 

The <documentation/> elements contain natural language 
information that could be used for constructing the text 
database. 

 

 

However, the reliability of comments or documentation 
written by humans is concerning as they may be either 
misleading or obsolete from the actual WSDL interface. So the 
WSDL parser is responsible for extracting the textual content 
directly from the interface definition to support information 
retrieval tasks. 

D. WSDL term tokenization 

An example of WSDL document in fig 3 according to the 
WSDL document structure in fig 2.This document uses 
untokenized words and sentences to define WSDL element 
attributes such as names (bold face fonts). This is due in part to 
the rules defined in the WSDL standard: all WSDL element 
names are associated with the W3C Schema attribute data type 
‘NMTOKEN’, which is a mixture of name characters 
(including letters, digits, combining chars, etc.) but excludes 
the single white space (#x20) [5][4]. Furthermore, in practice, 
most WSDL documents are not created directly by humans but 
are automatically converted from other high level 
programming languages (e.g. Java, C#, etc.), in which white 
spaces are prohibited in variable names. Consider the operation 

Fig. 2. WSDL document structure [9][5]. 
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name GetLastTradePrice in Fig. 5. Under the normal text 
operation, the inverted file will create a new entry for the single 
word GetLastTradePrice in the vocabulary. [5] 

As a result, the inverted file would be something looks like in 

Fig. 4, in which a partial vocabulary and its associated 

document frequencies ft and inverted lists (assuming the 

document id for this WSDL file is ‘1’) are presented.[5] 

 

 
 

 

 

 
This should affect the IR process so the operation name has 

to be tokenized into four separate terms “GetLastTradePrice” 
to Get, Last, Trade, and Price. One may argue that a trivial 
string pattern discovery (e.g. letter case patterns) would easily 
tokenize them into meaningful terms. This Tokenization 
problem was solved and the solution is presented in the related 
work section. 

E. Bilingual dictionary 

A bilingual dictionary or translation dictionary is a 
specialized dictionary used to translate words or phrases from 
one language to another. Bilingual dictionaries can 

be unidirectional, meaning that they list the meanings of words 
of one language in another, or can be bidirectional 
[disambiguation needed], allowing translation to and from both 
languages. Bidirectional bilingual dictionaries usually consist 
of two sections, each listing words and phrases of one language 
alphabetically along with their translation. In addition to the 
translation, a bilingual dictionary usually indicates the part of 
speech, gender, verb type, declension model and other 
grammatical clues to help a non-native speaker use the word. 
Other features sometimes present in bilingual dictionaries are 
lists of phrases, usage and style guides, verb tables, maps and 
grammar references. In contrast to the bilingual dictionary, a 
monolingual dictionary defines words and phrases instead of 
translating them. [6] 

Bilingual term lists are extensively used as a resource for 
dictionary-based Cross-Language Information Retrieval 
(CLIR), in which the goal is to find documents written in one 
natural language based on queries that are expressed in 
another. 

The translation component of dictionary-based CLIR 
techniques depend on a successful cascade of three processes: 
(1) selection of the terms to be translated, (2) generation of a 
set of candidate translations, and (3) use of that set of candidate 
translations in the retrieval process. For the first stage, the best 
results are typically obtained by translating multiword 
expressions when possible, backing off to individual words 
when necessary, and further backing off to morphological roots 
when the surface form cannot be found [6].  

In the second stage, algorithms for choosing among 
alternative translations have been extensively studied, and 
older techniques based on averaging weights computed for 
each translation can benefit significantly from translation 
selection based on term co-occurrence within the target 
corpora. The focus on the third stage has been somewhat more 
recent, with the best presently known technique based on 
accumulating term frequency and document frequency 
evidence separately in the document language, then combining 
that evidence to create query-language term weights [6]. 

III. RELATED WORK 

A. The IR-style Web Services Discovery 

Numerous recent efforts have been reported in applying IR 
for Web services discovery. Here we proposed Chen’s IR-style 
web service discovery that uses inverted file indexes for Web 
services discovery that will be merged in CLIR methods in our 
proposed approach. 

Chen Wu proposed IR-style Web services discovery 
approach that was illustrated in Fig. 5, in which term 
tokenization constitutes an important step for WSDL term 
processing. Initially, service providers deploy their Web 
services accessible to the public via the Web. In doing so, they 
also publish a service description, i.e., the WSDL documents, 
which captures the functional capabilities and technical details 
(e.g., transport bindings) of a Web service. 

Fig. 3. A sample of a partial WSDL document, source [9][5]. 

 

Fig. 4. A sample of a partial WSDL document, source [9][5]. 
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These service descriptions can be collected by a number of 
Service Crawlers, which fetch WSDL files from the Internet. 
Alternatively, they can also be collected from some well-
known service datasets such as one of the WS curated 
catalogue .Crawlers hand over retrieved WSDL files and 
associated HTML files to the WSDL Preprocessor for link 
analysis. This yields a list of new URLs that may point to some 
new WSDL files. These URLs are assigned to an idle crawler 
by the URL server such as Pica-Pica Web Service Description 
Crawler. [5]  

All retrieved WSDL files are then passed to the WSDL 
Term Processor, which (1) parses WSDL files and extracts 
important data (e.g., operations, messages, data types, etc.), (2) 
tokenizes extracted content into separate terms (the focus of 
this paper), and (3) carries out other linguistic tasks such as 
lemmatization and stop-word elimination, etc. Five 
tokenization methods (two baselines – Kokash and MMA – 
and three statistical methods MDL, TP, and PPM) are used in 
(2). 

The WSDL Processor generates the ‘term document’, 
which contains separated words in a flat structure. The term 
document is transferred to the Inverted File Indexer. The 
indexer takes as inputs tokenized and lemmatized terms with 
their associated occurrences information in each document and 
generates as outputs the compiled data arrangement with pre-
aggregated information optimized for fast searching. The data 

structure of inverted index is consistent with the notion of 
term-document matrix, which consists of term vectors as 
matrix rows and document vectors as matrix columns. The 
term vector is sorted that allows fast lookup operation. After 
finishing the document tokenization and indexing processes, 
the search handler component will extract the key terms  from 
the query then it will search via extracted terms in the inverted 
file  index , after that the most matched WSDL documents is 
returned based on terms frequency in the WSDL documents 
[5]. 

But Chen’s model is based on the document retrieval where 
the query and the documents are written in the same language 
,but if the query was written  in different language it will not 
retrieve the documents or the services, for this limitation the 
need for applying the CLIR techniques was arising to support 
searching in documents with queries with different languages, 
so we modified Chen’s model to accept queries with different 
languages “Arabic in our model” and retrieve the suitable 
service and WSDL document with a translated WSDL version 
to query writer’s language. 

B. Arabic Treebank (ATB) segmentation 

The Arabic language has a very rich morphology where a 
word is composed of zero or more prefixes, a stem and zero or 
more suffixes. This makes Arabic data sparse compared to 
other languages, such as English, and consequently word 
segmentation becomes very important for many Natural 
Language Processing tasks that deal with the Arabic language 

The ATB is used in most of Arabic language segmentation 
cases, this is a light segmentation adopted to build parse trees 
in the Arabic TreeBank (ATB) corpus. This type of 
segmentation considers splitting the word into affixes if and 
only if it projects an independent phrasal constituent in the 
parse tree. As an example, in the word ومكتبته (wmktbth — and 
his library) mentioned earlier, the phrasal independent 
constituents are: (i) conjunction و (w — and); (ii) nounand the 
head of a Noun Phrase (NP) مكتبة (mktbt library); and (iii) a 
pronoun (PRON) ه (h—his). This would lead to the following 
parse tree: [14] 

 
A full segmentation (i.e., morphological segmentation) will 

separate the suffix ة (t feminine marker) from the word مكتبة 
(mktbt -library).Since the ة (and generally all the suffixes 
which are gender marks) are not independent constituents as 
shown in the previous parse tree, they are not considered for 
ATB segmentation. Thus, the ATB segmentation scheme 
considers splitting only a subset of prefixes and suffixes from 
the stem. When using ATB segmentation, the number of words 
is similar to its counterpart in English. This is one reason why 

Fig. 5. IR-style service discovery approach. [5] 
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ATB segmentation is widely used in building machine 
translation systems for the English-Arabic language pair. For 
the word ومكتبته (wmktbth - and his library), the ATB 
segmentation would be و + مكتبت +ه (w+ mktbt +h). Prefixes 
that are considered for possible segmentation are: 

 ;(l — to) ,”ل“ .1

"ب" .2  (b — in); 

 and ;(w —and) ”و“ .3

 .(k — as) ”ك“ .4

 

Possible segmented suffixes are the possessive personal 
pronouns such as: 

 ;(y— my) ”ي“ .1

 ;(hm — their) ”هم“ .2

F. “كم” (km— yours); etc.[14] 

C. Approaches to CLIR 

The current CLIR research into three categories [7]: 

 Document Translation. 

Document translation comprises approaches to CLIR which 
require that all documents in the collection be translated into 
the language of the original user request. User requests or 
derived queries are then dealt with by a monolingual IR 
system. 

The principal translation method reported in the literature is 
commercial off the shelf MT. The rationale behind this 
approach is that whereas user requests are often viewed as 
being too short to provide sufficient contextual information for 
traditional MT to perform well, documents may be translated 
as normal texts. This approach may be implemented without 
developing any CLIR-specific software. Nothing is needed 
other than a commercial MT product and a standard retrieval 
engine. Problems such as translation ambiguity and coverage 
are dealt with in a "black box" manner by the MT software. 

There are several problems with document translation for 
CLIR. The first is that the cost in terms of time and money of 
translating a large document collection using traditional MT 
technology can be prohibitive. It took Oard and Dorr two 
months to translate the 550MB TREC German collection. 

 Non-Translation Based Methods. 

There is a small number of approaches to CLIR which 
translate neither the requests/queries nor the documents, opting 
instead to convert both to a language-independent 
representation where they can be searched directly .The only 
such system to be entered in a large-scale evaluation such as 
TREC was the CINDOR system at Textwise Corporation 
which used Wordnet synsets as a multilingual thesaurus to 
mediate between requests and documents. However, despite 
the existence of projects like EuroWordNet which aim to 
translate Wordnet into languages other than English by hand, 
Wordnet is still limited in its coverage, and it is difficult to see 
how it could be expanded without considerable work. 

Considerable improvements in performance were recorded at 
TREC-8 for the CINDOR system by switching to using MT 
software for request translation. 

 Request or Query Translation 

We have seen that it is not usually feasible to translate each 
document in the collection into every language represented in 
it, and that existing techniques which map both documents and 
queries or requests to an Interlingua representation require as 
much hand-crafted knowledge as document MT but do not 
perform as well. In this section we examine the obvious 
alternative - translating the requests or queries into the 
languages of the document collection. There are three main 
query translation methods: 

- Request MT. This is where a commercially-

available MT engine is used as a "black box" to 

translate the user request as-is. 

- Corpus-Based Query Translation. This is where 

techniques from the domain of corpus linguistics 

are applied to map the terms in the bag of words 

query derived from the user request to a 

semantically equivalent representation in the 

target language. 

- Dictionary-based Query Translation. This is 

where a simple machine-readable bilingual 

dictionary is employed to map the terms in the 

bag of words query to an equivalent 

representation in the target language. 

IV. ARABIC CLIR WEB SERVICE DISCOVERY 

MODEL 

A. The Arabic CLIR Web services discovery approach is 

illustrated in fig 6. 

 

 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 4, No. 8, 2013 

124 | P a g e  

www.ijacsa.thesai.org 

Web

Service Crawler

WSDL Preprocessor

WSDL Term 

Processor

Invert File 

Indexer

Extraction

Tokenization

Lemmatization

URL Server

WSDL Inverted

Files

Web User Interface

User’s Arabic 

Query

ATB segmentation

Arabic / English

Bilingual 

Dictionary

Search Handler

English

Keywords

User’s Arabic

Query

English

Keywords
Arabic

Keywords

English

WSDL Files

Results

Arabic

Query

English

WSDL Files

Results

WSDL

English to Arabic

Translator

English to Arabic

Translator

Software

Google API

English 

WSDL

Files

Arabic

WSDL

Files

WSDL Arabic

Files

Arabic WSDL

Files

English 

Keywords

Consumer Provider
Broker

WSDL Files

 

 

 

 

As we mentioned in the IR-web service discovery in the 
related work part, the Service Crawler is responsible for 
collecting the WSDL document for the services, each service 
has its own WSDL file that was written by the service 
provider. 

The WSDL preprocessor and WSDL are responsible for 
preparing the WSDL files and extract nmtoken values that 
mentioned in the WSDL tokenization part in this paper. All 
WSDL files are transferred to WSDL inverted files by 
extracting the WSDL nmtokens values and put them into the 
same form as fig4. 

Our contribution is presented in adding the CLIR 
components to IR-web service discovery approach. This 
components will expand the WS discovery to other languages 
like Arabic and etc.in our approach we are working in Arabic 
language only. 

B. CLIR Components 

The user will send his query through the web user interface 
to the search handler component, this query may be written in 
English language or in Arabic language, and if the query was 
written in English then the search handler will search inside 
WSDL inverted files without any change in the IR-web service 
discovery. 

But if user writes his query in Arabic then the search 
handler will use our CLIR components the detailed in the 
following sections. 

C. ATB Segmentation 

We chose the Query Translation approach to apply CLIR. 
The query translation approach is cost efficient especially if it 
was compared with the translation of each document in the 
collection into every language represented in it. 

The first step in the Arabic Query Translator is query 
segmentation. We used The ATB segmentation algorithm for 
divide the user’s Arabic query into several tokens .as we 
mentioned before number of Arabic tokens is similar to the 
English one which makes the translation process is easier. The 
following example shows the Arabic query as an input and the 
segmented Arabic tokens as an output of the process.  

Arabic query: 

 الى نص  PDF تحويل من 

 

After applying the ATB: 

(S (NP <tahweel    تحويل 

      (PP <min    من 

      (NP< PDF    PDF 

       (PP <ilaY   إلى 

       (NP< nas    نص 

   )))))  

After applying the ATB segmentation algorithm the output 
is a several tokens which each one could be an entry in 
bilingual dictionary in the next step.  

D. Arabic / English Bilingual Dictionary  

As we mentioned before the bilingual dictionary is a 
specialized dictionary used to translate words or phrases from 
one language to another. For this purpose we searched for 
Arabic / English open source dictionary. We found 
ARABEYES, it is a Meta project that is aimed at fully 
supporting the Arabic. It is designed to be a central location to 
standardize the Arabization process. 

Fig. 6. Cross Language Information Retrieval service 

discovery approach. 
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The extracted tokens from the ATB are sent it to the 
ARABEYES to get the translated keywords as shown in the 
following example: 

Arabic Tokens: 

 تحويل -

 من -

- PDF 

 إلى -

 نص -

ARABEYES output: 

- Conversion تحويل 

- From       من 

- PDF        PDF 

- To         إلى 

- Text       نص 

The Translated keywords are sent to the search handler 
components. Search handler components are using the inverted 
file techniques to find the WSDL documents that matches the 
user’s query keywords. Each one of the translated keywords is 
compared to inverted lists records where each WSDL 
documents that contain t (notice that each document is 
represented as pairs < d, fd,t >  d is a document number and the 
frequency (fd,t ) of t appeared in d. then the arranged WSDL 
document list according the term frequency in the document is 
returned to the search handler component. 

E. WSDL English to Arabic Translator 

The search handler component gets the WSDL Documents 
that matching the user’s query. All these documents are written 
in English language. These document should be translated to 
Arabic, before the translation process the information inside 
the WSDL document should be extracted. As we mentioned in 
section 2.3 the important information is exists in the attribute 
names that contain a semantic information about the selected 
web services and its values contain the information that is 
related to the previous attributes, the other important part in the 
WSDL document is the <documentation> element. This part is 
written in natural language as a description for the web service, 
which describe the purpose of the service and other 
information provided by the service provider, the following 
example in fig7 shows some of this information: 

Attributes and its content: 

 

 
The extracted WSDL documents are sent to the WSDL 

English to Arabic Translator component. The attributes names 
and its values are translated to Arabic. For this purpose they 
will be sent to WSDL translator component as a pairs like in 
the following example: 

< (Attribute Name) service name=  

(Attribute Value)"PdfToTextService"> 

 

And the output will be like: 

 <" pdfالى نص "=اسم الخدمه>
After translating all WSDL attributes and their values the 

WSDL translating components will collect all translating 
process output and put them in the form like figure 8. 

The two WSDL documents the English and the translated 
are sent to the user or to the service requester, which will give 
him a better understanding of the WSDL documents, and let 
him to decide which service is the best match for his query. 

Fig. 7. Example of WSDL document returned form the 

search handler. 

Source: Adapted from 
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G. English To Arabic Translator Software API 

As we mentioned in section 4.1.3 the retrieved WSDL 
documents were translated to Arabic. This process is done 
through a specialized software that we mentioned it in figure 6 
as a black box.in this part we used a readymade software   
because the WSDL document contains some attributes an 
elements that contain a long description of the service which 
like: 

<documentation> 

  This service will extract the text content from a PDF file.  

  It uses the pdftotext executable from Xpdf  

  (http://www.foolabs.com/xpdf/).  

  The text returned from this service 

  often contains characters which are XML-invalid,  

  therefore the text is returned in i 

</documentation> 
That needs a full translation with applying the grammars 

rules and machine learning techniques. For this purpose we 
used the Google translation APIs. Google Translate is a free 
statistical multilingual machine-translation service provided by 
Google Inc. to translate written text from one language into 
another. Google API client libraries are available in a number 
of popular programming languages like .NET and Java. The 
API provides access to a service and provides a single URI that 
acts as the service endpoint. 

The following figure show a sample of the programming 
code using c# for accessing the Google API, the following 
functions has two input 1- the WSDL attribute and its value as 
a pair ,2- the language pair which in our case is English to 
Arabic. And the output is the translated text: 

 

 

V. EVALUATION 

For testing our proposed approach we searched for a 
registry of curated Web Services that contains a huge numbers 
of Web services. And we found the BioCatalogue, it is a 
centralized registry of curated Life Science Web Services and 
it has the following functions: 

1) Search (by Keywords): 

User or agent could search using any part of service 

name. 

2) Search (by Data): 

User or agent could search using a specific input data or 

output data. 

3) View Full Details of a Service: 

Also they could view the full details of a service. 
The previous functions are available on the 

BioCatalogue.com website through a defined web interface, 
also there are an available API’s to access all 
BioCatalogue.com searching, filtering, browsing data and 
WSDL documents. The BioCatalogue provides a set of public 
RESTful endpoints that allow user and agent to query the 
registry programmatically and integrate the data and 
functionality into their own scripts, workflows, apps, tools and 
mashups. 

We selected a 20 English queries for a web services, we 
chose them based on BioCatalogue Latest Activity log, which 
contains the recent used web services based on users’ queries. 
The 20 queries and their returned results were listed in the 
Table 1. 

 
No English Query No WS 

1 Convert PDF to Text 31 

2 Cleaning Text from unwanted classes 1 

3 Text search and retrieval from large 

databanks 1 

4 Protein Sequence Analysis on pfam 31 

5 Named Entity Recognition 31 

TABLE I.  English Queries and Their results 

Fig. 9. C# code for accessing Google API 

Fig. 8. Translated WSDL document 
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6 Biomedical Named Entity Recognizer 1 

7 Document Discovery 1 

8 Document Similarity 3 

9 Document Clustering 3 

10 Classify text 3 

11 Text Mining 13 

12 Sentence split 1 

13 Structure Retrieval 07 

14 Similarity sequence databases 3 

15 Chemical text mining 3 

16 Image Retrieve 5 

17 Genome Information Broker 1 

18 Protein sequence  database query 51 

19 Protein Sequence Similarity service 4 

20 Protein Tertiary Structure 35 

 

The selected English queries were translated manually to 
Arabic language and entered as input of our proposed model 
and their results were tested against the original English 
queries results. The Arabic queries and their correct and 
incorrect returned results numbers were listed in the Table 2, 
for each query we calculated the accuracy and precision by 
using the binary classification like: 

 

That is, the accuracy is the proportion of true results 
(both true positives and true negatives) in the population.  

 

 

On the other hand, precision or positive predictive value is 

defined as the proportion of the true positives against all the 

positive results (both true positives and false positives) 

 

 

Note: The total number of available Services for searching 
is 2485 services 

We supposed that the returned number of services in 
English language is the ideal case which represents the total 

number of services that query written in Arabic language 
should return, which exists in the third column in table 2. 

Then we calculated the average accuracy and average 
precision for the 20Arabic queries: 

AvgAccuracy = (Total accuracy/No of queries) =99.87 

% 

AvgPrecision = (Total precision /No of queries)

 =95.07% 

The WSDL documents for the selected web services are 
translated as we mentioned before in 4.1.3 and figure 8. 

And the following chart shows the similarity between the 
results of English query and Arabic Query: 

 

 

 

 

Fig. 10. English vs. Arabic Queries results 

http://en.wikipedia.org/wiki/True_positive
http://en.wikipedia.org/wiki/True_negative
http://en.wikipedia.org/wiki/Positive_predictive_value
http://en.wikipedia.org/wiki/False_positive
http://www.biocatalogue.org/services
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No Arabic Query Number of 

returned WS 

from English 

Query 

Total No 

of 

returned 

WS 

No of 

True 

Positive 

No of True 

Negative 

No of 

False 

Negative 

No of 

False 

Positive 

Accuracy 

% 

Precision 

% 

إلى  PDF تحويل 1

 نص

31 31 31 2472 0 0 
377077 377077 

تنظيف النص من  2

الطبقات غير 

 المرغوب فيها

1 1 1 2482 0 0 

377077 377077 

البحث عن النص  3

واسترجاع من 

 قواعد البيانات الكبير

1 1 1 2482 1 0 

99091 377077 

تحليل تسلسل  4

 البروتين على

pfam 

12 12 12 2473 0 0 

100.00 100.00 

التعرف على الكيان  5

 المسمى

31 31 31 2469 0 0 
377077 377077 

التعرف على الطب  6

الحيوي للكيان 

 المسمى

1 3 3 2483 1 0 

99091 377077 

 11011 99037 4 1 2478 2 7 1 اكتشاف الوثيقه 7

 377077 377077 0 0 2484 3 3 3 تشابه الوثيقه 8

 377077 377077 0 0 2484 3 3 3 تجميع الوثيقه 9

 377077 99033 0 3 2481 1 4 3 النصتصنيف  10

 377077 377077 0 0 2447 13 13 13 التعدين النص 11

 377077 377077 0 0 2483 1 1 1 انقسام الجملة 12

 10037 93071 19 30 2396 40  59 07 هيكل استرجاع 13

قواعد البيانات تشابه  14

 تسلسل

3 3 3 2484 0 0 
377077 377077 

الكيميائية النص  15

 التعدين

3 3 3 2484 0 0 
377077 377077 

 377077 99091 0 1 2480 4 4 5 استرجاع الصور 16

سمسار معلومات  17

 الجينوم

1 9 6 2476 3 0 
99033 377077 

الاستعلام عن  18

البروتين تسلسل 

 قاعدة البيانات

51 51 51 2429 0 0 

377077 377077 

خدمه تسلسل التشابه  19

 البروتين  

4 4 4 2481 0 0 
377077 377077 

 377077 99091 0 2 2470 31 31 35 بنية البروتين العالي 20

 

 

 

TABLE II.  Arabic Queries and Their results  



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 4, No. 8, 2013 

129 | P a g e  

www.ijacsa.thesai.org 

VI. EVALUATION 

Web service discovery is a very important process special 
after applied IR techniques which leads to IR web service 
discovery approach, but this limits it use to English language 
users only, our approach leads to expand the web service users 
to other languages, in our research we proposed the Arabic 
language approach which could be used in other languages like 
Indian, Chinese and so on. This may lead to further 
applications that could use multiple language web service and 
application to application different language data exchange. 

Our future work to expand our approach to use the data 
mining techniques on the web service user’s history to improve 
the selection mechanism. 
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Abstract—Problem statement: The Data Warehouse is a 

database dedicated to the storage of all data used in the decision 

analysis, it meets the customer requirements, to ensure, in time, 

that a data warehouse complies with the rules of construction 

and manages the evolutions necessary of the information system 
(IS). 

Results: According to the studies carried out, we see that a 

system based on a data warehouse governed by the best practices 

of The Information Technology Infrastructure Library (ITIL) 

and equipped with a multi-agent system will make it possible our 

direction to ensure governance tending towards the optimization 

of the exploitation of the data warehouse. 

Keywords—Information Technology Infrastructure Library 

(ITIL); data warehouse; governance; insufficiencies of the data 

warehouse; multi-agent system. 

I. INTRODUCTION  

The data warehouse is not merely a new practice, it is 
found in all the fields and corporation having data. It is a true 
resolution in the computing world.  All the conditions are well 
used for a good decision making. 

The raw data extracted or transformed into information are 
transformed by an ETL (Extraction, Transformation and Load). 

The information is stored in a data warehouse to be 
analyzed by tools for analysis transforming this information 
into knowing (Figure 1). 

 
Fig. 1. Business intelligence [1] 

A shallow analysis or erroneous input data may cause a 
wrong decision. A decisional project is prone sometimes of 
bugs or of dysfunction related to the bad human handling and 
it directly impacts the response time of a whole decisional 
chain. 

To overcome these insufficiencies, we proposed a 
governance of the data warehouse based on the best practices 
of ITIL and of the multi-agent system. 

It would be useful before presenting the method used to 
show the benefit of choosing ITIL and multi-agent system. 

A. The benefit of choosing ITIL with data warehouse: 

 ITIL is a rather complete framework of reference which 
treats all the fields of the IT governance. . Its continuous 
updating and harmonization with other standards such as 
COBIT, ISO 27000, PMBOK and regulations such as SOX, 
Basel II solvency, and the possibility of using it in the data 
warehouses guided our choice. 

B. The benefits of the governance of a data warehouse with 

the multi-agent system: 

The governance of an information system present common 
point with the multi-agent system at knowing management by 
process [7]. This management is ideal for IT governance, 
which governance is not other than a set of processes in 
interaction between them for a better management of 
information technology. 

II. DATA WAREHOUSE   

The data used in decision making or the decisional 
analysis are stored to constitute a database, it is this same 
database which is called after data warehouse. 

The tools of ETL provide the power of the data warehouse 
from production bases. It is only one simple copy of these data 
since the data warehouse transforms these last into 
information. Which information is transformed into 
knowledge through other algorithms business intelligence 
(Figure 2). 
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Fig. 2. The steps of feeding a data warehouse 

The knowledge generated by the data warehouse is used 
for:  

 To manage and/or predict (for example sales).  

 To evaluate the risks (for example the risk customer for 
an insurance). 

 To make a study of the behaviors of the customers in 
order to allow the companies to define strategies to 
target their customer. 

A. Features of data warehouse  

A data warehouse is a collection of « Subject oriented, 
integrated, nonvolatile, time variant collection of data in 
support of management decisions » [12] [13]. 

 Subject-Oriented: 

The database is built according to the subject area, for 
example (customers, products, risk,...). 

 Integrated:  

The data comes from different production applications, can 
exist in all different forms.It must be integrated in order to 
standardize and give them a way, understandable by all 
users.In a data warehouse, the data must have a coding and a 
unique description. 

 Non-volatile:  

In the data warehouse, the data will not disappear and will 
not change with treatment over time. 

 Time-Variant: 

The historical data is kept in a data warehouse, The data is 
also stamped. We can see the evolution in time of a given 
value. 

B. Insufficiencies of the data warehouse 

The data warehouse is exposed at the risks related to [1]:  

 An improper setting up, this is the case, for example, 
want to use this knowledge at all costs without 
checking the validity of data and even their volume. 

 A poor quality of the data or a badly made analysis will 
involve erroneous results and bad decisions by the 
executive body of a company. 

 The excellent opportunities given by a data warehouse 
are likely not to be exploited more, if the data 
warehouse set up causes changes for the users or of the 
bugs during their use. 

 The need to change the decision in the case of 
development of a company (for example creation of 
new services).  

It is clear that a data warehouse is not easy to implement 
and to maintain in operational condition. 

III. GOVERNANCE   

The governance of information systems [2] [3] [11], is the 
procedure that defines the way organizations are able to align 
IT strategy with business strategy, and to ensure that 
companies remain on track to achieve their goals, and 
implement good ways to measure performance. 

IT governance provides effective, efficient and compliant 
computer to enable an organization to achieve its objectives 
use. 

A data-processing framework of governance answers some 
key questions, such as the way in which the computer 
department functions as a whole and that which the 
management of the key indicators needs. 

A.  ITIL is a normative reference frame  

ITIL (Information Technology Infrastructure Library) [4] 
[5] is a framework of best practices for the delivery of IT 
services. It helps to improve efficiency and reduce risk. 

ITIL provides a methodological approach consisting of a 
series of modules to help companies and organizations to 
improve the use of IT resources. 

ITIL consists of five modules, all modules will manage an 
IT service and align IT services with objectives of a company. 
The five modules are: 

 Strategy of the services. 

 Design of the services. 

 Transition from the services. 

 Exploitation of the services. 

 Continuous improvement of the services. 

B.  ITIL and IT service support 

Support of IT services using ITIL all aspects to ensure that 
the field of information technology can support the IT 
applications that provide business functions and can guarantee 
the continuity, availability and quality of service to users. [15] 
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Support service defined by ITIL is provided through five key 

processes and function and are used as following: 

 

 Service Desk (function) 

  Configuration Management (process) 

 Change Management (process) 

 Release Management (process) 

  Incident Management (process) 

  Problem Management (process) 

The diagram below summarizes the key aspects of the 
methodology support service defined by ITIL (Figure 3). 

 

 

Fig. 3. The methodology of support of service defined by ITIL [1] 

C. ITIL and IT service delivery 

In order to monitor and improve the quality of the 
applications of the information system on levels of customer 
service, ITIL offers the following five processes: 

 Management of service levels 

 Capacity Management 

 Availability Management 

 IT service continuity management 

 Financial management service 

D. The role of ITIL in data warehouse 

To keep the data warehouse in good condition, we must 
make good needs analysis, and conceive well the data which 
will be to use by it, and maintain the data warehouse provide a 
high quality service to customers. And ensure good 
management problems encountered, the infrastructure 
management, management of information dissemination, 
performance tuning database and the level of service provided. 

ITIL is the best practice one to implement a data 
warehouse to work properly [6][8][9][10]. 

The following table (Table 1) shows the usefulness of ITIL 
processes to keep the data warehouse in good condition. 

TABLE I.  Role of ITIL in data warehouse 

ITIL processes Role of ITIL in data warehouse 

Service Centre Process to ensure the processing of all user 

expectations that these are simple requests or 

malfunctions caused by the data warehouse. 

Incident management The aim of incident management is to restore 

data warehouse in the shortest time, with 

minimal impact on users. 

Problem Management Process to optimize the level of service by 

analyzing the real causes of malfunctions and 

there by anticipating corrective action to 

address the shortcomings in organizing and 

controlling the use of resources. 

Change management Process describing the activities to quickly and 

efficiently conduct all changes to minimize the 

risk of negative impact of these changes on the 

quality of service. 

Management put into 

production 

Process to coordinate all activities related to 

the storage, management, distribution and 

implementation of data warehouse 

Availability management  This process ensures a level of availability of 

the data warehouse to customers in accordance 

with the contract services and remaining 

financially viable [6]. 

IT service continuity 

management 

This process ensures the continuity of the data 

warehouse in the event of incident [6]. 

Service level 

management 

 

This process maintains the planning, 

contracting, implementation and monitoring of 

services and service levels, working with 

clients responsible for this activity and 

providers responsible for providing the service 

[6]. 

IV. MULTI-AGENT SYSTEM 

A multi-agent system is a distributed software system 
consisting of several autonomous entities with different 
interests - agents, occurring at the same time, sharing common 
resources and communicating them. 

Multi-agent systems can reduce the complexity of solving 
a problem by dividing the required subsets namely, combining 
independent to each of these subsets intelligent agent and 
coordinating the activity of these agents. 

Modeling of the proposed solution is based on the 
principle of Multi-agent systems is: "Everyone must cooperate 
to achieve the same goal." 

The proposed architecture is composed of the following 
agents: 

 User Agent 

Cognitive agent can communicate, intervene and monitor 
service-center Agent and process agent. 
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 Service-Center Agent 

Reactive agent that reacts when the action is required. 

 Process Agent 

Hybrid agent, by stimulating service-center agent and 
cooperation with the user agent and the business agent, it takes 
a decision. 

 Business Agent 

Reactive agent, depending on the situation, it interacts with 
the process agent. 

 Knowledge Base Agent 

Reactive agent whose task is the retrieval of information 
from the knowledge base. 

A. Functional specifications 

A service is triggered by an event which is detected by the 
sensor of a process. 

When the process started, it draws data from the 
knowledge base for possibly trigger other processes and 
generates an audit report. 

Monitoring services will be measured in% for carrying out 
checks of all active processes. 

 The historical services provide a basis for an intelligent 
system. 

The following diagram shows the operation of a process 
(for example "change indicator") (figure 4): 

 

 

Fig. 4. Example-change indicator 

V. CONCLUSION 

According to the study there are gains to be made through 
better governance of a data warehouse. Using our method, we 
ensure customers satisfaction, quality service, and 
maintenance of a data warehouse in good condition. 

Using the best practices of ITIL by professionals allows to 
highlight the operations that lead to improvements that can 
recognize weaknesses in our control. 

 Hence the need for a decision-making system, data 
warehouse, most reliable way to get to identify its problems 
seen to reduce the disturbances due to a malfunction in an IT 
services company, and this can only be done by governance of 
decision support system, data warehouse. 

The proposed method suggests tactics for each blocking 
position to maintain the operability of a data warehouse. 

We expect the development of a generic platform to 
represent the proposed method. 
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   Abstract—With the increase in traffic road density, several 

causalities occur due to delay in taking a patient to the hospital in 

an ambulance. In this paper, we have developed an algorithm to 

find the shortest path to reach the required destination. As 

required the software will identify the present location of the 

vehicle and ask the user for the destination. Then it will show all 

the available paths, highlighting the shortest one or in several 

cases the most optimum one. Further we made the traffic signals 

automated for special vehicles like an ambulance or a fire-engine 

such that the signals will go green for the ambulance as it comes 

in the vicinity of the traffic signal, thus providing them with a 

clear path to reach its destination. The original signal is restored 

as soon as the ambulance goes undetected by the Bluetooth 
scanner of the traffic signal. 

   Keywords—python; ambulance; wireless; Bluetooth; 

cryptography;  

MOTIVATION 

In India rapid growth of population coupled with high rate 
of industrialization has resulted in unmanageable increase in 
traffic volume, especially in metropolitan cities and urban 
areas. Due to this increase in traffic density several valuable 
lives are lost due to delay in receiving medical attention. So 
we designed a system which prioritizes emergency vehicles 
like ambulances, fire engines and provide them with a 
congestion free path to reach its destination as soon as 
possible. 

 

 

 

 

 

 

 

 

 

 
 

 

PROBLEMS 
 

One of the most challenging problems of urban civilization 
is directly or indirectly related to population explosion. Traffic 
congestion being one of the most persistent one. Not only it 
wastes our valuable time but also in some cases situations can 
go critical.   

 Traffic congestion hampers the speed of vehicles 
which also include emergency vehicles like 
ambulances, police van and fire engines whose delay 
can put life of many at risk.  

 Unnecessary waiting at the traffic signals due to 
unequal traffic density 

 Absence of knowledge about the routes of a city. 

 Handling huge traffics can get daunting at times. 

It’s the emergency services which pay the maximum price 
when caught in traffic jams especially the ambulance services 
where situations can be very critical. To solve this problem we 
have come up with the solution of Intelligent Ambulance 
Traffic Assistance system using secure wireless networks. 

Using this technology we make traffic signals 
automatically green as any ambulance comes in its vicinity, 
thereby minimizing the unnecessary time spent in traffic jams. 
As a result it gets a clear path to carry the patient to a nearby 
hospital which can be at times quite vital to save one’s life. 
Moreover we find all the available paths from the current 
position of the vehicle to the hospital, highlighting the shortest 
or optimal path., this facility can also make up for the meagre 
knowledge of routes of the driver. It also solves the problem 
of language barrier which is experienced by many drivers who 
are new to a completely cultural diverse location where our 
program proves to be quite useful.  

Since the changing of signals is completely automated we 
make the task of traffic operators quite hassle free and 
comfortable. 

This facility further enables us to deal traffic according to 
its density. It’s unnecessary to keep a whole lot of vehicles 
waiting at a ‘red’ signal for 60secs than letting few vehicles 
pass through ‘green’ signal for that equal amount of time. The 
path which has higher traffic density faces ‘red’ signal for 
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lesser time and more of green signal and vice versa. This 
greatly enhances the mobility of the vehicles  

As automated systems are taking over the manual ones due 
to their increased efficiency and human error free nature, 
introduction of this technology takes it to an advanced level. 

I. INTRODUCTION 

We aim to develop an automatic traffic control system 
which can function independent of any outside help. Our 
traffic control system is equipped with a distinct feature 
especially for ambulance through which it is being assigned 
priority in terms of getting a green signal ahead of normal 
vehicles. Along with that we are also determining the 
optimum path between any source and destination. But the 
most crucial point is that we are providing all these facilities 
with the help of very cheap and widely available technologies, 
which makes us distinct from others. 

We implemented the following technologies in this 
project: 

 Python (as coding language) 

 Bluetooth(as a mode of communication) 

 Cryptography(to enhance system security) 

What is Python? 

 Python is a general-purpose, high-level programming 
language whose design philosophy emphasizes code 
readability. Python language stands out in comparison 
with respect to other programing languages as it: 

 Is compact.  

 Can be packaged into standalone executable file which 
can cater to our several needs by using third party tools  

 Provides a simpler and better way to represent data in 
graphical form- 

 Modules like matplotlib, visual provides us with the 
facility of mapping data in 2-D and 3-D form. 

 Is an interpreted language, that allows for rapid, 
flexible, exploratory software development 

Why python? 

Python language stands out in comparison with respect to 
other programing languages in terms of its vast array of 
standard library and code readability. We chose it over other 
languages as it is more compact and also by using third party 
tools python code can be packaged into standalone executable 
file which can cater to our several needs. We have used third 
party modules like Bluetooth, matplotlib, pysqlite, cipher and 
visual. Bluetooth module helps us to perform the scanning and 
tracking operation. Python provides a simpler and better way 
to represent data in graphical form, in comparison to any other 
programing language. We did the implementation of the above 
with the help of module matplotlib. We have connected 
database to python with the module pysqlite as we need 
database connection in our project to bring coordination 
between the traffic signals. To provide security to the files 

used in the project from unscrupulous elements, we used the 
module cipher. By this module, we can easily form a sphere or 
other known figure in only a single statement, which in 
comparison, takes several steps in other programming 
language to accomplish.  

Python over Java: 

 Concise Coding style: The code in Python is typically 
much more concise than that of Java, with much lesser 
verbosity. 

 Dynamic Typing: No requirement of declaring data 
types in Python making sure that the inheritance 
hierarchies especially for all the interfaces and 
implementations are well laid out. 

 Built in language capabilities: Python has more built in 
language capabilities than Java. Items such as list 
comprehensions, ability to deal with functions as first 
class objects gives a broader vocabulary to work with. 

What is Bluetooth? 

 Bluetooth is a wireless technology standard for 
exchanging data over a short distance in a very 
efficient and lucid way. It is a technology standard for 
exchanging data over short distances (using short-
wavelength radio transmissions in the ISM band from 
2400–2480 MHz) from fixed and mobile devices, 
creating personal area network (PANs) with high levels 
of security. Created by telecom vendor Ericson in 1994 
it was originally conceived as a wireless alternative to 
RS-232 data cables.  

Why Bluetooth? 

 It is very cheap and easily available- A Bluetooth 
adapter costs very less (around 200 INR) and can be 
found easily in the market. Therefore its maintenance 
can be done easily.  

 It can connect several devices, overcoming problems of 
synchronization. 

 It is very easy to install- Unlike its other connecting 
devices it consumes very less power so it can operate 
without an external source. 

 Limited area of access proves to be quite an advantage 
for our project. 

 Does not interfere with normal signalling of devices. 

 Since our project mainly deals with ambulance and 
other emergency vehicles which can contain 
sophisticated and sensitive devices .These devices can 
get easily affected by the interference of an external 
signal and Bluetooth just avoids that.  

Why better than Wi-Fi? 

 Cost effective- 

 Cost of setting a Bluetooth in comparison to Wi-Fi is 
much less. 
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 Interferes with external signalling of devices- 

 At the time of functioning, Wi-Fi devices tend to 
interfere with signalling of surrounding devices which 
can prove quite harmful in several cases when dealing 
with certain sophisticated and life saving devices. 

 Lower  power consumption and easy to maintain- 

 A portable device’s primary need is that it should 
consume less amount of power, but Wi-Fi devices 
require larger amount of power to function properly 
which makes it quite inappropriate within the context 
of our project. 

What is cryptography? 

Cryptography is the science of information security. It is 
about construction or formation of some basic protocols to 
overcome the influence of adversaries. Modern cryptography 
concerns itself with the following four objectives:  

 Confidentiality -the information cannot be understood 
by anyone for whom it was unintended. 

 Integrity -the information cannot be altered in storage 
or transit between sender and intended receiver without 
the alteration being detected.  

 Non-repudiation -the sender of the information cannot 
deny at a later stage his or her intentions in the creation 
or transmission of the information.  

 Authentication -the sender and receiver can confirm 
each other’s identity and the origin & destination of the 
information. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig. 1. Encryption and Decryption in Cryptography 

What is the need of cryptography? 

Our project deals with full automation of traffic signals 

which is vulnerable to any kind of anti-social activities which 

can prove quite troublesome. At the time when database is 

edited through scanner which is the deciding factor in 

management of the traffic lights any interference from any 

foreign unscrupulous element will make the whole situation 

more chaotic and can disrupt the whole traffic system. So by 

securing it we are trying to avert or avoid any such activities. 

II. RELATED WORK 

In this section we mention about previous works which 
have motivated us in implementing this project. We have seen 
a number of projects which used Bluetooth Scanning devices 
for various purposes. Coding of various projects is also done 
using python. The combination of Bluetooth and python has 
helped in developing different types of projects. In the paper 
‘WRife:a’ wireless epidemic data collection protocol suitable 
for medical monitoring’ by students of Texas University, we 
see that patient’s health related data is collected using medical 
sensors. Fixed and mobile radio devices are used for 
disseminating information from medical sensors to the servers. 
In this project Wi Fi could have been used but RF radiation 
emitted by it interferes with medical devices and may also 
cause health hazards. The bandwidth requirement of Bluetooth 
is much less than that of Wi fi and is also low power 
consuming device, thereby reducing interference and safety 
concerns. Moreover in this project poisoning where attackers 
inject corrupted data causing the loss or modification of 
original message sample, various cryptographic ciphers have 
been used.so we have also encrypted our database file before 
sending it to the client. The client can decrypt the file using 
the key. In another project ‘A deadline driven epidemic data  
collection protocol suitable for tracking inter personnel 
rendezvous’ we can see the application of Bluetooth for peer 
to peer wireless data collection algorithm. 

In our project we have three components-ambulance which 
acts as the client, scanners which act as Bluetooth access 
points and master servers. When the ambulance sends signal 
to the scanner in order to get the database for finding the 
shortest path leading to the hospital, the scanner sends the 
database to the ambulance in an encrypted format. This similar 
approach is observed in another work ‘In-Building Location 
using Bluetooth’. In this project the location of any mobile 
device can be detected using Bluetooth scanners. The received 
signal strength from each coordinate is sent to the server by 
the scanners. The server has a map of RSSI (Received Signal 
Strength Indication) at different coordinates. Thus it gives the 
deduced location of the mobile device by the use of the 
received RSSI and triangulation technique. 

III. METHODOLOGY 

A. Administration 

1) Flow Diagram: 
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Fig. 2. Flow Diagram for Administration 

2) Step Algorithm 
Step 1: START 
Step 2: Login window opens 
Enter user name: name 
Enter password: pass 
Step 3: If username exist in table: 
If password==pass: 
//login successful 
//Another window opens 
To enter new node GOTO Step 4 
To insert distance between two nodes GOTO Step 7 
Else: 
//login unsuccessful 
GOTO Step 2 
//ENTER A NEW NODE 
Step 4: click” ENTER NEW NODE” button in new window 
//another window opens 
GOTO Step 5 

Step 5: Enter new node: node 
Enter X co-ordinate: x 

Enter Y co-ordinate: y 

Enter Z co-ordinate: z 

“Submit” button is pressed 

Step 6:”ENTER ANOTHER NODE” button is

 pressed 

//to insert another node 

//another window opens 

GOTO Step 5 

//INSERT DISTANCE BETWEEN NODES 

Step 7:”enter distance between paths” button is pressed 

//another window opens 

GOTO Step 8 

Step 8: Enter source: source 

Enter destination: destination 

Enter distance: distance 

“Submit” button is pressed 

Step 9:”ENTER ANOTHER DISTANCE” is pressed 

//to insert distance of other two nodes 

GOTO Step 8 

B. Ambulance 

1) Flow Diagram 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3. Flow Diagram for Ambulance 

2) Step Algorithm 
Step 1: START 
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Step 2: read path, status, mac, flag, temp, priority, car count 
from file 
Step 3: search cars (Bluetooth devices) at a particular node 
Step 4: if mac address of ambulance is found in search: 
GOTO Step 5 
Else: 
GOTO Step 13 
Step 5: Count the number of ambulance present in current node 
Step 6: find number of ambulance present in every other nodes 
Step 7: if maximum number of ambulance is present in current 
node: 
GOTO Step 8 
Else: 
GOTO Step 9 
Step 8: Turn all node-signal RED except current node, which is 
turned GREEN 
GOTO Step 12 
Step9: if number of ambulance present in current node is same 
as any other node and that is maximum value of ambulance in 
any node: 
GOTO Step 10 
Else: 
GOTO Step 2 
Step 10: check priority of each node 
Step 11: if priority of current node is maximum: 
GOTO Step 8 
Else: 
GOTO Step 2 
Step 12: write updated values of path, status, mac, flag, temp, 
carcount into file 
GOTO Step 2 
Step 13: find opposite node of current node 
Step 14: check if sum of carcount of current node and opposite 
node is greater than threshold 
Value then: 
GOTO Step 15 
Else: 
GOTO Step 16 
Step 15: turn on current node and opposite node-signal to 
GREEN and others to RED 
GOTO Step 12 
Step 16: reverse node-signal of each node after 2 bluetooth 
search time (1 bluetooth search time 
requires approximately 8 seconds) 
GOTO Step 12 

C. Procedure Path 

1) Flow Diagram 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 4. Flow Diagram for Procedure Path 

2) Step Algorithm 
Step 1: Start. 

Step 2: Read the destination and the port number through 

which you want to communicate.  
Step 3: Scan the nearest node/traffic signal scanner.  
Step 4: Connect to the node scanner with the 

chosen port number, and send it a message. 
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Step 5: Receive the node and distance tables (database) in 

encrypted form from the scanner node, along with the name of 

the scanner. 

Step 6: Decrypt the tables to get the actual values. 

Step 7: Calculate the path using the procedure Calculate Path 

(source node name, destination node name and path). Initially 
variable path contains the destination node. 

//PROCEDURE CALCULATE PATH 
Step 8: For every neighbouring node to the current destination 

node, carry out the following steps. 

Step 9: If this node is already present in the path: 

Go to step 8 and continue execution with the next value. 

Else: 

Go to step 10. 

Step 10: Add the neighbouring node to the path. 

Step 11: If this neighbouring node is the source: 

Go to step 12. 

Else: 
Go to step 15. 

Step 12: Store the path. 

Step 13: From the path, remove the last node traversed. 

Step 14: Go to step 8. 

Step 15: Go to procedure CALCULATE PATH with only the 

destination node parameter being replaced by the neighbouring 

node. 

Step 16: Remove the node just being added to the path. 

Step 17: Return from the procedure CALCULATE PATH, 

fetching all the paths possible to go from the source to the 

destination. 
Step 18: For all paths obtained between the source and the 

destination through the above procedure, calculate their 

respective distances with the help of the database. 

Step 19: Store these distances in a list for later usage. 

Step 20: Calculate the minimum distance of all the distance of 

the paths and store its position. 

Step 21: Display all the paths, along with its distances in the 

window, where the paths are searched. 

Step 22: Using the modules matplotlib (pyplot) and visual, plot 

the two dimensional and three dimensional views of the paths 

with respect to the co-ordinates of the nodes obtained from the 

database. The minimum distance path is differentiated by 
colouring it red while the rest are blue. 

Step 23: End. 

IV. RESULTS 

 

 

 

 

 

 

 

Fig. 5. Every possible path with distance along with the shortest path 
separately. 

 

 

 

 

 

 

 

 

 

 

 

Fig. 6. Every paths along with shortest path in 2D plot. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 7. Every path along with shortest path in 3D plot 

V. FUTURE WORK 

Our project can be enhanced by working in the following 
area, 

 Encryption 

 Tracking of vehicles 

 Generalizing the ambulance concept 

 Stoppage time 

1) Encryption: We can increase the level of 

security of our system by making the encryption key even more 

secure because only the secrecy of the key provides security 

and it’s better to assume that the intruder knows the system. 

We can make the system even more secure by encoding the 

encryption key. We can do it by using a separate key (second 

level key) to encrypt the basic encryption key. Hence to 
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decrypt the file containing the information we have first 

decrypt the basic key using second level key and then decrypt 

the file using the decrypted basic key. This is known as second 

level encryption-decryption. Similarly we can increase the 

level of encryption-decryption by increasing the number of 

keys, each key, barring the final key, is encrypted.  

2) If we use AES instead of DES it will enhance 

the level of security of the system. We can also increase the 

size of the key from 128 to 256 bits but it will require higher 

hardware configuration which in turn increases the cost of the 

project. 

3) Tracking of vehicles: we can track any vehicle 

as every vehicle will have an inbuilt Bluetooth device having 

unique MAC id. The Bluetooth scanners installed in the traffic 

signals will monitor the vehicle and the vehicle's path can be 

derived by fetching the time and the position of the Bluetooth 

scanners which are scanning the vehicle. Hence, we can 

derive the path of the vehicle by comparing the scanning time 

of the different Bluetooth scanners. 

4) Generalizing the ambulance concept: In our 

project the system give special preference to ambulance, 

where the signal allows its smooth mobility, blocking other 

signals. This concept can also be applied to fire engines and 

for the vehicles of VVIP's. The work load of traffic police is 

substantially reduced, thereby, less number of traffic police 

can be deployed.  

5) Stoppage time: We often encounter road blocks 

during maintenance, special occasions, procession etc. To 

avoid this kind of trouble we can introduce a new concept of 

“stoppage time”, which is the time difference between the 

actual time and the ideal time taken by a vehicle to cover a 

certain path. We can incorporate this stoppage time concept 

along with the shortage path algorithm to find the real time 

optimal path. 

VI. CONCLUSION 

From a proper analysis of positive points and constraints 
of the system it is inferred that the system is working as per 
the objectives of the project. Installation and maintenance of 
the system is cost effective and takes less time. The system-
user interface is user friendly and does not require specialized 
training or skills to operate it. 

The project has been designed to substantially enhance the 
performance by ensuring smooth mobility of emergency 
services (like ambulance, fire engines, etc.).The 
implementation of the algorithm is done in such a way that it 
not only paves way to emergency vehicles but it’s auto 
reinstatement of the older status of traffic  light helps in 
smooth transition of traffic along the road.  The system also 
reduces the workload of traffic personnel as it totally 
automates the whole prospect of traffic signalling which also 
greatly reduces the domain of error. We have also equipped it 
with an algorithm which provides the user with the shortest 
possible path between destination and source which      is the 
biggest asset in this era where people consider time as money. 

Being an automated signalling system it eliminates the 
chances of human error which often results in road accidents 
and mishaps. 

As discussed earlier, this project transforms the 
shortcomings (in terms of range and scanning time) of 
Bluetooth Technology into its strength thereby consolidating 
its applicability as the time lag between detection of two 
vehicles has to be wide enough to avoid any complications. A 
scan time of usually 8 seconds also provides us with adequate 
time for reinstating of older status of traffic lights. 

Thus this project is practically feasible, economically 
viable, and reliable in nature. It’s robust as well as easy to 
handle mechanism makes it easy and quite simple to be 
understood and brought in use by the masses. Summing up we 
can say that this project with its ready to apply technology and 
cheap installation charges invariably finds its application in 
our traffic signalling system.  

An improvisation of the project and subsequent 
modification of the system can serve our purpose as and when 
needed in near future.    
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Abstract—The challenges of the standard clustering methods 

and the weaknesses of Apriori algorithm in frequent termset 

clustering formulate the goal of our research. Based on 

Association Rules mining, an efficient approach for Web 

Document Clustering (ARWDC) has been devised. An efficient 

Multi-Tire Hashing Frequent Termsets algorithm (MTHFT) has 

been used to improve the efficiency of mining association rules by 

targeting improvement in mining of frequent termset. Then, the 

documents are initially partitioned based on association rules. 

Since a document usually contains more than one frequent 

termset, the same document may appear in multiple initial 

partitions, i.e., initial partitions are overlapping. After making 

partitions disjoint, the documents are grouped within the 

partition using descriptive keywords, the resultant clusters are 

obtained effectively. In this paper, we have presented an 

extensive analysis of the ARWDC approach for different sizes of 

Reuter’s datasets. Furthermore the performance of our approach 

is evaluated with the help of evaluation measures such as, 

Precision, Recall and F-measure compared to the existing 

clustering algorithms like Bisecting K-means and FIHC. The 

experimental results show that the efficiency, scalability and 

accuracy of the ARWDC approach has been improved 
significantly for Reuters datasets. 

Keywords—Web Document Clustering; Knowledge Discovery; 

Association Rules Mining; Frequent termsets; Apriori algorithm; 

Text Documents; Text Mining; Data Mining 

I. INTRODUCTION 

The internet has become the largest data repository, facing 
the problem of information overload. The existence of an 
abundance of information, in combination with the dynamic 
and heterogeneous nature of the Web, makes information 
retrieval a tedious process for the average user. Search 
engines, Meta-Search engines and Web Directories have been 
developed in order to help the users quickly and easily satisfy 
their information need. The Search engine performs exact 
matching between the query terms and the keywords that 
characterize each web page and presents the results to the 
user. These results are long lists of URLs, which are very hard 
to search. Furthermore, users without domain expertise are not 
familiar with the appropriate terminology thus not submitting 

the right query terms, leading to the retrieval of more 
irrelevant pages. This has led to the need for the development 
of new techniques to assist users effectively navigate, trace 
and organize the available web documents, with the ultimate 
goal of finding those best matching their needs. Document 
Clustering is one of the techniques that can play an important 
role towards the achievement of this objective. 

Document clustering has become an increasingly 
important task in analyzing huge numbers of documents 
distributed among various sites. Furthermore organizing them 
into different groups called as clusters, where the documents 
in each cluster share some common properties according to 
defined similarity measure. The fast and high-quality 
document clustering algorithms play an important role in 
helping users to effectively navigate, summarize, and organize 
the information. 

Document clustering has been studied intensively because 
of its wide applicability in areas such as Web Mining, Search 
Engines, Information Retrieval, and Topological Analysis. 
Document Clustering is different than document classification. 
In document classification, the classes (and their properties) 
are known a priori, and documents are assigned to these 
classes; whereas, in document clustering, the number, 
properties, or membership (composition) of classes is not 
known in advance. Thus, classification is an example of 
supervised machine learning and clustering that of 
unsupervised machine learning [1]. This distinction is 
illustrated in figure (1). Document Clustering can produce 
either disjoint (hard clustering) or overlapping (soft clustering) 
partitions. In an overlapping partition, it is possible for a 
document to appear in multiple clusters whereas in disjoint 
clustering, each document appears in exactly one cluster [2].  

Document clustering algorithms may be divided into two 
groups: Hierarchical algorithms produce a hierarchy of 
clusters, while Partitioning algorithms give a flat partition of 
the set. 
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Fig. 1. In (a), three classes are known a priori, and documents are assigned to 

each of them. In (b), an unknown number of groupings must be inferred from 

the data based on a similarity criterion [1]. 

Although standard clustering techniques such as k-means 
can be applied to document clustering, they usually do not 
satisfy the special requirements for clustering documents: high 
dimensionality, high volume of data, ease for browsing, and 
meaningful cluster labels. In addition, many existing 
document clustering algorithms require the user to specify the 
number of clusters as an input parameter [3]-[8]. Incorrect 
estimation of the value always leads to poor clustering 
accuracy. Furthermore, many clustering algorithms are not 
robust enough to handle different types of document sets in a 
real-world environment. In some document sets, cluster sizes 
may vary from few to thousands of documents. This variation 
tremendously reduces the resulting clustering accuracy for 
some of the state-of-the art algorithms.  

The challenges of hierarchical clustering and the 
weaknesses of the standard clustering methods formulate the 
need for an accurate, efficient, and scalable clustering method 
that addresses the special challenges of document clustering. 
Frequent itemset-based clustering method is shown to be a 
promising method for high dimensionality clustering in recent 
literature. It reduces the dimension of a vector space by using 
only frequent itemsets for clustering. Frequent itemsets form 
the basis of association rule mining [9]. Exploiting the 
property of frequent itemsets (each subset of a frequent 
itemset is also frequent) and using data structures supporting 
the support counting, the set of all frequent itemsets can be 
efficiently determined even for large databases. Recent studies 
on frequent termsets in text mining fall into two categories. 
One is to use Association Rules to conduct text categorization 
[10,11] and the other one is to use frequent itemsets for text 
clustering [12]-[26]. 

In our prior research [27], we have presented an efficient 
Association Rules-based Web Document Clustering approach 
(ARWDC). The main idea of the association rule-based 
clustering stage is based on a simple observation: the 
documents under the same topic should share a set of common 
keywords. Some minimum fraction of documents in the 
document set must contain these common keywords, and they 
correspond to the notion of frequent termsets which form the 
basis of the initial clusters. An essential property of frequent 
termset is its representation of words that commonly occur 
together in documents.  

To illustrate that this property is important for clustering, 
we consider two frequent terms, “apple” and “window”. The 

documents that contain the word “apple” may discuss about 
fruits or farming. While the documents that contain the word 
“window” may discuss about renovation. However, if we 
found association rules between both words occur together in 
many documents, then we may identify another topic that 
discusses about operating systems or computers. By precisely 
identifying these hidden topics as the first step and then 
clustering documents based on them, we can improve the 
accuracy of the clustering solution. 

The Apriori algorithm remains the most commonly used 
algorithm in the mining process [9]. The Apriori achieves 
good reduction on the size of candidate set but still suffers 
from generating huge numbers of candidates and taking many 
scans of large databases for frequency checking. Our MTHFT 
algorithm proposed in [28] for efficient mining of association 
rules from documents instead of Apriori algorithm. Since by 
using MTHFT algorithm, the scanning cost and computational 
cost is improved moreover the performance is considerably 
increased furthermore increase up the clustering process.  

In this paper, we have presented an extensive analysis of 
the ARWDC approach for different sizes of Reuters datasets. 
Furthermore the performance of the approach is compared 
with the existing two clustering algorithms like Bisecting K-
means and FIHC and evaluated with the help of evaluation 
measures such as, Precision, Recall and F-measure. 

The organization of the paper is as follows. The concise 
review of related researches is presented in Section 2. The 
ARWDC approach based on association rules is described in 
Section 3. The extensive analysis of the ARWDC approach 
using different sizes of Reuters datasets moreover the 
comparison with other clustering algorithms are given in 
section 4. The conclusion is summed up in Section 5 and the 
future work in Section 6. 

II. REVIEW OF LITRUTURE  

In data mining literature, there are limited researches for 
clustering the data based on association rules mining. Whereas 
all researches for clustering web documents based on frequent 
termsets are conducted in web mining field. A review of 
researches and the work that has been done are presented in 
this section. 

Association Rules Mining is considered the basis of data 
mining research [9], [29]. The first method of integrating 
association rules and clustering techniques in an undirected 
hypergraph is presented in [30]. The frequent itemsets were 
modeled as hyperedges and a min-cut hypergraph partitioning 
algorithm was used to cluster items. There has been some 
theoretical work relating hypergraphs with association rules 
[31]. Directed hypergraphs [32],[33] extend directed graphs 
and have been used to model many-to-one, one-to-many and 
many-to-many relationships in theoretical computer science 
and operations research.  

The method for clustering of data in a high dimensional 
space based on a hypergraph model is proposed in [34].  In a 
hypergraph model, each data item represented as a vertex and 
related data items connected with weighted hyperedges. A 
hyperedge represented a relationship (affinity) among subsets 
of data and the weight of the hyperedge reflected the strength 
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of this affinity. A hypergraph partitioning algorithm used to 
find a partitioning of the vertices such that the corresponding 
data items in each partition were highly related and the weight 
of the hyperedges cut by the partitioning minimized. The 
method is linearly scalable with respect to the number of 
dimensions of data and items,  provided the support threshold 
used in generating the association rules is sufficiently high. it 
suffers from the fact that right parameters are necessary to find 
good clusters. 

An algorithm to mine association rules from medical data 
based on digit sequence and clustering is presented in [35]. 
The entire database divided into partitions of equal size, each 
partition called cluster. Each cluster considered one at a time 
by loading the first cluster into memory and calculating 
frequent itemsets. Then the second cluster considered 
similarly and calculating frequent itemsets. This approach 
reduced main memory requirement since it considered only a 
small cluster at a time and it is scalable and efficient. 

The first criterion for clustering transactions using frequent 
itemsets, instead of using a distance function is presented in 
[25]. In principle, this method can also be applied to document 
clustering by treating a document as a transaction; however, 
the method does not create a hierarchy for browsing. The 
novelty of this approach is that it exploits frequent itemsets 
(by applying Apriori algorithm) for defining a cluster, 
organizing the cluster hierarchy, and reducing the 
dimensionality of document sets. 

The two clustering algorithms, FTC and HFTC, are 
proposed in [12]. The basic motivation of FTC is to produce 
document clusters with overlaps as few as possible. FTC 
works in a bottom-up fashion. As HFTC greedily picks up the 
next frequent itemset to minimize the overlapping of the 
documents that contain both the itemset and some remaining 
itemsets. The clustering result depends on the order of picking 
up itemsets, which in turn depends on the greedy heuristic 
used. The weakness of the HFTC algorithm is that it is not 
scalable for large document collections.  

To measure the cohesiveness of a cluster directly using 
frequent itemsets, the FIHC algorithm is proposed in [14]. 
Two kinds of frequent item are defined in FIHC: global 
frequent item and cluster frequent item. However, FIHC has 
three disadvantages in practical application: first, it cannot 
solve cluster conflict when assigning documents to clusters. 
Second, after a document has been assigned to a cluster, the 
cluster frequent items were changed and FIHC does not 
consider this change in afterward overlapping measure. Third, 
in FIHC, frequent itemsets is used merely in constructing 
initial clusters.  

Frequent Term Set-based Clustering (FTSC) algorithm is 
introduced in [15]. FTSC algorithm used the frequent feature 
terms as candidate set and does not cluster document vectors 
with high dimensions directly. The results of the clustering 
texts by FTSC algorithm cannot reflect the overlap of text 
classes. But FTSC and the improvement FTSHC algorithms 
are comparatively more efficient than K-Means algorithm in 
the clustering performance. 

The document clustering algorithm on the basis of frequent 
termsets is proposed in [22]. Initially, documents were 
denoted as per the Vector Space Model and every term is 
sorted in accordance with their relative frequency. Then 
frequent term sets can be mined using frequent-pattern growth 
(FP growth). Lastly, documents were clustered on the basis of 
these frequent term sets. The approach was efficient for very 
large databases, and gave a clear explanation of the 
determined clusters by their frequent term sets. The efficiency 
and suitability of the proposed algorithm has been 
demonstrated with the aid of experimental results. 

To the best of our knowledge, all previous researchers 
depend on the frequent termsets for clustering web documents. 
While we do not know of any research that exploits 
association rules in web document clustering. 

III. ASSOCIATION RULES BASED CLUSTERING APPROACH   

An effectual approach for clustering a web documents with 
the aid of association rules is discussed in this section[27]. The 
ARWDC approach as shown in figure (3) consists of the 
following major stages: 

 Offline Collecting of Documents 

 Document Preprocessing 

 Association Rules Mining 

 Document Clustering 

 Post Processing 

A. Offline Collecting of Documents stage 

 The first step in the ARWDC approach is collecting and 
analyzing the documents (i.e. the relevant documents). The 
process of selecting documents in the ARWDC approach is 
done offline that means the documents are previously 
downloaded.  The largest Reuters datasets is an example for 
offline documents [36]. The Reuters-21578 collection is 
distributed in 22 files. Each of the first 21 files (reut2-000.sgm 
through reut2-020.sgm) contain 1000 documents, while the 
last (reut2- 021.sgm) contains 578 documents. Documents 
were marked up with SGML tags. There are 5 categories 
Exchanges, Organizations, People, Places and Topics in the 
Reuters dataset and each category has again sub categories in 
total 672 sub categories. We have collected the TOPIC 
category sets to form the dataset. The TOPICS category set 
contains 135 categories. From these documents we collect the 
valid text data of each category by extracting the text which is 
in between <BODY> ,</BODY> and placed in a text 
document and named it according to the topic. 

B. Document Preprocessing stage 

Preprocessing stage is a very important step since it can 
affect the result of a clustering algorithm. So it is necessary to 
pre-process the data sensibly. Preprocessing have the several 
steps that take a text document as input and output as a set of 
tokens to be used in feature vector. It begins after collecting 
the documents that need to be clustered. The ARWDC 
approach employs several pre-processing steps including stop 
words removal, stemming on the document set and indexing 
documents by applying TF*ID: 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 4, No. 8, 2013 

145 | P a g e  
www.ijacsa.thesai.org 

 Stop words removal: In this process, the documents are 
filtered by removing the stop-words from documents 
content and reduce noise. Stop-words are words that 
from non-linguistic view do not carry information such 
as (a, an, the, this, that, I, you, she, he, again, almost, 
before, after). One major property of stop-words is that 
they are extremely common words.  

 Stemming: Removes the prefixes and suffixes in the 
words and produces the root word known as the stem. 
Typically, the stemming process will be performed so 
that the words are transformed into their root form [37]. 
A good stemmer should be able to convert different 
syntactic forms of a word into its normalized form, 
reduce the number of index terms, save memory and 
storage and may increase the performance of clustering 
algorithms to some extent; meanwhile it should try 
stemming. Porter Stemmer [38] is a widely applied 
method to stem documents. It is compact, simple and 
relatively accurate. It does not require to create a suffix 
list before applied. In this paper, we apply Porter 
Stemmer in our pre-processing . 

 Indexing documents: the indexing process has done on 
the filtered and stemmed documents. The documents 
indexed automatically by labelling each document by a 
set of the most important words with their frequencies. 
The techniques for automated production of indexes 
associated with documents usually rely on frequency-
based weighting schema. The weighting schema is 
used to index documents and to select the most 
important words in all document collections. The 
purpose of weighting schema is to reduce the relative 
importance of high frequency terms while giving a 
higher weight value for words that distinguish the 
documents in a collection. The weighting scheme TF-
IDF (Term Frequency, Inverse Document Frequency) 
is used to assign higher weights to distinguished terms 
in a document, and it is the most widely used. 
Weighting scheme is defined as [39]: 
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) and 

│C│ denotes the number of the documents in collection C. 
The first clause applies for words occurring in the document, 

whereas for words that do not appear ( ji tNd ,
=0), we set w 

(i,j)=0. The weighting scheme includes the intuitive 
presumption that is: the more often a term occurs in a 
document, the more representative of the content of the 
document (term frequency). Moreover the more documents 
the term occurs in, the less discriminating it is (inverse 
document frequency). Once a weighting scheme has been 
selected, automated indexing can be performed by simply 

selecting the words that satisfy the given weight constraints 
for each document. The major advantage of an automated 
indexing procedure is that it reduces the cost of the indexing 
step. For each document, we store all words, with their 
frequencies and their calculated weighing values. Next, the 
words that have zero weighted value were eliminated 
automatically and select only the words that satisfy the given 
weighting threshold. Finally, the words (the number of words 
that satisfy the threshold weight value) taken as the final set of 
words to be used in the Association Rule Mining stage. This is 
the criteria of using the weight constraints. 

 
Fig. 2. ARWDC approach. 

C. Association Rules Mining Stage 

Association rules can be used to solve the problem of 
finding clusters of similar items. For instance, in market-
basket type data, a practical application of association rules is 
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to identify clusters of similar items based on the customer 
sales information. This helps to understand patterns in sales of 
items and to group items based on customer interests. 
Association rule mining is to find out association rules that 
satisfy the predefined minimum support and confidence from 
a given database. The problem is usually decomposed into two 
sub-problems: 1) One is to find those itemsets whose 
occurrences exceed a predefined threshold in the database; 
those itemsets are called frequent or large itemsets, 2) The 
second problem is to generate association rules from those 
large itemsets with the constraints of minimal confidence. 

Apriori algorithm considered to be the basic for all 
developed algorithms to solve the first problem. However 
there are two drawbacks of the Apriori algorithm. One is the 
complex candidate generation process that uses most of the 
time, space and memory. Another drawback is the multiple 
scan of the database. Although the drawbacks of the Apriori 
algorithm, it still use for generating the frequent termsets that 
used in the document clustering. In order to speed up the 
mining process as well as to address the scalability with 
different documents  regardless of their sizes, we used our 
algorithm [28] called Multi-Tire Hashing Frequent Termsets 
algorithm (MTHFT) in figure (4) to generate all strong 
association rules. It is basically different from all the previous 
algorithms since it overcomes the drawbacks of Apriori 
algorithm by employing the power of data structure called 
Multi-Tire Hash Table. Moreover it uses new methodology for 
generating frequent termsets by building the hash table during 
the scanning of documents only one time consequently, the 
number of scanning on documents decreased.  

Once the frequent termsets from documents have been 
generated, it is straightforward to generate all strong 
association rules from them ( where strong association rules 
satisfy both minimum support and minimum confidence). This 
can be done using the following equation for confidence, 
where the conditional probability is expressed in terms of 
termsets support count [40 ] : 

                          
                 

               
                     

where               ) is the number of documents containing 
the termsets      , and              (A) is the number of 
documents containing the termset A. 

1) The advantages of MTHFT Algorithm: The MTHFT 

algorithm has many advantages summarized as follows: 
 Provides facilities to avoid unnecessary scans to the 

documents, which minimize the I/O. Where the 
scanning process occurs on the hash table instead of 
whole documents compared to Apriori algorithm 

 The easy manipulations on hash data structure and 
directly computing frequent termsets are the added 
advantages of this algorithm, moreover the fast access 
and search of data with efficiency. 

 MTHFT shows better performance in terms of time 
taken to generate frequent termsets when compared to 
Apriori algorithm. Furthermore, it permits the end user 
to change the threshold support and confidence factor 

without re-scanning the original documents since the 
algorithm saves the hash table into secondary storage 
media. 

 The main advantage of this algorithm is that, it is 
scalable with all types of documents regardless of their 
sizes. 

 Depending on the multi-tire technique in building the 
primary bucket, each bucket can store only a single 
element then we cannot associate more than one term 
with a single bucket, which is a problem in the case of 
collisions.   

MTHFT Algorithm: 
Tm: Set of all termsets for each document d 
Cm: Candidate termsets for each document d  

Ik : Frequent termsets of size k. 

ARk : Association Rules of size k 

 

Input: All Text documents.  

Process logic: Building Multi-Tire Hash Table and Finding  

        the frequent termsets. 

Output: Generating all strong Association Rules. 

 

 for each document dm  D do begin 

        Tm= { ti : ti dm , 1 ≤ i≤ n } 

                      for each term ti  Tm do 
                            h(ti )= ti mod N; 

                             ti .count++;  

                                        // insert each term in hash table 

                     end 

                      Ck = all combinations of  ti dm 

                     Cm subset(Ck , dm ); 

                                 for each candidate  cj  Cm  do 
                                         h(cj )= cj  mod N; 

                                         cj .count++; 
                                 // insert each candidate in hash table 

                                end 

    end 

       for given s= minsup  in hash table do 

               I1 {t  | t.count minsup } 

              Ik {c  | c.count minsup, k} 
       end 

      for given c= minconf  in Ik do 

          ARk = { Ii → Ij | confidence minconf, k} 
    end  

Fig. 3. The MTHFT algorithm. 

D. Documents Clustering Stage 

Document clustering algorithm based on association rules 
considered a keyword-based algorithm which picks up the 
core rules between words with specific criteria and groups the 
documents based on these keywords. This approach includes 
five main steps: 

 Picking out all strong Association Rules 

 Constructing initial partitions 
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 Merging  Similar Partitions  

 Making Partition Disjoint 

 Clustering Documents  

1)  Picking out  all Strong Association Rules: The Multi-

Tire Hashing Frequent Termsets algorithm is used in the 

previous step to find out all strong association rules 

furthermore to speeding up the mining process.  It have ability 

to determine large frequent termsets at different minimum 

support threshold values without redoing the mining process 

again.  Therefore, we can generating different sets of 

association rules between different frequent termsets in the 

clustering process easily. We start with a set of association 

rules Rs generated between the set of 2-large frequent termsets 

s since  Rk  = Ii → Ij. 

Rs = { R1, R2, R3,................................., Rk}                         (3) 

2)  Constructing Initial Partitions: initially, we sort the set 

of all strong association rules Rs in descending order in 

accordance with their confidence level as in (4): 

Conf(R1) >  Conf(R2) > .......................... Conf(Rk)               (4) 

An initial partition P1 is constructed for first association 
rule in Rs.  Afterward, all the documents containing both 
termsets that constructed the rules are included in the same 
cluster. Next, we take the second association rules whose 
confidence is less than the previous one to form a new 
partition P2. This partition is formed by the same way of the 
partition P1. This procedure is repeated until every association 
rules moved into partition Pi since   

           Pi = < Ri ,  doc [ Ri] >                                               (5) 

Since a document usually contains more than one frequent 
termset, the same document may appear in multiple initial 
partitions, i.e., initial partitions are overlapping. The purpose 
of initial partitions is to ensure the property that all the 
documents in a cluster contain all the terms in the association 
rules that defines the partition. These rules can be considered 
as the mandatory identifiers for every document in the 
partition. We use these association rules as the partition label 
to identify the partition . The main purpose of presenting the 
partition label is to facilitate browsing for the user.  

3)  Merging Similar Partitions: in this step, all partitions 

that contain the similar documents are merged into one 

partition. The benefit of this step is reducing the number of 

resulted partitions.  

4)  Making partitions Disjoint: in this step, we remove the 

overlapping of partitions since there are some documents 

belong to one or more initial partitions. we assign a document 

to the “Optimal” initial partition so that each document 

belongs to exactly one partition. This step also guarantees that 

every document in the partition still contains the mandatory 

identifiers. We propose the Weighted Score (Pi  ← docj ) in 

equation (6) to measure the optimal initial partition Pi for a 

document docj. 

                                                                                     

where      represents the sum of weighted values of all 
words constructed the association rules from      ,    

represents the number of documents in the initial partition   , 
and    represents the number of words that construct the 

partition    from      . The weighted values of words     are 

defined by the standard inverse document frequency (TF-IDF) 
in the indexing process in section (III.B). The Weighted Score 
measure used the weighed values of frequent termsets instead 
of the number of occurrences of the terms in a document.  
Since the weighted values are an important piece of 
information based on the intuitive presumption of the 
weighting schema that is: the more often a term occurs in a 
document, the more representative of the content of the 
document (term frequency). Moreover the more documents 
the term occurs in, the less discriminating it is (inverse 
document frequency). To make partitions non-overlapping, we 
assign each docj to the initial partition Pi of the highest scorei. 
After this assignment, if there are more than one Pi that 

maximizes the Weighted Score           , we will choose 

the one that has the most number of words in the partition 
label. After this step, each document belongs to exactly one 
partition.  

Example: Consider we have eleven documents to do 
clustering process. They are manually selected from different 
four topics (Economy, Computer Science, Sports, and Avain 
Bird Flue). Each document is indexed by a set of weighted 
words. After the mining process, we generated a set of strong 
association rules from 2-large frequent termsets equalls to 226 
rule with 50% minimum confidence. The initial partitions of 
this example are constructed equals to 131 partition. After 
merging partitions based on the the similar documents we 
have 15 partition as shown in Table 1.  

From the table, we observed that there are more than one 
document belongs to more than one partition for example, D7 
belongs to (P1, P3 and P15 ) and D5 belongs to (P10 , and P11 ) 
and so on. To remove the overlapping between partitions and 
find the optimal partition for a document      , we need to 

calculate its scores against each initial partition that contains 
the document as follows: to find the optimal partition for D7 
so that we begin to calcuate its scors against each initial 
partition (P1 , P3 and P15 ) 

Weighted Score          

= (2.45+1.87+2.45+4.91+2.45+4.91) * 2 / 6 

= 6.34 

Weighted Score          

= (2.45+2.45+2.45+4.91+2.45+4.91) * 1 / 6 

= 3.27 

Weighted Score           

= (2.45+1.87) * 2 / 2 = 4.32 

TABLE I.  INITIAL PARTITIONS 
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Initial Partitions Text Documents 

P1 D8,D7 

P2 D9,D10,D11 

P3 D7 

P4 D9,D11 

P5 D8 

P6 D1 

P7 D1,D2 

P8 D6 

P9 D4 

P10 D5 

P11 D4,D5 

P12 D6,D8 

P13 D1,D2,D3 

P14 D1,D3 

P15 D6,D7 

From the above calculation,    will assign to    which has 
the highest score. After repeating the above computation for 
each document, each document belongs to exactly one 
partition as shown in Table 2. 

5)  Clustering Documents: after removing the overlapping 

and put each document in its optimal partition, we begin to 

clustering documents based on the partition labels. In this step, 

we don't require to pre-specified number of clusters as 

previous standard clustering algorithms.                                                                   

we have a set of non-overlapping partitions    and each 

partition has a number of documents    . We first identify the 

association rules that construcr each partition. The set of all 

words that construct all association rule in    called the 

labeling Words Ld [  ]. Moreover every document in the 

partition must contain all the words in the partition label. We 

use the partition label to identify the partition. 

TABLE II.  DISJOINT PARTITIONS 

Initial 

Partitions 
Text Documents 

P1 D8,D7 

P2 D9,D10,D11 

P3 D4,D5 

P4 D6 

P5 D1,D2,D3 

We observed that the partition labeling words based on 
association rules are more informative than other based on 
frequent termsets in [28]. However the number of association 
rules always greater than the number of frequent termsets, the 
rules carry out more information and identify hidden 
knowledge from documents help us to improve the accuracy 
of the clustering process. 

The definition of the similarity measure plays an important 
role in obtaining effective and meaningful clusters. For each 
document    in partition   , to compute its similarity measure 

we must obtain the Derived keywords Vd [  ] from taking 

into account the difference words between the top weighted 
frequent words for each document with the labeling words. 
Subsequently the total support of each derived word is 
computed within the partition. The set of words satisfying the 
partition threshold (the percentage of the documents in 
partition     that contains the termset) are formed as 
Descriptive Words Pw [  ] of the partition   . Afterward, we 
compute the similarity of each document in the partitions with 
respect to the descriptive words. The similarity between two 
documents Sm is computed as in [41].  Based on the similarity 
measure, a new cluster is formed from the partitions i.e. each 
cluster will contain all partitions that have the similar 
similarity measures. 

E. Post processing 

For different applications there are different ways to do 
post processing. One common post processing is to select a 
suitable threshold to generate the final cluster result. After 
document clustering we get a basic cluster map in which the 
clusters are organized like a tree or in a flat way. Thereby 
some post processing algorithms may be applied to find out 
the correct clusters relation. 

IV. EXPERIMENTAL RESULTS AND PERFORMANCE 

EVALUATION 

Our experiments have been performed on a personal 
computer with a 2.50 GHz CPU and 6.00 GB RAM and we 
chose the programming language C#.net for the 
implementation because it allows fast and flexible 
development. The largest dataset, Reuters, is chosen to exam 
the efficiency and scalability of the ARWDC approach. To 
evaluate the effectiveness of the ARWDC approach, this 
section presents the result comparisons with some of the 
popular hierarchical document clustering algorithms like 
Bisecting K-means and FIHC for clustering web documents. 
The rest of this section first explains the evaluation measures, 
and finally presents and analyzes the experiment results. 

A. Evaluation Methods 

The F-measure, as the commonly used external 
measurement, is used to evaluate the accuracy of our 
clustering algorithms. F-measure is an aggregation of 
Precision and Recall concept of information retrieval. Recall 
is the ratio of the number of relevant documents retrieved for a 
query to the total number of relevant documents in the entire 
collection as in (7): 

                                    
   

    
                                                   

Precision is the ratio of the number of relevant documents 
to the total number of documents retrieved for a query as in 
(8):  

                                         
   

    
                                              

while F-measure for cluster   and class    is calculated as in 

(9): 
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where     is the number of members of class    in cluster 

  .      is the number of members of cluster   and       is the 

number of members of class    . 

The weighted sum of all maximum F-measures for all 
natural classes is used to measure the quality of a clustering 
result C. This measure is called the overall F-measure of C, 
denoted      is calculated as in (10): 

 

                          
    

   
       

                              
    

 

where K denotes all natural classes; C denotes all clusters 
at all levels;      denotes the number of documents in natural 
class   ; and     denotes the total number of documents in the 
dataset. The range of     is [0,1]. A large      value 
indicates a higher accuracy of clustering. 

B. Experimental Results 

In this section, we evaluate the performance of the 
ARWDC approach in terms of the efficiency, accuracy and 
scalability compared to Bisecting K-means and FIHC 
algorithms. We chose Bisecting k-means because it has been 
reported to produce a better clustering result consistently 
compared to k-means and agglomerative hierarchical 
clustering algorithms. FIHC is also chosen because it uses 
frequent word sets. For a fair comparison, we did not 
implement Bisecting k-means and FIHC algorithms by 
ourselves. We downloaded the CLUTO toolkit [42] to perform 
Bisecting k-means, and obtained FIHC [43] from their author. 

 Performance Investigations on Accuracy  

The F-measure represents the clustering accuracy. Table 3 
shows the F-measure values for all three algorithms with 
different user specified numbers of clusters. Since ARWDC 
and HFTC do not take the number of clusters as an input 
parameter, we use the same minimum support 15% in Reuters 
dataset to ensure fair comparison. 

From table (3), The highlighted results show that our 
ARWDC approach is better than Bisecting k-means and FIHC 
algorithms for specified Reuters data set. Furthermore the 
final average results indicate that the ARWDC outperforms all 
other algorithms in accuracy for most number of clusters. 

Fig. 4 shows the comparison between all the three 
clustering approaches based on the overall F-measure values 
with different numbers of clusters. It illustrates that the 
ARWDC has the higher F-measure values than all competitive 
algorithms because it uses a better model for text documents. 
Higher F-measure shows the higher accuracy. 

 Performance Investigations on Efficiency and 
Scalability 

The largest dataset, Reuters, is chosen to exam the 
efficiency and scalability of our approach. Many experiments 
were conducted to exam the efficiency of ARWDC approach. 

TABLE III.  F-MEASURE COMPARISON OF CLUSTERING ALGORITHMS 

Datasets # of Overall F-measure 

Clusters Bisecting 

k-means 
FIHC ARWDC 

Reuters 

21578 

3 0.34 0.53 0.57 

15 0.38 0.45 0.56 

30 0.38 0.43 0.53 

60 0.27 0.38 0.59 

average 0.41 0.44 0.55 

 

 

Fig. 4. Overall F-measure results comparison with Reuters dataset. 

Figure 5 compares the runtime of ARWDC with bisecting 
k-means and FIHC algorithms on different sizes of documents 
of Reuters. The minimum support is set to 15% to ensure that 
the accuracy of all produced clustering are approximately the 
same. The number of documents is taken as X-axis and the 
time taken to find the clusters is taken as Y-axis. ARWDC 
approach runs approximately twice faster than the others. This 
is returned to the effect of using MTHFT algorithm for mining 
association rules. Since the execution time is decreased to 
mine association rules as support decreased in compared to 
Apriori algorithm. We conclude that ARWDC is more 
efficient than other approaches. 

 
Fig. 5.   Efficiency comparison of ARWDC with FIHC and Bisecting K-

means on different sizes of Reuters at minsup=15%. 

A large dataset from Reuters are created for examining the 
scalability of ARWDC approach. We duplicated the files in 
Reuters until we get 20000 documents. Figure 6 illustrates that 
our algorithm runs approximately twice faster than bisecting 
k-means and FIHC in this scaled up document set.  

Figure 7 and 8 illustrate the runtimes with respect to the 
number of documents for different stages of AREDC approach 
and FIHC algorithm. Figure 7 shows that the MTHFT and 
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clustering are not time-consuming stages since MTHFT 
algorithm improved the mining process and speed up the 
clustering stage. It demonstrates that ARWDC is a very 
scalable method. 

 
Fig. 6. Scalability comparison of ARWDC, FIHC and Bisecting K-means 

with scale up document set. 

Figure 8 also shows that the Apriori and the clustering are 
the most time-consuming stages in FIHC, while the runtimes 
of MTHFT and clustering stages are comparatively short. 
Since the efficiency of the Apriori is very sensitive to the 
input parameter minimum support. Consequently, the runtime 
of FIHC is inversely related to this parameter. In other words, 
runtime increases as minimum support decreases. 

 

Fig. 7. Scalability comparison of ARWDC approach on different sizes of 
Reuters for all different stages. 

 

Fig. 8.  Scalability comparison of FIHC algorithm on different sizes of 
Reuters for all different stages. 

In conclusion, the major advantages of our ARWDC 
approach are as follows: 

 By generating the strong association rules with specific 
criteria , the dimensionality of a document is drastically 

reduced. This is a key factor for the efficiency and 
scalability of ARWDC approach.  

 Experimental results show that ARWDC outperforms 
the well-known clustering algorithms in terms of 
accuracy. It is robust and consistent even when it is 
applied to large and complicated document sets. 

 Many existing clustering algorithms require the user to 
specify the desired number of clusters as an input 
parameter. ARWDC treats it only as an optional input 
parameter. Close to optimal clustering quality can be 
achieved even when this value is unknown. 

 Easy to browse with more informative and meaningful 
partition labels since each partition has a set of 
association rules which a user may utilize for browsing. 

 Since a real world document set may contain a few 
hundred thousand of documents, experiments show 
that our approach is significantly more efficient and 
scalable than all of the tested competitors. 

II. CONCLUSION 

In this paper, we have conducted an extensive analysis of 
association rules-based web document clustering ARWDC 
approach. The largest dataset, Reuters, is chosen to exam the 
efficiency and scalability of our algorithm. The experimental 
results show that at different sizes of Reuters datasets,  the 
ARWDC approach improved scalability. Furthermore when 
compared with other clustering algorithms like Bisecting K-
means and FIHC, the accuracy and efficiency are improved. 
Moreover, ARWDC approach associated a meaningful label to 
each final cluster. Then the user can easily find out what the 
cluster is about since the label can provide an adequate 
description of the cluster based on Association Rules. 
However, it is time-consuming to determine the labels after 
the clustering process is finished. From all experiments, we 
conclude that ARWDC approach has favorable quality in 
clustering documents using Association Rules. 

III. FUTURE WORK 

The importance of document clustering will continue to 
grow along with the massive volumes of web documents. 
With the standardization of XML as an information exchange 
language over the web, documents formatted in XML have 
become quite popular. Moreover, most of the clustering 
algorithms of MEDLINE abstracts are based on pre-defined 
categories. In future, we intend to apply ARWDC approach 
for automatically clustering the MEDLINE abstracts formatted 
in XML to help biomedical researchers in quickly finding 
relevant and important articles related to their research field 
without need to predefine categories. 
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Abstract—Directed flow loops are highly undesirable because 

they are associated with wastage of energy for maintaining them 

and entail big losses to the world economy. It is shown that 

directed flow loops may appear in networks even if the 

dispatched commodity does not physically travel along a closed 

contour. Consequently, a theorem giving the necessary and 

sufficient condition of a directed flow loop on randomly oriented 

straight-line flow paths has been formulated and a close-form 

expression has been derived for the probability of a directed flow 

loop. The results show that even for a relatively small number of 

intersecting flow paths, the probability of a directed flow loop is 

very large, which means that the existence of directed flow loops 

in real networks is practically inevitable. Consequently, a 

theorem and an efficient algorithm have been proposed related to 

discovering and removing directed flow loops in a network with 
feasible flows.  

The new concept ‘almost-directed flow loop’ has also been 

introduced for the first time. It is shown that the removal of an 

almost-directed flow loop also results in a significant decrease of 

the losses. It is also shown that if no directed flow loops exist in 

the network, the removal of an almost-directed flow loop cannot 

create a directed flow loop. 

Keywords—directed flow loops; almost-directed flow loops; 

flow networks; optimization; classical algorithms; maximising the 

flow.  

I. DIRECTED LOOPS OF FLOW IN NETWORKS 

The existence of routing loops have already been reported 
in computer networks [1,2]. Due to inconsistencies in routing 
state among a set of routers, the packets physically travel 
along a closed loop and never reach their destination. 
Surprisingly, directed loops of commodity may exist even if 
none of the dispatched commodities physically travels along a 
closed loop. This point is illustrated by the examples in Fig.1 
featuring supply networks (e.g. supply of petrol from a 
number of fuel terminals to a number of filling stations), 
where the same exchangeable commodity is transported along 
straight lines which are the shortest paths from sources to 
destinations. Selecting the shortest paths for a data transfer for 
example, is also a common strategy in communication 
networks [3].  

Suppose that the throughput capacity of each source-
destination straight-line path is 10 units. Despite that none of 
the dispatched commodities physically travels along a closed 
contour, a directed loop carrying 10 units of flow effectively 
appears between the intersection points (real or imaginary) 

x1,x2 and x3 in the network from Fig.1a and between nodes 
x1,x2,x3 and x4 in the network from Fig.1b. 

Removing 10 units of flow from the segments (x1,x2), 
(x2,x3) and (x3,x4) in Fig.1a and from the segments x1,x2), 
(x2,x3), (x3,x4) and (x4,x1) in Fig.1b turns the flow 
circulating along the contours x1,x2,x3,x1 and x1,x2,x3,x4,x1 
into zero, without diminishing the amount of total flow sent 
from the source nodes to destination nodes (Fig.1c,1d). 

Figure 1 shows that directed loops of flow can even be 
found in networks where the intersecting source-destination 
paths are straight-line segments and no transported commodity 
physically travels along a closed contour. 

A closed contour formed by a sequence of n nonempty 

sections ( 3n ), in which the flows point along the direction 
of traversing the contour will be referred to as “directed flow 
loop”. 
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Fig. 1. a,b) Directed closed flow loops naturally appear in networks where 

the same type of commodity is transported between source-destination pairs; 

c,d) The directed flow loops can be removed without affecting the throughput 
flow from sources to destinations. 

The directed loops of flow are highly undesirable because: 
(i) they increase unnecessarily the cost of transportation of the 
flow in the network, (ii) they consume residual capacity from 
the edges of the network and (iii) energy is unnecessarily 
wasted for maintaining the directed flow loops. The presence 
of directed loops of flow in networks causes big financial 
losses in the affected sectors of the economy. In computer 
networks, directed loops of flow consume bandwidth capacity 
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unnecessarily, increase data traffic and ultimately lead to 
congestion and delayed data transmission. This affects 
negatively the quality of service of the network.  

In supply networks, the existence of directed loops of flow 
means high transportation costs because energy is wasted on 
circulating commodities unnecessarily. 

The probability of existence of a directed flow loop 
between the intersection points of random source-destination 
paths has not yet been considered in the literature, despite its 
importance. Finding the strongly connected components of a 
graph, which implies the existence of cyclic paths has been 
has been considered before [4]. The question of identifying 
and removing directed flow loops in flow networks however, 
has been evading the attention of researchers for a very long 
time. This is evidenced by the fact that in spite of the years of 
intensive research on static flow networks, the algorithms for 
maximising the throughput flow published since 1956 leave 
highly undesirable directed loops of flow in the “optimised” 
networks. This surprising omission has already been 
demonstrated in [5] and [6]. 

There have been a number of published algorithms for 
optimising the flows in networks. Research related to 
optimizing network flows has been reviewed in [7-16]. Most 
of this research is related to determining the edge flows which 
maximise the throughput flow transmitted from a number of 
sources to a number of destinations (sinks). 

There are two main categories of algorithms solving this 
problem. The augmentation algorithms preserve the feasibility 
of the network flow at all steps, until the maximum throughput 
flow is attained [17-20]. 

The second major category of algorithms for optimising 
the throughput flow are based on the preflow concept 
proposed in [21] and subsequently used as a basis for the 
algorithms proposed in [22] and [23]. For the preflow, the sum 
of all edge flows going into a node is allowed to exceed the 
sum of all flows going out of the node. As a consequence, the 
flow conservation law at the nodes may be violated and the 
nodes may contain excess flow. The central idea behind the 
preflow-push algorithms is converting the preflow into a 
feasible flow.  

In a recent work [6], it was shown that optimising the 
network flow by using classical augmentation and preflow-
push algorithms does not guarantee that there will be no 
directed flow loops in the optimised networks.  

This point can be illustrated immediately with Fig.2, 
featuring a flow network with three sources s1, s2 and s3, each 
with capacity 100 units of flow per unit time and three 
destinations (sinks) t1,t2 and t3, each with capacity 100 units 
of flow per unit time. Suppose, for the sake of simplicity that 
the capacities of the separate connecting edges are also 100 
units of flow per unit time. To maximise the throughput flow 
from the sources to the sinks, the classical Edmonds and Karp 
shortest-path algorithm [18] proceeds with saturating the 
shortest path (1,2,3,4) with 100 units of flow, followed by 
saturating the next shortest path (5,6,7,3,8,9,10) with 100 units 
of flow and finally, with saturating the remaining path 
(11,12,13,14,15,8,2,16,17,18) with 100 units of flow. As a 

result, a directed flow loop (2, 3, 8, 2) appears, carrying 100 
units of flow. This flow loop is not only associated with 
wastage of energy. It also congests the network and makes it 
impossible to transfer additional flow, for example, from node 
8 to node 2.  
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s311
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16
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t3
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t1  

Fig. 2. Network, demonstrating that selecting sequentially the shortest paths 

between sources and destinations leaves a directed flow loop (2,3,8,2) in the 
optimised network. All edges have a flow capacity of 100 units. 

Finally, to the best of our knowledge, no published 
analyses exist on almost-directed flow loops which are also 
associated with losses. The almost-directed flow loops are 
introduced and defined rigorously in the next section. 

Consequently, the objectives of this paper are: 

a) To show that directed flow loops can exist in 

networks even if all none of the dispatched commodity 

physically travels along a closed contour. 

b) To estimate precisely the probability of a directed 

flow loop in a network defined by the intersections of straight-

line randomly oriented source-destination paths. 

c) To introduce the new concept almost-directed loop of 

flow in networks and formulate its basic properties. 

d) To demonstrate that for flow networks 

(transportation networks, manufacturing networks, electrical 

networks and computer networks), directed and almost-

directed flow loops are always associated with losses and 

their removal is highly beneficial.  

e) To propose an efficient algorithm for identifying and 

removing directed loops of flow in networks with complex 

topology. 

II. REMOVAL OF DIRECTED AND ALMOST-DIRECTED 

LOOPS OF FLOW FROM NETWORKS.  

Denote the actual forward flows along the edges of a 

directed loop by f1 , f2 ,..., nf . These are all positive 

quantities and let the smallest among them be 

},,...,min{ 11min nffnf   . The amount min  will 

be referred to as ‘bottleneck residual capacity’. 
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The directed flow loop can always be ‘drained’ by 

decreasing the flow along its edges by amount min . The 

result is a network which is characterised by smaller losses. A 
‘removal’ of a directed flow loop involves determining its 

bottleneck residual capacity min  and draining the loop with 

the amount min . As a result, at least one of the edges will 

become empty and the directed flow loop will be ‘broken’. 
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Fig. 3. a) A directed flow loop; b) An almost-directed flow loop; c,d) 

Removal of an almost-directed flow loop. 

Suppose that there is at least one edge in the loop 
associated with non-zero transportation cost. The removal of 
flow along a directed flow loop leads to a new feasible flow 
and does not decrease the overall throughput flow to the 
destinations. In the process of flow loop removal, all edge 
flows have been decreased and no edge flow has been 
increased. Because there is at least one edge with nonzero 
transportation cost, the cost of transportation after the removal 
of the loop decreases. Thus, removing (draining) the directed 
flow loop (2, 3, 8, 2) carrying 100 unit of flow in the network 
from Fig.2, leads to a new feasible flow associated with 
reduced losses. The removal of the directed flow loop does not 
affect the throughput flow from sources to destinations. 

In short, the removal of a directed flow loop always results 
in decreasing the losses in the network.  

An almost-directed flow loop is a sequence of n sections (

3n ) in which the flow in 1n  edges points along the 
direction of traversing of the loop and the last (the closing n-th 
section) edge is augmentable in a direction opposite to the 
direction of traversing. This means that the flow in the closing 
edge can be increased in the direction opposite to the direction 
of the flow in the rest of the edges. As a result, the closing 
edge should not be fully saturated with flow in the direction 
opposite to the direction of the flow in the rest of the edges, 
because no flow augmentation will be possible for the closing 
edge. 

Denote the actual flows in the forward edges by f1 ,

f2 ,..., fn 1  and the residual space (not occupied with 

flow) in the closing edge by nb . These are all positive 

quantities and let the smallest among them be 

},,...,min{ 11min nbfnf   . Again, the amount min  

will be referred to as ‘bottleneck residual capacity’. 

The almost-directed flow loop can always be drained by 
decreasing the flow along the edges with forward flow by 

amount min and increasing the flow with the same 

amount  along the closing edge. The draining operation 
does not violate the flow conservation at each node and the 
capacity constraints at the edges and leads to a new feasible 
flow. 

Similar to the directed flow loops, the almost-directed flow 
loops are also associated with losses and their removal is 
highly beneficial. A ‘removal’ of an almost-directed flow loop 

means determining its bottleneck residual capacity min  and 

draining the loop with the amount min . As a result, either one 

or more of the edges with forward flow will become empty or 
the closing edge of the loop will become fully saturated with 
flow. As a result, the almost-directed flow loop will be 
broken. 

If the cost of transportation per unit distance does not vary 
on the different edges, draining of an almost-closed loop 
always results in a reduction of the losses. 

This point has been illustrated in Fig.3c with the almost 
closed flow loop (6,7,2,3) carrying 10 units of flow. The first 
label on the edges denotes the edge capacity and the second 
label – the actual flow through the edge. Flow of magnitude 
10 units can be removed from the edges with forward flow 
and the flow along the closing edge (3,6) can be increased by 
10 units. The result is the network in Fig.3d which is 
characterised by smaller losses.  

Suppose that the cost of transportation per unit distance 
does not vary on different edges. The following theorem can 
then be stated. 

Theorem 1. The removal of an almost-directed flow loop 
results in decreasing the losses in the network.  

Proof. Denote the cost of transportation per unit length by 
c. Consider node 1 and node n. The edges (1,2), (2,3),...,(n-
1,n) form a polygonal path between nodes (points) 1 and n. 

Denote the length of these sections (edges) by 12l , 3,2l ,...,

nnl ,1 . Denote the length of the closing section (edge) by 1,nl . 

The length of a polygonal path between two points however, 
is greater than the length of the distance between the two 
points. Therefore,  

1,

1

1

1, n

n

i

ii ll 




                                       (1) 
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holds for a polygonal path which does not degenerate into 
a straight line. Because the cost of transportation per unit 

length is the same, removing the bottleneck flow min from 

the almost-directed loop will result in a reduction of the 

transportation cost by 





1

1

1,min

n

i

iilc  along edges (1,2), 

(2,3),...,(n-1,n) and an increase of the transportation cost by 

1,min nlc  along edge (n,1). Considering inequality (1), the 

inequality 

0)(
1

1

1,1,min1,min

1

1

1,min  












n

i

iinn

n

i

ii llclclc  

is then valid, which means that removing the almost-
directed loop will result in a net decrease of the cost of 
transportation and therefore in reduction of the losses.□ 

The next theorem permits the removal of directed flow 
loops and almost-directed flow loops to proceed in two stages. 
During the first stage only directed flow loops are removed 
while during the second stage, only almost-directed flow loops 
are removed. 

Theorem 2. If there are no directed flow loops in the 
network, the removal of an almost-directed flow loop cannot 

possibly create a directed flow loop.  

 
Proof. Suppose that the removal of the almost-directed 

loop (1,...,k,...,n) created a directed flow loop (Fig.4). Initially, 
by assumption, no directed flow loops exist in the network. 
Because the flow through the entire (1,k,n) section has been 
decreased by the removal of the almost-directed loop (1,k,n,1), 
a new directed flow loop can only appear if the closing edge 
(n,1) has been initially empty and after the increase of its flow 
from node 1 to node n, is now part of the new directed loop 
(n,p,1,n), (Fig.4). 

Let (1,n,p,1) be the new directed flow loop. This is 
however impossible because before the removal of the almost-
directed loop (1,k,n,1), a concatenation of sections (n,p,1) and 
(1,k,n) would have created a directed flow loop. This 
contradicts the assumption that no directed flow loops exist 
initially, therefore the theorem is true. 

k

p

1

 n

 
Fig. 4. In a network without directed flow loops, the removal of an almost-

directed flow loop cannot possibly create a directed flow loop. 

Finally, it can be shown that the process of removing 
almost-directed flow loops is finite for networks with integer 
capacities and must terminate. 

Indeed, if the number of edges is m and the largest edge 
capacity is C, the maximum possible flow quantity contained 
in the network is mC. At each removal of an almost-directed 
flow loop, at least 1 unit of flow is removed from more than 
one edge and the same amount of flow is added to the single 
closing edge of the almost-directed loop. Consequently, the 
net change of the flow is negative and the amount of flow 
contained in the network decreases by at least 1 unit. As a 
result, after a finite number of steps, the process of removing 
the almost-directed loops will terminate. 

III. ESTIMATING THE LIKELIHOOD OF A DIRECTED FLOW 

LOOP IN A NETWORK FORMED BY THE INTERSECTIONS OF 

RANDOMLY ORIENTED STRAIGHT-LINE SOURCE-DESTINATION 

PATHS  

The unexpectedly high probability of existence of directed 
flow loops will be demonstrated by considering the general 
case where the source-destination paths are randomly oriented 
intersecting straight lines (Figure 5a). 

 
Fig. 5. a) Randomly oriented intersecting source-destination paths; b)  All 

direction vectors of the source-destination paths can be translated to start from 

a common point O. 

All source-destination paths transport the same type of 
interchangeable commodity (e.g. petrol) and for each source-
destination path; there is a particular direction of the flow 
(Fig.5a).  

It is assumed that there are at least three source-destination 
paths; there are no parallel paths and no three paths intersect 
into a single point. These conditions are natural and common. 
Indeed, for randomly oriented straight-line paths on a plane, it 
is very unlikely to find two parallel paths or three paths 
intersecting into a single point. 

The likelihood that a directed flow loop will be present in 
the network, given that the orientation of the intersecting 
source-destination flows is random, will be termed 
‘probability of a directed flow loop for random source-
destination paths’. 

The existence of a directed flow loop anywhere between 
the points of intersection implies the existence of a triangular 
directed flow loop (Fig.6a). As a result, the existence of a 
triangular directed flow loop is a necessary condition for the 
existence of a flow loop. Conversely, the existence of a 
triangular directed flow loop is also a sufficient condition for 
the existence of a flow loop. Consequently, the probability of 
a directed flow loop for randomly oriented source-destination 
flows can be estimated by estimating the probability of a 
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directed triangular flow loop – the existence of three 
intersection points, between which the flow travels in the 
direction of traversing these points (Fig.6a). 

A unit vector can be assigned to each source-destination 
path, whose direction is the same as the direction of the flow 

along the path (Fig.5b). The angle   the unit vector subtends 
with the horizontal axis (Fig.7a) gives the orientation of the 
source-destination path and the direction of the flow along the 
path. A random orientation of a source-destination path and 
the direction of its flow means that the angle   the direction 
vector subtends with the fixed horizontal x-axis is uniformly 
distributed in the interval (0,2π). In other words, all possible 
orientations are characterised by the same probability. 
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Fig. 6. a) A directed triangular flow loop; b) direction vectors of the source-

destination paths forming the directed flow loop. 
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Fig. 7. a) Ordering the direction vectors, according to the angle they subtend 

with the horizontal axis; b) a gap of size at least p  between two random 

direction vectors; c) If no half-plane can be selected where all direction 

vectors  reside, there is always a possibility to select three direction vectors 
which do not reside in a single half-plane. 

The unit vectors assigned to the source-destination paths 
will be referred to as ‘direction vectors’. They can all be 
translated at the common origin O, as shown in Fig.5b. The 
following theorem then holds. 

Theorem 3. The necessary and sufficient condition for a 
directed flow loop in a network defined by the intersections of 

randomly oriented straight-line source-destination paths, is the 
non-existence of a half-plane where all direction vectors 
reside. 

Before proving this theorem two lemmas will be stated and 
proved. 

Lemma 1. If any three selected direction vectors reside in 
a single half-plane, then all direction vectors reside in a single 
half-plane. 

Proof. Let us select an arbitrary direction vector uk and 
introduce counterclockwise and clockwise direction with 
respect to this vector to mark the angular positions of the rest 

of the direction vectors (Fig.5b). The angles dig  mark the 

position of the unit vectors located in a clockwise direction 

from the vector uk up to an angle equal to p . The angles rig
mark the positions of the unit vectors located in a counter-
clockwise direction from the unit vector uk up to an angle 
equal to p . 

Let maxdg  be the angle corresponding to the most extreme 

direction vector udmax in a clockwise direction and maxrg  be 

the angle corresponding to the most extreme direction vector 
urmax in a counterclockwise direction. By assumption, any 
three direction vectors reside in a single half-plane, therefore 
the three direction vectors uk, udmax and urmax also reside in a 

single half-plane. Consequently, pgg  maxmax rd  and the 

three vectors  uk , udmax and urmax reside in the half-plane 
defined by the line L (oriented along the unit vector  udmax) 
and the unit vector uk (Fig.5b). Because the rest of the unit 

vectors reside either within the angle maxdg  or within the 

angle maxrg  ( maxdg  and maxrg  are the extreme angles 

corresponding to the direction vectors), all of the direction 
vectors must also reside in the half-plane defined by the line L 
and the unit vector uk. □ 

 

Lemma 2. If no half-plane can be selected where all direction 
vectors reside, there is always a possibility to select three 

direction vectors which do not reside in a single half-plane. 

 
Proof. Similar to the previous proof, an arbitrary direction 

unit vector uk is selected and counterclockwise and clockwise 
direction with respect to this vector is introduced to mark the 
angular positions of the rest of the direction vectors (Fig.7c). 

Again, maxdg  marks the most extreme direction unit vector 

udmax in clockwise direction up to an angle equal to p  and 

maxrg  marks the most extreme unit vector urmax in 

counterclockwise direction up to an angle equal to p . The 
three vectors uk , udmax and urmax do not reside in a single half-
plane (Fig.7c). 

Indeed, suppose that the three vectors uk , udmax and urmax 

reside in a single half plane. As a result, pgg  maxmax rd  

and the three vectors  uk , udmax and urmax should reside in the 
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half-plane defined by the line L (oriented along the direction 

vector  udmax) and vector uk. Because maxdg  and maxrg  are 

the extreme angles corresponding to the separate direction 
vectors, the rest of the unit vectors reside either within the 

angle maxdg  or within the angle maxrg . As a result, all of the 

direction vectors must also reside in the half-plane defined by 
the line L and the unit vector uk. This is however impossible 
because, according to our assumption, no half-plane can be 
selected where all direction vectors reside. This contradiction 
shows that the selected direction vectors uk , udmax and urmax 
do not reside in a single half plane.□ 

Now, Theorem 3 can be proved. 

Proof of Theorem 3. First note, that the existence of a 
directed flow loop implies the existence of at least one 
triangular directed flow loop (Fig.6a) because no two source-
destination paths are parallel. Suppose that the source-
destination paths with direction unit vectors u1, u2 and u3, 
(Fig.6b) define a triangular directed flow loop and the angles 

between the source-destinations paths from Fig.6a are 1b , 

2b  and 3b . Because the intersecting paths form a triangle, 

the sum of the angles 1b , 2b  and 3b  is always exactly equal 

to p2  (Fig.6b). 

pbbb 2321                                  (1) 

In addition, for each angle ib , the conditions 

pb  i0 , 3,2,1i                                 (2) 

Are always fulfilled. Suppose that there is a single half 
plane where the direction vectors of all source-destination 
paths reside. In this case, the direction vectors u1, u2 and u3 of 
the paths forming the directed triangular loop will also reside 
in the same half-plane. However, this is impossible because in 
this case, the conditions (1)-(2) will be violated. 

Now, suppose that there is no half-plane where all of the 
direction vectors u1, u2 ,..., un reside. According to Lemma2, 
in this case, we can always select three vectors u1, u2 and u3 
which do not reside in the same half-plane. For these three 
vectors, conditions (1) and (2) will be fulfilled. Because, by 
assumption, no three source-destination pairs intersect in a 
single point, the source-direction paths which correspond to 
the selected direction vectors u1, u2 and u3 will form a 
triangular directed flow loop.□ 

Theorem 3 serves as a basis for calculating the probability 
of a directed flow loop. This probability can be determined by 
determining first the probability of the complementary event 
that no directed flow loop exists. 

To calculate this probability, the random direction vectors 

are ordered in ascending order, according to the magnitude of 

the angle they subtend with the horizontal x-axis (Fig.7a). 
The probability that there will be no directed flow loop is 

equal to the probability that all random direction vectors will 
lie in a single half-plane. All random direction vectors will lie 
in a single half-plane if and only if a gap of minimum length 

p  exists between two random direction vectors (Fig.7b). 

There can be no more than a single gap of size p , 
therefore, the random events corresponding to a gap between 
the first and the second direction vector, between the second 
and the third direction vector, etc., are mutually exclusive 

events. As a result, a single gap of minimum size p  may 
be located in n distinct, mutually exclusive ways between the 
direction vectors.  

A M B

u1

2p
0

  p

 

Fig. 8. A gap of length   can be located in n distinct ways between the 
direction vectors. 

Let the circumference of the direction vectors circle be 

represented by the segment with length 2p  (Fig.8). A gap of 

length p  between direction vectors 1u  and 2u , can only 

occur if the rest of the n-1 random locations fall in the 
segment MB and none of them falls in the segment AM 
(Fig.8). Because the probability that a random direction vector 

location will ‘fall’ on the segment MB is 2/1)/( 2pp , the 

probability that n-1 random vector locations will fall in the 

segment MB is 
12/1 n

.  

Similarly, the probability of a gap between the second and 

the third direction vector is also
12/1 n

. As a result, the 

probability p of a gap of minimum size p , between two 
direction vectors is a sum of the probabilities of these 
mutually exclusive events and becomes  

1

1

1 2/2/1 



  n
n

k

n np                         (3) 

Which is also the probability that no directed flow loop 
will exist. Because there can be either a directed flow loop or 
no directed flow loop, the probability of a directed flow loop 
is: 

12/1)Pr(  nnloopflowdirected
         (4) 

The probability of existence of a directed flow loop from 
equation (4) has been plotted in Fig.9. 

As can be verified, with increasing the number of 
intersecting random source-destination paths, the probability 
of a directed flow loop increases significantly. For five 
intersecting flow paths, the probability of a directed flow loop 
is already 69%. 

Note from equation (4) that no matter how large the 
number n of intersecting source-destination paths is, the 
probability of a directed flow loop is always smaller than 1.  

This means that for any possible number and for any 
possible orientation of straight-line flow paths on a plane, it is 
always possible to choose the directions of the flows along the 
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paths in such a way, that no parasitic flow loops appear 
between the points of intersection. 

The results from equation (4) have been confirmed by a 
Monte Carlo simulation. 
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Fig. 9. Probability of a directed flow loop as a function of the number of 

intersecting source-destination paths. 

IV. DISCOVERING AND REMOVING DIRECTED AND 

ALMOST –DIRECTED LOOPS OF FLOW IN NETWORKS  

The algorithm for discovering and removing a directed 
flow loop is based on calling a depth-first-search (dfs) 
procedure from an initial node and subsequently calling the 
dfs-procedure from the descendents of this node, etc., until an 
already traversed node is discovered again. Initially, all nodes 
are marked as ‘not visited’ (coloured’ white). As the nodes are 
visited by the dfs-procedure, they are marked as “visited” 
(coloured gray, Fig.10). We must point out that the dfs-
procedure does not scan all successors of the current node. It 
scans all eligible successors only. A successor node i of the 
current node ‘r_node’ is eligible if: (i) there is an edge 
directed from node r_node to node i and the edge (r_node,i) 
carries nonzero flow. If edge (r_node, i) is empty, the 
successor i is not considered by the dfs-procedure. Suppose 
that the call of the dfs- procedure from node ‘r_node1’ does 
not discover any already traversed node (Fig.10a). In this case, 
after the return from the dfs-call, the node r_node1 is marked 
as ‘completed’ (coloured black) (the entry of the r_node1 in 
the array cmpl[] is set to ‘1’, cmpl[r_node1]=1). Under these 
conditions, the following theorem holds. 

Theorem 4. In a network with feasible flow, a directed flow 
loop is present only if during a recursive call of the depth-first 

search procedure, an already traversed node has been 

discovered again and it has not been marked as ‘completed’. 

 
Proof. Suppose that the node ‘e’, which has been visited 

again, has been marked as ‘completed’ (Fig.10a). Because the 
node has been marked as ‘completed’ (cmpl[e]=1), an earlier 
depth-first search must have started from this node and no 
directed flow loop must have been discovered starting with 
node ‘e’. Therefore, node ‘e’ discovered twice and marked as 
‘completed’, cannot possibly belong to a directed flow loop. 

Now suppose that the dfs-procedure has been called and 
during the subsequent calls of the dfs-procedure from 
subsequent descendent nodes, an already traversed node 
‘r_node’ not marked as ‘completed’ (cmpl[r_node]=0), has 
been visited again (Fig.10b). Because node ‘r_node’ has been 
visited for a second time and it has not been marked as 
‘completed’, no return from the earlier dfs-call initiated from 
this node has occurred (otherwise the node would have been 
marked as ‘completed’). As a result, the ‘r_node’ has been 
visited again, after traversing a chain of descendent nodes 
starting from node ‘r_node’ and ending at r_node (Fig.10b). 
This essentially means that a directed flow loop has been 
discovered. □ 

r_node2

r_node1

e

s r_nodes
b)a)

 
Fig. 10. Traversing the nodes of the network by recursive calls to the depth-

first-search procedure. 

Here is the algorithm in pseudo-code: 

Direct all edges of the network to match the directions of the 

edge flows. 

//As a result, the network is transformed from a network with 

undirected edges to a network with directed edges. 

 

procedure retrieve_directed_flow_loop(cur_node) 

{// retrieves and eliminates the identified directed 
     loop of flow} 

 

procedure dfs(r_node) 

{  

  marked[r_node] = 1; 

  for i= 1 to all eligible successors of r_node do 

{ 

  cur_node = current eligible successor; 

  if (marked[cur_node] = 0) then { 

                                 pred[cur_node] = r_node; 

                                 dfs(cur_node); 

                                                      } 
else { if (cmpl[cur_node] = 0) then  

              {  

                 pred[cur_node] = r_node; 

                 retrieve_directed_flow_loop(cur_node); 

                 break; 

              } 

         } 

} 

  cmpl[r_node] = 1; 

} 

 
Statements before the call of the dfs-procedure: 

for i=1 to n do {marked[i] = 0; cmpl[i] = 0; pred[i] = 0;} 

dfs(1). 
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A directed flow loop can only be discovered if both 
conditions are fulfilled: (i) a node cur_node, already marked 
as ‘visited’ has been encountered during the search and (ii) the 
call dfs(cur_node) is still active, in other words, its activation 
record is still in the stack. After the end of the dfs (cur_node) 
call, node r_node is marked as ‘completed’ by the statement 
‘cmpl[r_node] = 1’. This is why, only when both 
marked[cur_node] = 1 and cmpl[cur_node] = 0 are 
encountered during the search, a directed loop of nonzero flow 
has been discovered. The directed loop of flow is subsequently 
retrieved and eliminated by the procedure 
retrieve_directed_flow_loop(cur_node). The array pred[] 
records the predecessors of the visited nodes and helps 
retrieve the identified directed flow loop. The procedure 
retrieve_directed_flow_loop(cur_node) retrieves the 
discovered loop of flow by starting with the statement ‘k = 
cur_node’ followed by a loop, where the statement k = pred[k] 
is repeatedly executed and followed by a check whether an 
already encountered node has been encountered again and 
whether node k is a descendent of the ‘cur_node’. These 
checks are used for identifying the node which closes the 
identified directed loop carrying nonzero flow. After 
discovering the directed flow loop, the procedure determines 
the edge from the loop carrying the smallest amount of flow 
and subtracts this flow from the flows of all edges belonging 
to the loop. As a result, at least one edge in the directed loop 
becomes empty. Once an edge becomes empty, it remains 
empty until the end of the procedure for removing directed 
flow loops. This flow loop will not be discovered again during 
subsequent searches.  

The proposed algorithm has been tested on a benchmark 
network which has the shape of a lattice (Fig.11). The lattice-
type network has been selected because it is a natural network, 
often encountered in real applications. Because the lattice 
network is easily scalable, it provides an opportunity to isolate 
the impact of the size of the network on the algorithm’s 
performance. To increase the number of loops, alternating 
directions of the flows from the sources si to the destinations di 
has been selected (Fig.11). 

The same flow of 10 units per unit time has been assumed 
along each source-destination path. 

Six different sizes of lattice-type network have been 
constructed and the network loops have been removed by the 
proposed algorithm, implemented in C and run on a computer 
with a processor Intel(R) Core(TM) 2 Duo CPU T9900 @ 
3.06 GHz. 

According to the number of intersecting horizontal and 
vertical paths, the following network sizes were tested: 2x2, 
3x3, 4x4, 5x5, 6x6 and 7x7. The number of nodes 
corresponding to the 6 test-networks was: 12, 22, 32, 45, 60 
and 77, correspondingly. 

s2

s1
d1

d2

d5 d6

d3 d4

s3 s4

s5 s6

s7d7

s8d8

 
Fig. 11.  Lattice networks used for testing the proposed algorithm. 

The running time of the algorithm versus the size (the 
number of nodes) of the lattice network are shown in Fig.12. 
As can be seen, the running time of the algorithm is 
approximately proportional to the size of the lattice network. 

It needs to be pointed out that identifying all directed 
cycles in the network, before removing the bottleneck flow 
from any of them, is not a feasible approach. To show why 
this is the case, consider a complete network where any two 
nodes (i,j) are connected with directed edges (Fig.13 shows a 
complete network with 4 nodes). The number of directed 
cycles in this network is equal to the number all possible 
subsets of 2 nodes, 3 nodes,...,n nodes. Consequently, the 

number of directed cycles is 12  NN
 and determining all 

possible cycles is a task of exponential complexity, a task 
which is practically impossible even for not very large n. In 
the proposed approach, identifying a directed loop of flow 
with the dfs-procedure and subtracting the bottleneck flow 
from the edges, has a worst-case complexity O(m), where m is 
the number of edges in the network. After each flow 
subtraction, at least a single edge remains empty. Therefore, 
after at most m steps, all directed loops of flow will be 
discovered and removed. As a result, the procedure for 
removing all directed loops of flow in a network has a worst-
case running time O(m2). 

Finally, it can be shown [6] that maximising the 
throughput flow at a minimum cost, leaves no directed loops 
of flow in the network. The worst-case running time of 
maximising the throughput flow at a minimum cost however 
is significantly larger than the worst-case running time of the 
described procedure. 

Similar to the case related to directed flow loops, the 
probability of existence of almost-directed loops of flow in 
networks can be estimated and an algorithm related to 
discovering and removing almost-closed flow loops can be 
developed. The developments related to almost-directed flow 
loops will be published elsewhere.  



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 4, No. 8, 2013 

160 | P a g e  
www.ijacsa.thesai.org 

Running time  x 10
-6

 s,

Number of nodes in the 
latice network

0 10 20 30 40 50 60 70 80
1

2

3

4

5

6

7

8

9

 
Fig. 12. Performance of the proposed algorithm for a different size of the 

lattice network. 

 
Fig. 13. Complete network with four nodes 

V. CONCLUSIONS 

1) Directed loops of flow can appear in networks with 

interchangeable commodity even if no transported commodity 

physically travels along a closed contour. 

2) The necessary and sufficient condition for a directed 

flow loop in a network defined by randomly oriented straight-

line flow paths, is the non-existence of a half-plane where all 

direction vectors reside. 

3) A closed-form expression has been obtained for the 

probability of a directed flow loop for intersecting, randomly 

oriented flow paths, in a plane. Even for a relatively small 

number of intersecting flow paths, the probability of a directed 

flow loop is very large.  

4) A theorem has been stated and proved regarding the 

existence of a directed flow loop in a network with feasible 

flows. On the basis of this theorem, a simple and efficient 

recursive algorithm has been proposed for discovering and 

removing directed loops of flow in networks. The algorithm 

discovers and removes a directed flow loop in linear time in 

the size of the network. 

5) A new concept referred to as ‘almost-directed flow 

loop’ has been introduced and its basic properties formulated. 

It has been shown that the removal of an almost-directed flow 

loop results in decreasing the losses in the network. 

6) It is shown, that the process of removal of almost-

directed flow loops terminates after a finite number of steps. 

Furthermore, if no directed flow loops exist in the network, the 

removal of an almost-directed flow loop cannot create a 

directed flow loop. 

7) The shortest-path strategy for optimising the 

throughput flow between sources and destinations does not 

guarantee that there will be no undesirable directed loops of 

flow in the optimised networks.  

8) The directed and almost-directed flow loops in real 

networks are associated with wastage of energy and resources 

and increased levels of congestion. In real networks 

(transportation networks, manufacturing networks, electrical 

networks, computer networks, etc.), which include many 

intersecting flow paths, the existence of directed and almost-

directed flow loops and the associated wastage of energy for 

maintaining these loops is practically inevitable. 

Consequently, optimising real networks by removing directed 

and almost-directed flow loops has the potential to save a 

significant amount of wasted resources for the world 

economy. 
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Abstract—This project was aimed to provide workshop 

session recordings on green volunteering activities of students in 

one disadvantaged area under the bridge of zone 1, Pracha-Utit 

Road 76, Toong-kru District, Bangkok where the majority 

worked as itinerant junk buyers. Therefore, the students held 

workshop sessions with the aim to provide training on how to 

repair electrical appliances and engines so that the community 

members could use this knowledge to increase the value of the 

unwanted electrical appliances they bought. The project also 

discussed the risk and danger of certain junk product which 

might be mixed with rubbish and taught how to classify 

recyclable products to increase the value of the junk. This project 

was the first of its own and it was done as green volunteering 

activities of students. The research team has provided 182 

families from the community under the bridge of zone 1 with a 

number of workshop sessions. The sampling group was chosen 

out of those who attended at least three times and there were 20 

persons. The research results showed that the sampling group 

achieved high level of knowledge (100.0%). They could fix fans as 

well as repair and maintain engines. They could classify junk. 

They expressed high level of satisfaction towards the workshop 

sessions (mean score of 4.18 with S.D. of 0.27). When the 

assessment was conducted as regards the operation and the 

recordings on green volunteering activities of 13 students, it was 

at the highest level (mean score of 4.68 with S.D. of 0.42). This 

workshop project was the first runner-up of the national SCB 

Challenge 2012 Community Project as organized by Siam 
Commercial Bank PLC.  

Keywords—Recordings; Workshop; Student Activities; Green 

Volunteering; Disadvantaged Community 

I. BACKGROUND 

The communities under the bridge in many parts of 
Bangkok are places where many homeless lived. Bangkok 
Metropolitan Administration and National Housing Agency 
have collaborated to provide over 700 families of these people 
with 3 plots of land which are not far from their previous 
places. These are the community under the bridge at Pracha-
Utit 76, Toong-kru District (Zone 1), the community under the 
bridge at Poonsarp, Saimai District (Zone 2) and the 
community under the bridge at Onnuch, Prawate District (Zone 
3). The community under the bridge of zone 1 is located at 
Pracha-Utit Road Soi 76, Toong-kru District, Bangkok which 

is about 10 kilometres away from King Mongkut’s University 
of Technology Thonburi. This 13-rai* (*1 rai is equal to 1,600 
square metres) plot of land houses 182 families at the moment. 
There are public areas such as sports field, playground, and 
pre-school development centre to hold meetings and activities 
among family members. The majority of people or over 70% 
of them work as itinerant junk buyers, in other words, they buy 
and collect unwanted or faulty electrical appliances, litter, 
empty plastic bottles, paper and the like and then they classify 
and sell them later. The majority of people are poor and their 
educational level was not high. They use saleng or three-
wheeled pedal cart as their vehicle and as such, their 
community is sometimes called “Saleng Community” which is 
one of many disadvantaged communities in Thailand. 

In 2011, King Mongkut’s University of Technology 
Thonburi (KMUTT) conducted the research study entitled 
“Community Research Project to Reduce and Solve the Social 
Inequality in Bangkok: A Case Study of Community under the 
Bridge of Zone 1, Toong-kru District, Bangkok” [1] with 
National Institute of Development Administration and 
Bangkok Metropolitan Administration in order to examine and 
analyse the current situations and requirements of the 
community. The results from this research included 15 
developmental policy plans which had been amended by the 
community commission and the community people. The main 
aim is to develop the community continuously. The working 
group in this project consisted of 13 second-year and third-year 
undergraduate students from Faculty of Industrial Education 
and Technology, King Mongkut’s University of Technology 
Thonburi under supervision by their advisors to depict the 
problems of the disadvantaged community. Therefore, the 
working group proposed to hold workshop sessions about 
green volunteering activities entitled “Good-Hearted Vocation 
Teacher to Support Itinerant Junk Buyers” to offer training 
sessions on repairing electrical appliances and engines so that 
the community members could apply this knowledge to their 
profession, namely buying unwanted or faulty products. They 
could fix faulty products to sell with more value and maintain 
their saleng or pedal cart to reduce the maintenance cost. 

Besides, the workshop sessions were also aimed at 
developing the bodies of knowledge and the potentials of the 
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working group. Since the students were studying electrical 
education and mechanical education to become vocation 
teachers in the future, they could develop their ability to teach 
their knowledge both in theory and in practice through these 
workshop sessions [2]. Apart from the knowledge about 
repairing electrical appliances and maintaining engines, the 
project also discussed the risk and danger of certain junk 
product and each type of rubbish [3] as well as how to give 
first aid. The working group hopes that the knowledge about 
repairing appliances and maintaining engines as well as 
understanding about safety and rubbish classification will meet 
the needs of the community so that their life conditions are of 
better quality. 

II. RESEARCH OBJECTIVES 

A. To hold workshop sessions about how to repair electrical 
appliances, how to maintain engines and how to classify 

rubbish for the people in the community under the bridge 

of zone 1. 

B. To measure the knowledge about how to repair electrical 

appliances, how to maintain engines and how to classify 
rubbish of the people in the community under the bridge of 

zone 1. 

C. To examine the satisfaction towards the workshop sessions 
about how to repair electrical appliances, how to maintain 

engines and how to classify rubbish as expressed by the 

people in the community under the bridge of zone 1. 

D. To assess the results from the operation and the 

recordings about green volunteering activities of students 

who participated in the project. 

III. RESEARCH SCOPE 

The data in this research were collected in the second term 
of the academic year 2011 between January and February 2011 
in WatPuttabucha Market and nearby communities only. 

A. Skills in repairing electrical appliances: There were 3 

parts in this training session: 

1) Basic understanding about electrical appliances and 

repair kit. 

2) How to repair household appliances, including rice 

cooker, kettle, iron and fan.. 

3) How to install electric wiring. 

B. Skills in repairing and maintaining engines: There were 2 

parts in this training session: 

1) How to notice the faults and how to fix engines, 

including basic understanding about motorcycle electric 

system, water soaked engine, and engine basics. 

2) How to replace motor devices such as replacing oil, 

mending punctures, and replacing tyres. 

C. Understanding about various types of rubbish and how to 

classify them 

1) Understanding about each type of rubbish. 

2) Principles and technique in classifying rubbish. 

3) Danger and risk from rubbish. 

4) First aid for those in danger of rubbish. 
To run the project and each workshop session, the working 

group of students and presenters would provide the community 
members with knowledge and training under the supervision of 
advisors as shown in Table 1. 

TABLE I.  SHOWS THE ROLES AND RESPONSIBILITIES IN EACH 

ACTIVITY 

Activity/Phase 

The working 

group of 13 

students 

Advisory Board 

Benefits to the 

Community 

Preparation 

and Data 

Collection 

Data and 

contents were 

collected for 

the project/ 

workshop 

The appropriateness 

of the contents were 

considered 

- 

Campaigning 

for the project 

at the site 

Media were 

created and 

the campaign 

was done at 

the site 

Field trip with the 

students to inform 

the community 

commission of the 

details 

The community 

members got 

information and 

prepared 

themselves for 

the workshop 

Workshop 

session 1: How 

to repair 

electrical 

appliances 

Electrical 

students ran 

the workshop 

Field trip and 

guidance to students 

The community 

members gained 

knowledge and 

hands-on 

experience with 

electrical 

appliances 

Workshop 

session 2: How 

to repair and 

maintain 

engines 

Mechanical 

students ran 

the workshop 

Field trip and 

guidance to students 

The community 

members gained 

knowledge and 

hands-on 

experience with 

engines 

Workshop 

session 3: 

Types of 

rubbish and 

how to classify 

them 

Guest 

speakers to 

run the 

workshop 

while 

students 

supported 

them 

Field trip and 

guidance to students 

The community 

members 

applied this 

knowledge to 

the safety issues 

in their 

profession 

Follow-up and 

Assessment 

Interviews 

and data 

collection 

through 

questionnaire 

Field trip and 

interviews with the 

community 

commission 

- 

Report on the 

Operation 

Results from 

the operation 

were gathered 

and written 

up in the final 

report 

Report approval 

- 

IV. POPULATION AND THE SAMPLING GROUP 

The population in this study were 182 families living in the 
community under the bridge of zone 1, Pracha-Utit 76 and 
working as itinerant junk buyers. The sampling group was 
chosen using purposive sampling method out of those who 
attended at least 3 workshop sessions. There were 20 persons 
in total. 
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V. TOOLS FOR DATA COLLECTION 

A. The observation form to measure the level of 
understanding after the workshop 

B. The questionnaire with Likert’s 5-rating scale to measure 

the satisfaction towards the workshop 

C. The self-assessment form for the working group 

VI. STATISTICAL METHODS USED 

Percentage, Mean and Standard Deviation. 

VII. RESEARCH RESULTS 

A. Workshop sessions on repairing electrical appliances, 

fixing engines and how to classify rubbish 

1) Unwanted? Give us! Preparation Community 

(Field Trip, Survey of what’s needed, Meetings, Review, Safety 

Training). 

2) Public relations. 

3) Teaching Preparation and Plan. 

4) Training Sessions 1-6: Repairing Electrical 

Appliances, Sessions 7-9: Repairing Engines, Session 10: 

Classifying Rubbish and Safety, Session 11: Painting the field. 

5) Trainees need to repair electrical appliances within the 

time limit Assessment with Electrical Appliances. 

6) Summary Number of attendants, Community 

technicians, Satisfaction. 

7) Follow-up Statistical data. 
The project began the field trip and ran the operation from 

October 2012 to January 2013. 

B. The results about the level of understanding for 3 

workshop sessions 

The level of understanding was assessed individually 
during the time set for the test in which the participant had to 
repair or fix the faulty parts in the device. The assessment was 
done in the following details: how to use devices, how to 
troubleshoot the problems, how to choose or replace the spare 
parts, and how to mend it according to the training session. The 
level of understanding could be discussed as follows: 

a) Repairing Electrical Appliances  

TABLE II.  SHOWS THE NUMBER OF PEOPLE AND THE LEVEL OF 

UNDERSTANDING ABOUT HOW TO REPAIR ELECTRICAL APPLIANCES 

Topic/ No. 

of persons 
Maintenance 

Dismantling and 

basic 

troubleshooting 

Analysis 

and 

repair 

Note 

Fan 3 4 20 100 % 

Iron 5 7 11  

Rice cooker 5 7 11  

Kettle 5 7 11  

TV 1 15 5 To repair 

TV needs 

a lot of 

details 

and more 

time 

b) Repairing and Maintaining Engines  

TABLE III.  SHOWS THE NUMBER OF PEOPLE AND THE LEVEL OF 

UNDERSTANDING ABOUT HOW TO REPAIR AND MAINTAIN ENGINES 

Topic/ No. 

of persons 

Maintenance 

and basic 

check-up 

Analysis 

and 

replacement 

Note 

Replacing 

oil, 

Cleaning 

carburetor 

5 20 100 % (Everybody 

could do it because 

they were familiar 

with saleng) 

Mending 

puncture, 

Fixing 

chains 

5 20 100 % (Everybody 

could do it because 

they were familiar 

with saleng) 

c) Classifying Rubbish and Safety when Handling 

Rubbish and Junk  

The trainees were familiar with the classification of 
rubbish. When they took a game test, they could win it. As for 
the topic of occupational health, it was still new to the 
community. After the training and the test on their 
understanding as well as the game activities and interviews, 
everybody, both adults and children, gained the highest level of 
understanding. 

C. Results about the Satisfaction towards the Green 

Volunteering Activities Organized by Students 

The results about the satisfaction towards the green 
volunteering activities organized by students by the sampling 
group of 20 persons from different age groups and genders in 
the community were as follows: 

TABLE IV.  SHOWS THE SATISFACTION TOWARDS THE GREEN 

VOLUNTEERING ACTIVITIES ORGANIZED BY STUDENTS 

Item 

Satisfaction level 

Mean S.D. Meaning 

Speakers 

1. Clarity in knowledge transfer 4.50 0.50 High 

2. Ability to explain the contents 4.25 0.78 High 

3. Connection of contents and workshop 4.35 0.74 High 

4. Comprehensiveness 4.40 0.50 High 

5. Time efficiency 4.05 0.82 High 

6. Questions and feedbacks to trainees 4.35 0.67 High 

Average 4.32 0.62 High 

Location/ Duration/ Catering    

1. Suitable location 4.25 0.71 High 

2. Instructional facilities 4.50 0.68 High 

3. Appropriate duration 4.15 0.81 High 

4. Refreshments and prizes 4.20 0.95 High 

Average 4.28 0.79 High 

Application of Knowledge    

1. Application of knowledge to 

profession 

4.65 0.58 High 

2. Confidence and adaptability of 

knowledge 

4.40 0.59 High 

3. Ability to share knowledge 4.30 0.92 High 

Average 4.45 0.69 High 

Total Average 4.18 0.27 High 
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It could be concluded that the trainees’ satisfaction towards 
the green volunteering activities of students according to the 
Good-Hearted Vocation Teacher to Support Itinerant Junk 
Buyers about the workshop sessions on repairing electrical 
appliances, fixing engines and classifying rubbish was at high 
level with mean score of 4.18 and S.D. of 0.27. 

D. Results about Self-Assessment of the Workshop Sessions by 

Students 

TABLE V.  SHOWS THE SATISFACTION TOWARDS THE GREEN 

VOLUNTEERING ACTIVITIES ORGANIZED BY STUDENTS 

Item Mean S.D. Level Rank 

Readiness for activities 4.50 0.52 High 5 

Step-by-step operation 4.50 0.52 High 5 

Task assignment 4.75 0.45 The Highest 3 

Collaboration and support 4.83 0.38 The Highest 2 

Endeavour 5.00 0 The Highest 1 

Information accuracy 4.60 0.51 The Highest 4 

Checking errors daily 4.41 0.52 High 6 

Mistake correction 4.50 0.38 High 5 

Accepting diverse opinions 4.83 0.49 The Highest 2 

Creativity in works 4.60 0.49 The Highest 4 

Success from activities 4.83 0.38 The Highest 2 

Average 4.68 0.42 The Highest  

The results about self-assessment of the green volunteering 
activities of 13 students were at the highest level with mean 
score of 4.68 and S.D. of 0.42. 

TABLE VI.  RESULTS ABOUT THE RECORDINGS AND THE PROBLEMS AS 

WELL AS SOLUTIONS DURING THE OPERATIONS 

Problems found Solutions discussed 

1. Trust from the 

community members 

because they thought 

this project might 

affect students’ grade 

or their graduation 

status 

Details were given informally to the 

community members through slideshows and 

video clips about the SCB Community 

Challenge Project. The chairperson was 

elected to act as an intermediary between 

students and community members. KMUTT 

has a long experience with research and 

community and door-knocking approach 

could help both parties understand and gain 

trust.  

2. The impact of training 

on their profession 

each day 

The talk was organized between students and 

community members to find the right time 

for each training session and the contents 

would be adjusted to fit the duration. 

3. Worries about basic 

understanding before 

the training 

 

The training sessions had to be easy and clear 

with simple exercises before difficult 

activities. Moreover, slideshows were shown 

so that the trainees could see and practice the 

real tools. The public relations were done 

actively through door-knocking and colorful 

advertisements. 

4. On the first day, 

children came running 

around, making 

workshop sessions 

hard to manage 

Another team was specifically organized for 

children with the topics about manners and 

social etiquette, rules and beauty of the world 

through video clips and games. This could 

help reduce the worries of many adults who 

need to take care of their children. More 

adults attended the training and the teachers 

could manage their workshop easily without 

children running around. 

5. Delays in each day  

due to travels and 

presentations 

 

Devices were prepared in advance before the 

workshop sessions. Teaching was also 

prepared before each session through 

practice with advisors and experienced 

teachers in each area. Demonstrations were 

done before hands-on experiences in order to 

time the whole process. Errors were 

corrected and good understanding was built 

among the working group in terms of 

contents for each day and the age group. For 

difficult areas, guest speakers would be 

sought. 

6. Location 

 

The sessions on engines needed saleng as the 

main item for the whole training. The 

location at outdoor public area was good but 

the time of training was not suitable because 

afternoon time was too hot although tents 

were provided. There might be rain on some 

days to test the endurance of the speakers and 

the trainees. However, the working group 

and the community offered refreshments to 

cheer them up. 

7. Late attendance 

 

Attendance was checked exactly at 1pm and 

then theories were introduced before the 

practical section. However, some community 

members might be back from work later that 

day but they would like to attend the 

sessions. The teachers were afraid that they 

might not catch up and as such a special team 

was set for one-to-one tutorial to open up 

opportunities for community members to 

gain the same understanding. 

VIII. SUGGESTIONS 

A. Short-term suggestions 

a) Another team should be set up to consolidate the 
knowledge of the community members by assigning some 

people to find faulty products so that they could practice 

repairing and gain knowledge. This could be helpful for 

everybody. 

b) Additional skills should be provided to increase the 

expertise and to future advantages. 

c) Brokers are needed to buy the goods from the 

community. 

d) Housewives could be given a training session on 

inventions from unwanted products.  

B. Long-term suggestions 

a) Savings group should be established for 

disadvantaged groups in Bangkok. 

b) Junk banks could be established to trade the products 

within the community. 
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Abstract—In Thailand, as in other developing countries, the 

focus was on the large industry first, since governments assumed 

that large enterprises could generate more employment. 

However, there has been a realization that the SMEs are the 

biggest group in the country and are significantly important to 

the process of social and economic development. This realization 

has prompted Thailand to institute mechanisms to support and 

protect SMEs consist of manufacturing, merchandising 

(wholesale & retail) and service businesses. Unfortunately, most 

of these SMEs lack capability in operational areas such as 

technology, management, marketing, and finance when 

compared to large enterprises. In order to adapt and survive 

SMEs need full and proper support from the government. To aid 

in their adaptation and survival, SMEs and government must 

develop their knowledge management framework to effectively 

harness their past and present experiences, and anticipate the 

future evolution of their commercial environment. In most 

countries, SMEs are the biggest source of export even in normal 

circumstances. Consequently, the state and SMEs have to focus 
and work hard to their ensure survival.  

Keywords—Knowledge Management; Small and Medium 

Enterprice; SME;  

I. INTRODUCTION  

While knowledge management is recognized as 
management of the 21st century, there are many problems if 
people launch programs of knowledge management without 
due consideration to factors which facilitate or hinder the 
knowledge management process. Therefore, understanding the 
factors affecting success and failure of knowledge management 
processes is an important key to help managers identify and 
understand what is required to make knowledge management 
work. Once the factors are understood, they can develop 
related context that influences the effectiveness of their 
knowledge management processes [1].The knowledge 
diagnostic remains one of the least understood aspects of 
knowledge management, that is, how central a role knowledge 
assets, or lack thereof, play in people’s capabilities to deliver 
quality work, or in the enterprise’s ability to pursue and 
achieve strategic goals. Competent knowledge diagnostics rely 
on an integrated understanding of how competent intellectual 
work contributed, and how the myriad of knowledge 
management solution alternatives that are available can help 
conduct effective and systematic knowledge management [2]. 

Management scholars and writers, including Nonaka and 
Takeuchi, Drucker, Leonard-Barton, Senge, Quinn, and more 
recently, Davenport and Prusak made an impact in the 1990s 
through influential books with different points of view. 
Organizations are confused about where and how to start, even 
if they acknowledge that knowledge management could make a 

difference to their performance. There is a need for models, 
frameworks, or methodologies that can both help us to 
understand the sorts of knowledge management initiatives or 
investments that are possible and to identify types of 
knowledge management that make sense in each context. 

Even though the utilization of knowledge has become a key 
factor for the success of organizations, management has found 
it difficult to transform their firm through programs of 
knowledge management. Many models and theoretical 
frameworks from various perspectives try to explain 
knowledge management, but empirical proof of knowledge 
related hypotheses are scarce; also there is a lack of coherence 
between different concepts of knowledge management. For 
practicing managers, there is a major gap between knowledge 
management theory and practice. It is therefore essential to 
gain a clear and comprehensive understanding of how 
knowledge works within the organization [3]. Research is 
needed to build a comprehensive model of the context of 
knowledge management strategy and more so how it applies to 
SMEs in the developing world. This research will examine 
knowledge management processes used by SMEs in Thailand 
and by doing so it will contribute towards the difficult problem 
of using knowledge management processes within a given 
context [4]. 

II. LITERATURE REVIEW 

A. Knowledge Management View 

There are many models which have been developed and 
published where knowledge management is concerned. 
However they tend to focus on large enterprises, while this 
research focuses on small and medium enterprises. Some of the 
terminology and theories will be borrowed from these models 
throughout this research. One such concept, developed by 
Nonaka, is ‘ba’. Even though throughout the research this 
concept may not be specifically referred to, its theme will show 
up.   

B. Knowledge Management Success Stories 

Probably one of the most well know documented cases of 
knowledge management successes can be found in the works 
of the prominent Japanese author, Ikujiro Nonaka. In his book 
titled “The knowledge-creating company: how Japanese 
companies create the dynamics of innovation”, Nonaka 
documents the knowledge management strategies of major 
Japanese companies in the automobile and electronics 
industries. Companies such as Honda, Canon, NEC and Nissan 
are analyzed to investigate the relationship between their 
knowledge management strategy and their success [5].  
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Other examples of documented successful cases can be 
found in the book “Leading with knowledge: Knowledge 
Management Practices in Global Infotech Companies” by 
Madanmohan Rao, where prominent companies such as 
Novell, Oracle and IBM are studied for links between their 
knowledge management strategies and their successes [6].  

C. Small and Medium Enterprice (SMEs) in Thailand 

Small and medium enterprises in Thailand are defined 
according to a regulation passed by the Ministry of Industry in 
September 2002. The Ministry defines SME by business sector 
and, within each sector, by the number of employees or value 
of fixed assets (excluding land). The four business sectors are 
as follows: 

TABLE I.  CLASSIFICATION OF SMES IN THAILAND [7] 

  Small Medium 

Type No. of  Employees Fixed Assets  

No. of  

Employees Fixed Assets  

    (THB million)   (THB million) 

Manufacturing Not more than 50  Not more than 50  51-200 51 - 200 

Services Not more than 50  Not more than 50  51-200 51 - 200 

Wholesale Not more than 25 Not more than 50  26-50 51 - 100 

Retail Not more than 15 Not more than 30  16-30 31 - 60 

Ministry of Industry, 2002 

Manufacturing enterprises defined in terms of permanent 
assets and include the value of the land are classified into: 

 Small Enterprises – fixed assets not more than 50         
million Bath and number of employees not more than        
50 

 Medium Enterprises – fixed assets above 50 & up to        
200 million Bath and number of employees above 50 
& up to 200 

Service enterprises defined in terms of permanent assets 
and include the value of the land are classified into: 

 Small Enterprises – fixed assets not more than 50 
million Bath and number of employees not more than 
50 

 Medium Enterprises – fixed assets above 50 & up to 
200 million Bath and number of employees above 50 
& up to 200 

Wholesale enterprises defined in terms of permanent assets 
and include the value of the land are classified into: 

 Small Enterprises – fixed assets not more than 50 
million Bath and number of employees not more than 
25 

 Medium Enterprises – fixed assets above 51 & up to 
100 million Bath and number of employees above 25 
& up to 50 

Retail enterprises defined in terms of permanent assets and 
include the value of the land are classified into: 

 Small Enterprises – fixed assets not more than 30 
million Bath and number of employees not more than 
15 

 Medium Enterprises – fixed assets above 30 & up to 60 
million Bath and number of employees above 15 & up 
to 30 

In various countries, either classified as developed or 
developing ones, the definition and the importance of SMEs 
are similar. However, the intention in looking for new 
approaches in order to make SMEs a genuine source of 
national revenue might be different. 

III. RESEARCH METHODOLOGY 

This research covers the methodology employed in this 
study. It includes a description of the sample, sample size and 
the population, the scope of the study, the data collection 
methods, tools used and methods of statistical analysis to 
investigate the research hypothesis presented in chapter one. 

A. Population and Sample 

The population of the study consisted of Small and medium 
enterprises (SMEs) which manufacture automobilecomponents 
in Bangkok, Thailand. The companies which register their 
company names with the Department of Industrial Works, 
Ministry of Industrial, Thailand, were considered. The number 
of registered companies manufacturing automobile 
components in the entire country is 1,724. According to the 
Department, the number of companies which manufacture 
automobile components of SMEs in Bangkok is 430.   

The sample was selected based on the willingness of 
companies to participate in the study. A preliminary meeting 
was held with the respective Chambers of Commerce in 
Bangkok to establish willingness and whether companies met 
the criteria for the study. Based on these meetings, 20 
companies were selected from Bangkok. 

The sample size of 20 may seem small when compared 
with a true population size of > 6,000 and 430, however many 
of the companies which comprise the whole population were 
not classified as SMEs (either micro or large enterprises) and 
hence were not suitable for this study. The sample size of 20 
from Bangkok was deemed appropriate when this fact was 
taken into consideration. 

B. Construction of the Questionnaire 

The questionnaire had seven parts; each part consists of  

groups of questions as follows: 

Part 1Demographic data of the interviewee 

Part2 Characteristics of company 

Part 3Strategy, management style and IT investment  

Part 4 Knowledge management process of the company 

Part 5 Customer factors considered by thecompany 

Part 6Attitude of the company towards government 

Part 7 Private and international organization’s support 

C. Data Collection 

The owners or chief executives of the enterprises were 
interviewed and the questionnaires were filled during the 
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interview process. The data were collected between the months 
of April – July, 2008 in Bangkok. 

D. Data Analysis  

The data were analysed in three stages which are listed  

As; Preliminary and summary analysis, Framework 
analysis, and Correlation analysis. 

IV. RESEARCH OBJECTIVGE 

Considering the need for research, the objectives for the 
proposed research are identified as: 

To identify a relationship, if any, between theknowledge 
management processes of these companies and their sales 
performance. 

V. HYPOTHESIS OF THE STUDY 

This research intended to test the hypothesis - sales 
performance of SMEs is related to the knowledge management 
process adopted by SMEs. Statistically this hypothesis was 
stated as: 

H0 = Sales performance of SMEs is not related to the 
knowledge management strategy adopted by SMEs. 

H1 = Sales performance of SMEs is related to the 
knowledge management strategy adopted by. 

To test this hypothesis two variables were identified. The 
first variable (V1) was the sales performance of the SMEs in 
the sample while the second variable (V2) was a measure of 
the knowledge management strategy used by the SMEs in the 
sample, based on the parameters investigated by questionnaire 
which were combined using a model presented in this research. 

VI. KNOWLEDGE MANAGEMENT FRAMEWORK 

Often SMEs overlook simple solutions which would 
increase their productivity and competitive advantage. SMEs 
fail to devote enough attention to technologies and tools such 
as groupware, data mining, semantic networks, knowledge 
maps and content management systems which provide the 
technological foundation for a knowledge management 
process. Many times it’s the case that these tools and 
technologies may be freely or cheaply available, but because 
the interest is not there within SMEs these tools are not used 
[8]. In the book Knowledge Integration it is suggested that 
SMEs need to work smarter and should spend some effort 
educating professionals in the use of tools which may 
potentially tap their knowledge reserves [9]. But in order to use 
knowledge management software tools the requisite 
information technology (IT) infrastructure must be in place. 
Having good IT infrastructure upon which knowledge 
management software tools can be deployed as well as having 
company policies which are conducive for knowledge creation 
and sharing combined with other relevant factors yields a good 
knowledge management process for SMEs. The diagram in 
figure 1 summarizes this point and is used as the framework for 
analyzing the knowledge management strategies of the sample. 

 

Knowledge Management Strategy

Information Technology Infrastructure

Knowledge Management Software Tools

Company Policies

Other Relevant Issues

+

 
 

Fig.1. Knowledge Management Framework for SMEs 

The model consists of four components which when 
effectively combined produces a solid knowledge management 
strategy for SMEs. Below is an explanation of each 
component: 

A. Information technology infrastructure  

This component primarily focuses on the 
computerhardware, software, storage, and networking setup of 
the organization. It is the foundation for the knowledge 
management software tools component of the model. Issues 
such as operating systems, network speeds and data storage 
capacity is addressed by this component. It is absolutely 
essential that the companies’ IT infrastructure meets the 
requirements for running and supporting the knowledge 
management software tools. 

B. Knowledge management software tools 

This component comprises of a variety of software and 
tools; some of which are described in the following list: 

 Groupware (collaborative software) - is software 
designed to help people involved in a common task 
achieve their goals. Groupware may include software 
that ranges from simple messaging, emailing and 
conferencing software to full project management tools 
[10].  

 Data mining software – is software which analyzes 
data to determine whether useful patterns exist which 
may be exploited by a company to gain a competitive 
advantage. There are many open packages, such as the 
WEKA tool kit or Rapid Information Miner, which 
may be utilized by a company with little effort or 
training [11].  

 Semantic networks- is a network which represents 
semantic (refers to meaning) relations between the 
concepts (and idea) [12]. 

 Knowledge maps- A knowledge map portrays a 
perspective of the players, sources, flows, constraints 
and sinks of knowledge within an organization. It is a 
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navigation aid to both explicit (codified) information 
and tacit knowledge, showing the importance and the 
relationships between knowledge stores and the 
dynamics. The final 'map' can take multiple forms, 
from a pictorial display to yellow pages directory, to 
linked topic or concept map, inventory lists or a matrix 
of assets against key business processes.[13] 

 Content management systems- is concerned with 
content, documents, details and records related to the 
organizational processes of acompany. The purpose is 
to manage the organization's unstructured information 
content, with all its diversity of format and location 
[14]. 

C. Company policies   

This component refers to what mechanisms, culture 
andrules the company has which affects the creation, 
distribution and management of knowledge.  

D. Other relevant issues  

This component is a bit dynamic since it can include factors 
like expert consultation, customer related activities,government 
support, relevant laws and assistance schemes, private and 
international organizations support, global market trends and a 
host of other issues. It is up to the SMEs to be cognizant of 
their working environment and capitalize on opportunities 
which may sporadically arise.  

VII. ASSESSMENT OF THE KNOWLEDGE MANAGEMENT 

STRATEGY OF THE SAMPLE 

The sample seemed to demonstrate the superior IT 
infrastructure. All the companies had at least one IT 
professional on staff. However, it was found that the sample 
was neglectful in areas such training and investment in 
training.  

In the sample 90% of the companies used specialized 
software which supports component two of the analysis 
framework. However, coupled with the fact that there was little 
IT training or investment in IT training suggests that only the 
IT professionals have knowledge of the use of the specialized 
software and time is not taken to teach other employees. There 
may be several reasons for this, such as trust issues, however 
this type of approach is not conducive to a healthy knowledge 
management strategy.  

On the issue of company policies, the sample demonstrated 
they have the policies in place to support a strong knowledge 
management process. The sample under utilized private and 
international organizations services as well as government 
services. This is a trend that should be remedied once cost is 
not prohibitive. The companies need to invest time in 
investigating what services are available which could lead to a 
competitive advantage. 

On the issue of advertising the companies recognized the 
need for a strong advertising program and this contributes 
positively to their knowledge management strategy. 

All in all the companies have demonstrated a slightly above 
average knowledge management strategy. However they need 
to explore the possibility of using government and private and 

international organizations support as well as look into training 
other staff in IT technology. 

VIII. ANALYSIS OF THE KNOWLEDGE MANAGEMENT 

STRATEGY OF THE SAMPLE AGAINST SALES 

In this part the model and the results were used to perform 
correlation analysis between the knowledge management 
strategy of the SMEs and their previous year’s sales 
performance. This analysis investigated the statistical stated 
hypothesis: 

H0 = Sales performance of SMEs is not related to the 

knowledge management strategy adopted by SMEs. 

H1 = Sales performance of SMEs is related to the 

knowledge management strategy adopted by. 

To analyze whether the knowledge management strategy is 

indeed a factor which can stimulate an SME’s sales 

performance the following steps were taken: 

1) The attributes which comprised each component of the 

analysis framework and produced an overall objective 

component score. Each component score was tested against 

the previous year’s sales performance for correlation. The 

analysis was performed on the sample as a collective for 

thoroughness. 

2) Lastly and most importantly an objective assessment of 

the knowledge management strategy of each company in the 

sample were obtained, by combining each of the four 

components of the framework, and tested for correlation with 

their sales performance. This analysis was also performed on 

the sample as a collective for thoroughness. 

Even though correlation does not imply causation [15], 
using well established works, presented in the literature review 
of this research, which show good knowledge management 
strategies create a competitive advantage which translates into 
profits, it would be reasonable to conclude that at least part of 
the SME’s success is as a result of its knowledge management 
strategy. If it is shown that the sales performance of the sample 
was not significantly correlated to its knowledge management 
strategy, then the question that would be answered by this 
study is why, in this case, the results differ from theoretical and 
empirical results from the established literature on knowledge 
management. 

B. Framework Components and Sales Performance 

Correlation Analysis 

TABLE II.  FRAMEWORK COMPONENTS CORRELATION WITH SALES 

PERFORMANCE THE SAMPLE 

No Parameters Thailand 

rho Sig(2-tailed) 

1 Information technology infrastructure 0.403 0.078 

2 Knowledge management software tools -0.304 0.193 

3 Company policies 0.378 0.100 

4 Other relevant factors 0.124 0.604 
** Correlation is significant at the 0.01 level (2-tailed) 
*   Correlation is significant at the 0.01 level (2-tailed) 

Table II.Shows that none of the Framework Components 
had a 2-tailed level of significance less than or equal to 0.05 
when tested for correlation with sales performance. This 
observation indicated that none of the components were 
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significantly correlated with the sales performance of the 
sample. 

C. Knowledge Management strategy Estimate and Sales 

Performance Correlation Analysis 

TABLE III.  KNOWLEDGE MANAGEMENT STRATEGY  ESTIMATE 

CORRELATION WITH SALES PERFORMANCE THE SAMPLE 

No Parameters Thailand 

rho Sig(2-tailed) 

1 Knowledge management process estimate 0.411 0.072 
** Correlation is significant at the 0.01 level (2-tailed) 

*   Correlation is significant at the 0.01 level (2-tailed) 
 

Table III.Shows that the knowledge management 
strategiesestimate did not have a 2-tailed level of significance 
less than or equal to 0.05 when tested for correlation with sales 
performance. This observation indicated that the knowledge 
management strategy estimate was not significantly correlated 
with the sales performance of the sample. 

IX. CONCLUSIONS, EXPLANATIONS AND IDEAS 

   This provides explanations, conclusions and ideas for the 
significant results obtained and the significant results 
following: 

1) The individual attributes which had a 2-tailed level of 

significance less than or equal to 0.05 when correlated with 

the sales performance of the respective samples. 

2) The framework components correlation analysis with 

the sales performance of the respective samples. 

3) Most importantly, the knowledge management strategy 

estimate correlation analysis with the sales performance of the 

respective samples. Validation of the hypothesis occurs in this 

section. 

B. Explanation of the significantly correlated individual 

attributes 

TABLE IV.  SIGNIFICANT CORRELATION WITH SALES PERFORMANCE 

FROM THE SAMPLE 

Parameters Spearman rank 

correlation 

coefficient 

Sig.(2-tailed) 

Investment in IT Infrastructure. 0.628 0.003 

Your knowledge management process  

gives advantages to your company. 

0.487 0.030 

An application of your knowledge  

management process helps your management 

0.487 0.030 

** Correlation is significant at the 0.01 level (2-tailed) 

*   Correlation is significant at the 0.01 level (2-tailed) 

Table IV. Shows that there were three attributes which 
demonstrated noteworthy 2-tailed levels of significance. Based 
on the 2-tailed significance of Spearman rank correlation 
coefficient (rho) between the investment in IT infrastructure 
and sales performance for Thai companies it has been 
established that there is a positive relationship between the two 
variables. This same relationship was dealt with for the 
combined sample and the inferences and thoughts expressed 
while analyzing that phenomenon are equally applicable here. 

The responses to the statements “your knowledge 
management strategy gives advantages to your company” and 
“an application of your knowledge management strategy helps 

your management” were identical and will be analyzed 
together. Based on the 2-tailed level of significance of the 
Spearman rank correlation coefficient between these 
statements and sales performance it has been established that 
there is a positive relationship between each statement and the 
sales performance. From this observation the inference can be 
made that these two aspects of the Thai sample’s perception of 
their knowledge management strategy were reflected in their 
sales performance. However, all other perceptions were not 
reflected in their sales performance. This phenomenon 
indicates that there may be some facets of their perception of 
the knowledge management strategy which contributes 
positively to their sales. 

C. Framework components analysis with sales performance 

TABLE V.  FRAMEWORK COMPONENTS CORRELATION WITH SALES 

PERFORMANCE FROM THE SAMPLE 

Parameters Spearman rank 

correlation 

coefficient 

Sig.(2-tailed) 

Information technology infrastructure 0.403 0.078 

Knowledge management software tools -0.304 0.193 

Company policies 0.378 0.100 

Other relevant factors 0.124 0.604 
** Correlation is significant at the 0.01 level (2-tailed) 

*   Correlation is significant at the 0.01 level (2-tailed) 

Table V. Shows that none of the Framework Components 
had a 2-tailed level of significance less than or equal to 0.05 
when tested for correlation with sales performance. Based on 
this observation it can be concluded that none of the 
framework components were correlated to sales performance 
of the sample.  

D. Knowledge management process estimate analysis with 

sales performance 

TABLE VI.  KNOWLEDGE MANAGEMENT PROCESS ESTIMATE 

CORRELATION WITH SALES PERFORMANCE 

Parameters Thailand 

  rho Sig(2-tailed) 

Knowledge management strategy estimate correlation with 

sale performance 0.411 0.072 
** Correlation is significant at the 0.01 level (2-tailed) 

*   Correlation is significant at the 0.01 level (2-tailed) 

As seen from table VI. Above, the observed 2 tailed level 
of significance when the knowledge management strategy 
estimate was analyzed with the sales performance of the 
sample, using the Spearman rank correlation coefficient (rho) 
was 0.072. This observation provides statistical evidence to 
accept H0. Which meant variable 1 (V1 – sales performance) 
and variable 2 (V2 – knowledge management strategy 
estimate) were not related. Hence H0 which states sales 
performance of SMEs is not related to the knowledge 
management strategy adopted by SMEs in Thailand was 
validated. Therefore the null hypothesis has been statistically 
tested and validated. 

E. Insights for results 

This research has in this instance statistically validated the 
hypothesis – H0: sales performance of SMEs is not related to 
the knowledge management strategy adopted by SMEs in 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 4, No. 8, 2013 

172 | P a g e  
www.ijacsa.thesai.org 

developing countries. There are two factors among others 
which standout as an explanation for the results.  

The first and most influential factor is the SMEs’ 
understanding of the knowledge management strategy. 
Knowledge management and its potential benefits are still in its 
infancy stages in developing countries. Due to this immaturity 
there is significant naivety in the understanding and 
implementation of knowledge management strategies in the 
context of SMEs. The samples’ perception of their knowledge 
management strategies was adequate, but their perceptions 
were not reflected in their sales performance. This mismatch is 
attributed to the fact that their understanding and thus the 
implementation of the knowledge management strategy was 
flawed. From this conclusion the recommendations of this 
research are abundantly applicable.  

The second factor which most likely had an effect on the 
results of the study was the state of the economy at the time of 
conducting the study. There was a boom in the auto 
components industry. The economic climate created a 
condition where manufacturers could sell their products and 
services without having to invest in the machinations which 
produce a competitive advantage. This type of climate 
obscured the weaknesses in the SMEs’ management and 
knowledge management strategy and thus created the 
perception that the knowledge management strategy was 
functioning effectively. 
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Abstract—Near Field Communication (NFC) technology is 

based on a short range radio communication channel which 

enables users to exchange data between devices. With NFC 

technology, mobile services establish a contactless transaction 

system to make the payment methods easier for people. Although 

NFC mobile services have great potential for growth, they have 

raised several issues which have concerned the researches and 

prevented the adoption of this technology within societies. 

Reorganizing and describing what is required for the success of 

this technology have motivated us to extend the current NFC 

ecosystem models to accelerate the development of this business 

area. In this paper, we introduce a new NFC payment 

application, which is based on our previous “NFC Cloud Wallet” 

model [1] to demonstrate a reliable structure of NFC ecosystem. 

We also describe the step by step execution of the proposed 

protocol in order to carefully analyse the payment application 

and our main focus will be on the Mobile Network Operator 
(MNO) as the main player within the ecosystem. 

Keywords—Near Field Communication; Security; 

Mobiletransaction; GSM authentication. 

I. INTRODUCTION  

During the past decade, the concept of contactless card 
technology was introduced to be used in transport, ticketing 
and in retail. The technology helps people save time by just 
holding their contactless cards against a reader in a close 
proximity instead of having to insert the paper cards in and 
taking it out of the train entrance gates for example. With NFC 
technology, mobile phones can have additional functionality 
to act as a contactless card to be used as an easy method of 
payment. Successful development of NFC technology has 
recently started in some countries where companies offer 
several services based on the contactless card technology and 
mobile phones. Although this technology is increasingly 
becoming mainstream, it still has issues that need to be 
addressed [2]. These issues are mainly security concerns with 
Secure Element (SE) personalization, management, ownership 
and architecture that can be exploitable by attackers to delay 
the adaption of NFC within societies. The purpose of this 
paper is to extend Pourghomi’s[1] - this model will be referred 
as “NFC Cloud Wallet” in this and our future papers - by 
proposing a complete transaction mechanism based on NFC 
and GSM networks. 

This model is based on cloud computing for the 
management of payment applications in secure element within 
the NFC ecosystem. The details of this model are described in 
Section IV of this paper. As the authentication mechanism of 
our extended model is based on GSM, we will discuss the 
GSM authentication later in this paper. We also aim to 

accelerate the development of NFC mobile payment services 
by describing the NFC ecosystem in order to raise the 
attention of business players in terms of the new potential 
models that can be implemented in order to achieve a cost 
beneficial and less complex ecosystem framework. 

Our contribution in this paper is to extend the NFC Cloud 
Wallet model and to provide a complete transaction solution 
based on this model. We propose a model based on the 
assumption that the cloud is being managed by the MNO.We 
used the existing security features of GSM network to achieve 
authentication, data integrity and data confidentiality. 

In our proposed model, the SIM is the secure element 
which is being managed by the MNO. By using our model, a 
customer with a NFC enabled mobile phone can pay through 
his cell phone in a secure way. 

This paper is organized as follows. Section II consists of a 
brief introduction to NFC ecosystem with its main elements 
and functionalities. Section III describes the roles of Secure 
Element (SE) and the Universal Integrated Circuit Card 
(UICC) within the NFC ecosystem. Section IV evaluates the 
previously proposed NFC Cloud Wallet model. Section V 
discusses GSM authentication that is used in our extended 
model. Section VI introduces the proposed transaction model 
as well as the proposed transaction protocoland describes its 
execution process in details. Section VII is the analysis of our 
proposed model from multiple security aspects. This analysis 
encompasses the authentication and security of the messages 
among customer, shop POS terminal and the MNO. Finally, 
Section VIII presents our conclusion. 

II. NFC & NFC ECOSYSTEM 

This section describes the functions of adding the 
contactless card to mobile phones which produce an intelligent 
device that enables us to make payments with. This intelligent 
device is called a “NFC Mobile Phone”. When different 
functions of a mobile phone combine with the functions of 
contact-less cards, the results of this combination will have a 
greater significance than just the importance of adding two 
devices together. This significance defines the NFC-enabled 
mobile phone which can connect with another NFC-enabled 
device (i.e. PDA, tablets, etc.) in a short range communication 
channel. NFC technology enables users to benefit from new 
and countless services on a daily basis where they can pay for 
their food; buy a cinema ticket by scanning their phone against 
a movie poster and much more. This newly developed 
intelligent device is proposed as an all-in-one personal device 
that can be personalized and used in a highly interactive 
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environment [3]. Fig. 1 demonstrates the concept of the NFC 
mobile phone [4]. 

 

 
 

Fig. 1. The concept of NFC mobile phone 

The success of the NFC mobile ecosystem is based on the 
relationships between the involved parties where those 
relationships have to be clearly defined. The present 
contactless ecosystem models functionalities can be extended 
by a well-defined NFC ecosystem which improves the number 
of functionalities that an involved party can provide. Table I 
describes the key functionalities of NFC ecosystem [4]. 

TABLE I. KEY FUNCTIONALITIES OF NFC ECOSYSTEM 

Key functionalities  Description  

Service provisioning It provides authentication and remote user 

management due to network availability. Also users 

can subscribe and personalize their contactless cards. 

 

Mobile network 

provisioning 

It offers user authentication and user care for data 

connectivity as well as ensuring that the network 

infrastructure is maintained to enable users to receive 

data connectivity service. 

 

Trusted Service 

Manager (TSM) 

Delivers a communication platform between Service 

Providers (SPs) and NFC mobile phones where SPs 

provide multi-application management functionalities 

to NFC enabled mobile phone through this platform. 

 

III. SECURE ELEMENT (SE) 

The security of NFC is supposed to be provided by a 
component called security controller that is in the form of a 
SE. The SE is an attack resistant microcontroller more or less 
like a chip that can be found in a smart card [3]. 

SE provides storage within the mobile phone and it 
contains hardware, software, protocols and interfaces. SE 
provides a secure area for the protection of the payment assets 
(e.g. keys, payment application code, and payment data) and 
the execution of other applications. In addition, SE can be 
used to store other applications which require security 
mechanisms and it can also be involved in authentication 
processes. To be able to handle all these, the installed 

operating system has to have the capability of personalizing 
and managing multiple applications that are provided by 
multiple SPs preferably Over-The-Air (OTA). Still the 
ownership and control of SE within NFC ecosystem may 
result in a commercial and strategic advantage but some 
solutions are already in place and researchers are developing 
new models to overcome this problem. Universal Integrated 
Circuit Card is (UICC) is one of the most reliable components 
to act as a SE in NFC architecture [5]. It is removable, 
provides the same security as a smartcard, can run multiple 
applications issued by multiple providers, it is compliant with 
all smart card standards and it supports GSM and UMTS 
network. According to GSMA guidelines, UICC is the most 
appropriate NFC Secure Element in mobile phones [3]. 

A. SE Lifecycle 

The Initialization of an SE can be completed by different 
SE issuers such as credit card companies, Mobile Network 
Operator (MNO), financial institution or retailers. The SEI can 
also act as a platform provider. If the SE does not contain any 
applications when issued that means there is no platform 
manager assigned to that SE. A platform manager cannot deal 
with SE applications without having different certifications 
(i.e. Visa PayWave certification). 

The Activation process takes place when the SE is inserted 
into the phone.  The SE then sings in to the NFC controller 
and NFC controller sends a confirmation message to the 
platform manager in order to inform the platform manager of 
the successful insertion of the SE in the phone. The platform 
manager then sends a confirmation message to the mobile 
phone in order to activate the SE. The platform manager is the 
only party that has the authority to hold the SE keys for data 
configuration purposes. NFC controller’s identifier is also 
stored in the SE to inform SE in case if it was inserted into 
another phone.  

During phase 1 of the Applications Upload process, the SP 
(in this case also the Application Issuer (AI)) contacts the 
MNO that is the only party who is in charge of the Mobile 
Station International ISDN Number (MSISDN). The only way 
to classify the external party for an Over-The-Air (OTA) 
transaction with the NFC phone is the MSISDN. 

In phase 2, MNO forwards the SP request to the platform 
manager (s) that is in charge of the SE. If the there is no SE in 
the phone, the MNO will inform the SP regarding this issue.  

In this case application upload process terminates. But if 
the platform manager is positive with the request, it will send 
an offer directly to the SP to upload its application.  

In the next phase, SP selects one platform manager 
amongst others (if more than one platform manager exists) to 
load its data to the security domain area which is under the 
control of the same platform manager.  

The Deactivationprocedures are also managed by the 
platform manager where it can deactivate the SE, OTA in the 
case of theft or loss. If SE is installed in a new device, then the 
activation process should be renewed and the platform 
manager is the only party that should confirm the activation 
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process to enable the SE to be used for contactless transactions 
[5].  

IV. NFC CLOUD WALLET MODEL 

This model brought the idea of using cloud computing in 
order to manage the NFC payment applications which resulted 
in flexible and secure management, personalization and 
ownership of the applications [1].This architecture provides 
easy management of multiple users and delivers personalized 
contents to each user. It supports intelligent profiling functions 
by managing customized information relevant to each user in 
certain environments which updates the service offers and user 
profiles dynamically. Depending on the MNO network’s 
reception, deployment of this service takes around one minute 
and deployments can be scaled to any number of users. 

The idea of this approach is that every time the customer 
makes a purchase the payment application which contains the 
customer’s credentials is downloaded into the mobile device 
(SE) from the cloud and, after the transaction, it is deleted 
from the device and the cloud will update itself to keep a 
correct record of customer’s account balance. Fig. 2 illustrates 
the steps that should be undertaken to complete the transaction 
process [1]. 

The execution of the model is described in what follows: 

1) Customer waves the NFC enabled phone on the POS 

terminal to make the payment 

2) The payment application is downloaded into customer’s 

mobile phone SE. 

3) The reader communicates with the cloud provider to 

check whether the customer has enough credit or not. 

4) Cloud provider transfers the required information to 

the reader. 

5) Based on the information which was transferred to the 

reader, the reader either authorizes the transaction or rejects 

customer’s request. 

6) Reader communicates with the cloud to update 

customer’s balance - if customer’s request was authorised, the 

amount of purchase will be withdrawn from his account 

otherwise customer’s account will remain with the same 

balance.  
As an addition to this model, we suggest that when the 

NFC enabled phone sends a request to its cloud provider to get 
permission to make a payment (step 1), the cloud provider 
sends a SMS requesting a PIN number to identify the user of 
the phone - this is how cloud provider ensures the legitimacy 
of the phone user. For verification purposes, the customer 
sends the PIN back to the cloud provider as an SMS. 

In order to extend this model, there are two possible 
approaches to follow. Firstly, the financial institution can be 
the cloud owner from which the payment application can be 
downloaded from/into the customer’s mobile device; MNO 
can be linked to the financial institution (that is the cloud 
owner in this case) or it can stand as a separate party. 
Secondly, the financial institution could have a contract with a 
third party company such as PayPal that has its own cloud 
infrastructure (MNO can be linked with them, it also can stand 
as a separate party) or the financial institution uses other 

company’s cloud service such as IBM, Microsoft, etc (MNO 
can be linked with either financial institution, cloud provider 
or it can stand as a separate party). 

 
 

 
 

Fig. 2. NFC cloud wallet 

V. GSM AUTHENTICATION  

When a mobile device signs into a network, the Mobile 
Network Operator (MNO) first authenticates the device 
(specifically the SIM). The authentication stage verifies the 
identity and validity of the SIM and ensures that the subscriber 
has authorized access to the network. The Authentication 
Centre (AuC) of the MNO is responsible for authenticating 
each SIM that attempts to connect to the GSM core network 
through Mobile Switching Centre (MSC). The AuC stores two 
encryption algorithms A3 and A8, as well as a list of all 
subscribers identity along with corresponding secret key Ki. 

This key is also stored in the SIM. The AuC first generates 
a random number known as R. This R is used to generate two 
responses, signed response S and key Kc as shown in Fig. 3, 
where S = EKi (R) using A3 algorithm and Kc = EKi (R) using 
A8 algorithm [6][7][8][9]. 

The triplet (R, S, Kc) is known as Authentication triplet 
generated by AuC. AuC sends this triplet to MSC. On 
receiving a triplet from AuC, MSC sends R (first part of the 
triplet) to the mobile device. SIM of the mobile device 
computes the response S from R, as Ki is already stored in the 
SIM. Mobile device transmits S to MSC. If this S matches the 
S in the triplet (which it should in case of a valid SIM), then 
the mobile is authenticated.Kc is used for communication 
encryption between the mobile station and the MNO. Table 
IIdescribes the abbreviations used in the proposed protocol. 
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Fig. 3. Generation of Kc and S from R 

TABLE II. ABBREVIATIONS 

AuC Authentication Centre (subsystem of MNO) 

 

IMSI Internet Mobile Subscriber Identity 

 

Ki SIM specific key. Stored at a secure location in SIM and at AuC 

 

Kc Eki (R) using A8 algorithm 

 

Kc1 H(Kc). Used for MAC calculation 

 

Kc2 H(Kc.). Encryption key 

 

Kp Shared key between PG and shop POS terminal 

 

LAI Local Area Identifier 

 

MNO Mobile Network Operator 

 

NFC Near Field Communication 

 

PI Payment Information 

 

POS Point Of Sale. Part of shop 

 

R RAND. Random Number (128 bits) 

Rs Random number generated by SIM (128 bits) 

TC Transaction Counter 

TRM Transaction Request Message 

TI Transaction Information 

TMSI Temporary Mobile Subscriber Identity 

TP Total Price 

 

TSU User’s Time Stamp 

 

TSTr Transaction Time Stamp 

 

SD Shopping Details 

 

VI. PROPOSED MODEL  

We propose an extension to previously proposed NFC 

Cloud Wallet model. Since there are multiple options 
applicable to this model, we designed our model based on the 
following assumptions: 

 SE is part of SIM 

 Cloud is part of MNO 

 MNO is managing SE/SIM 

 Banks, etc. are linked with MNO 

These assumptions are appropriate regarding the NFC 
execution process and its ecosystem. As mentioned in Section 
IIIpreviously, SE is in the format of UICC therefore SE is part 
of the SIM. MNO manages the cloud infrastructure and it is 
the only party that has full access and permission to manage 
confidential data which are stored in the cloud. As MNO is the 
owner of the cloud, it fully manages the SIM in terms of 
monitoring the GSM network and controlling cloud’s data. 
From the financial institution’s point of view, they only deal 
with MNO as MNO is the single party that has full control 
over the SIM as well as the cloud. 

A. The Proposed Protocol 

Our proposal is based on cloud architecture where the 
cloud is being managed by the MNO. The cloud and the 
banking sector are the subsystems of MNO in our proposal, in 
addition to the existing subsystems of an MNO. We assume 
that the communication is secure between various subsystems 
of the MNO. The shop POS terminal, registered with one or 
more MNO, shares an MNO specific secret key Kp with the 
corresponding MNO. This key is issued once a shop is 
registered with the MNO. The bank detail of the shopkeeper is 
also registered with the MNO for monetary transactions. The 
communication between the shop POS terminal and the 
mobile device is wireless using NFC technology. The mobile 
device has a valid SIM. We used the existing feature of GSM 
network for mutual authentication. A recent study by 
reference [10] proposed a mechanism for GSM authentication 
in NFC environment. We tailored their model according to our 
requirement in our proposed architecture. The detailed 
execution of our protocol is described in Fig. 4. 

The proposed protocol executes in three different phases: 
Authentication, Keys generation and Transaction. The 
protocol initiates when the customer places his cell phone for 
the payment after agreeing to the total price displayed on the 
shop POS terminal. The details of these phases are described 
in what follows: 

B. Phase 1. Authentication 

Step 1: As soon as the user places his mobile device, NFC 
link between the mobile device and the shop POS terminal is 
established. The shop POS terminal sends an ID Request 
message to the mobile device. 

Step 2-3: The mobile device sends TMSI, LAI as itsID. On 
receipt of the information from the mobile device, the shop 
POS terminal determines the user's mobile network. The 
network code is available in LAI in the form of Mobile 
Country Code (MCC) and Mobile Network Code (MNC). An 
MNC is used in combination with MCC (also known as a 
‘MCC/MNC tuple’) to uniquely identify a mobile phone 
operator/carrier [11]. 
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Step 4-5: The shop POS terminal sends TMSI, LAI, and 
Shop ID to respective MNO for customer authentication and 
shop identification. 

Step 5.1: In case of incorrect TMSI, a declined message is 
sent. 

Step 6: In case of correct identification, the MNO 
generates one set of authentication triplet (R, S, Kc) and sends 
R to mobile device through shop POS terminal. 

Step 7-8: SIM computes Kc from R as explained in Section 
V. SIM generates a random number Rs and concatenates with 
R, encrypts with key Kc and sends it to the MNO through shop 
POS terminal. 

Step 9-10: The MNO checks the validity of the SIM (or 
mobile device). It receives EKc(R||Rs) from the mobile device 
and decrypts the message by Kc, the key it already has in 
authentication triplet. The MNO compares R in the 
authentication triplet with the R in the response. In case they 
do not match, a ‘Stop’ message is sent to the mobile device 
and the protocol execution is stopped. If both R are same, then 
the mobile is authenticated for a valid SIM. In this case, the 
MNO swaps R and Rs, encrypts with Kc and sends it to mobile 
device. 

 

Step 11-12: This step authenticates the MNO to the 
mobile device. The mobile device receives the response EKc 
(Rs||R) and decrypts it with the key Kc already computed in 
Step 7. The mobile device compares both R and Rs. If both are 
same, then the MNO is authenticated and a ‘successful 
authentication’ message is sent to the MNO. 

C. Phase 2. Key Generation and PIN Verification 

Step 13-14:Kp is a shared secret between the MNO and the 
shop POS terminal. Kc is the shared secret between the MNO 
and the customer's mobile device (computed in step 7). There 
is no shared secret between the POS terminal and the mobile 
device till this stage. MNO and mobile device compute one-
way hash function of Kc to generate Kc1, the key that will be 
used for MAC calculation. The MNO computes Kc2 from Kc1 
using one-way hash function and sends it to shop POS 
terminal by encrypting it with Kp. Mobile device also 
computes Kc2 as it already has Kc1 . Kc2 is the encryption key 
between MNO, shop POS terminal and the customer's mobile 
device. 
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Fig. 4. The proposed protocol 
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Step 15-17: The shop POS terminal sends the Total Price 
(TP) and the Receipt Number encrypted with Kc2. The user's 
mobile device decrypts the information and displays to the 
user. If he agrees, he enters the PIN. The PIN is an additional 
layer of security and adds trust between the user and the 
shopkeeper. A PIN binds a user with his mobile device, so the 
shopkeeper is to believe that the user is the legitimate owner 
of the mobile device. Moreover, the user feels more secure as 
no one else can use his mobile device for transaction without 
his consent. PIN is stored in a secure location in the SIM. The 
SIM compares both PINs and if both are same, the user is 
authenticated as the legitimate user of the mobile device. 
Otherwise, the protocol is stopped. 

D. Phase 3. Transaction 

Step 18: The customer's cell phone generates two 
messages, PI and TRM, such that;  

PI= Receipt No, Total Price, Time Stamp (TSU) 

TRM=PI, Rs, Transaction Counter 

 
Step 19:TSU represents the exact time and date the 

transaction has been committed by the user. TC is a counter 
that is incremented after each transaction and is used to 
prevent replay attack. PI is encrypted with Kc2 so that it can be 
verified by the shop POS terminal. The user encrypts the TRM 
with Kc so that it cannot be modified by the shop terminal. The 
user computes MAC with Kc1 over the TRM using Encrypt-
then-MAC approach for integrity protection. 

Step 20-21: The POS terminal can decrypt only the PI 
encrypted with by Kc2 to check its correctness. The POS 
terminal does not need to verify the MAC (and it cannot do 
so), as it already knows the main contents of PI. The Shop 
POS terminal also verifies the TSU to be in a defined time 
window. If PI is correct, the POS terminal relays the 
encrypted TRM with corresponding MAC along with the TSU 
to the MNO. 

Step 22: On receipt of the message, the MNO checks the 
integrity of the message by verifying the MAC with Kc1. If the 
MAC is invalid, the transaction execution is stopped. In case 
of a valid MAC, the MNO decrypts the message. The MNO 
compares the Rs in the TRM with the Rs received earlier in the 
authentication phase. A correct match confirms that the user is 
the same who was earlier authenticated.It also verifies the TC 
and TSU. In case of successful verification, the MNO 
communicates with the concerned subsections for monetary 
transaction. The concerned subsections of the MNO checks 
the credit limitations of the user, and if satisfied, executes the 
transaction. Once the transaction is executed, the MNO 
generates Transaction Information (TI) message as: 

TI = Transaction Serial Number, Amount, TSTr 
Step 23-25: The MNO encrypts TI with Kc2, digitally signs 

the message and sends it to the shop POS terminal. The POS 
terminal verifies the signature. A valid signature indicates 
correct TI. The POS also verifies the TI for the amount 
mentioned in the TI. In case of successful verification, the 
POS terminal appends the message it received from the MNO 
with the Shopping Details (SD) and corresponding digital 
signature. 

Step 26: The user verifies both signatures. It verifies the 
contents of TI and SD. 

VII. PROTOCOL ANALYSIS  

In this section, we analyse our proposed model from 
multiple security aspects. This analysis encompasses the 
authentication and security of the messages among customer, 
shop POS terminal and the MNO. The analysis also includes 
multiple attack scenarios, such as a customer is dishonest and 
has intentions to pay less, or the shopkeeper is dishonest and 
has plans to receive more money. 

A. Mutual Authentication 

A mutual authentication between a customer and MNO 
occurs whenever the customer agrees to pay some amount. 
Since this authentication is performed through shop POS 
terminal, we analysed our protocol from an angle that if the 
POS terminal has some malicious intentions. In this case, 
there can be following two scenarios: 

1) POS Terminal Impersonation as a Customer 
We assume that the shop POS terminal is dishonest and keeps 

a record of all messages against a legitimate customer (we call 

it as ‘target customer’). The aim of the shopkeeper is to 

transfer money from the target customer without his consent. 

The shop POS terminal impersonates as target customer to the 

MNO by replaying message 4. In case the TMSI and LAI are 

valid at that time (the chances are higher if the message is 
replayed just after the legitimate transaction of the target 

customer), the MNO will send a random number R to the 

terminal. R is 128 bit random number generated by the MNO 

so the chances for its repetition are almost negligible. The 

shopkeeper cannot compute a valid response in step 8 for a 

different R, as the shop lacks Ki to compute Kc. Therefore, a 

shop cannot successfully impersonate as a customer by 

replaying old messages. 

2) POS Terminal Impersonation as MNO  
In this scenario, we assume that the shop is dishonest and 

communicates with a target customer without establishing a 
communication link with the MNO. Again, we assume that the 
shop keeps a record of legitimate messages of the target 
customer. The shop sends message 1 (Request ID) to the target 
customer and gets its response in message 2. Since shop does 
not communicate with MNO in this scenario, it does not send 
message 4 to MNO. However, the shop replays the recorded R 
in message 6 to the target customer. The target customer 
believes that he has been correctly identified by the MNO and 
the R is actually generated the MNO. So the user computes a 
response and sends it in message 8 to the shop. Message 8 
contains Rs encrypted with the Kc. The Rs is a random number 
generated by the SIM and is different in each transaction. So, 
message 8 will be different than the one already recorded with 
the shop. Since message 8 is different, the shop can neither 
replay message 10, as it will be different for this transaction, 
nor it can compute a valid message 10. This scenario is, again, 
not successful. 
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B. Encryption and MAC Keys  

Separate keys are used for encryption and MAC 
calculation making the protocol more secure. Encrypt-then-
MAC is an approach where the ciphertext is generated by 
encrypting the plaintext and then appending a MAC of the 
encrypted plaintext. This approach is cryptographically more 
secure than other approaches [12]. Apart from cryptographic 
advantage, the MAC can be verified without performing 
decryption. So, if the MAC is invalid for a message, the 
message is discarded without decryption. This results in 
computational efficiency. 

C. User Interaction  

The user interaction with the system is reduced to single 
interaction making it a user-friendly protocol. The user feels 
more secure as the transaction is protected by PIN verification. 
There are chances that a user withdraws his mobile device 
from NFC terminal as a psychological move to enter PIN. 
This will break NFC link, but as the PIN is stored in the SIM, 
it does not require NFC link for verification. Once the user 
PIN has been verified by the SIM, the user places his mobile 
device back on the NFC terminal and the protocol resume 
from the same point. There are chances that a dishonest user 
withdraws his mobile device in order to enter the PIN, and 
then places back another mobile device for transaction. To 
counter this threat, Rs is transmitted by the mobile device in 
Transaction Request Message (message 19). Rs is generated by 
the SIM and is encrypted with Kc(message 7, 8), so it cannot 
be eavesdropped in the authentication phase. This ensures that 
the mobile device does not change. 

D. Disclosure of relevant Information  

The protocol is designed considering disclosure of 
information on a need to know basis. For example, TC is a 
counter that increments after each successful transaction. The 
record of the TC is kept by both, the user and the MNO. Shop 
POS terminal does not need to know the TC. In our proposed 
protocol, the TC is not exposed to POS terminal as it is a part 
of TRM. Similarly, the MNO does not need to know the 
shopping details of the customer. Therefore, only the total 
amount is transmitted to the MNO for transaction. 

E. Transaction security  

The transaction phase of the protocol requires maximum 
security. The TRM message is initiated by the customer rather 
than the shop terminal in order to satisfy the customer. The 
integrity of the TRM message is protected by the MAC so any 
alteration in this message is not possible. The message 19 is 
designed in such a way that the first half of the message 
containing encrypted PI is for shop POS terminal. POS 
terminal can decrypt and check the authenticity of the 
payment information. The remaining half of the message, 
containing encrypted TRM and corresponding MAC can 
neither be decrypted nor altered by the shop POS terminal. 
The POS terminal relays the remaining half to the MNO along 
with the Time Stamp. Hence, the transaction information 
generated by the customer is relayed to the MNO without any 
alteration.  

In this phase, there can be a scenario where a dishonest 
customer has an intention of paying less than the actual 

amount. The customer designs a malicious TRM message 
(TRM´) consisting of PI´ (an illegitimate payment information, 
PI´<PI). The dishonest customer then forms message 19 as: 

PI=Receipt Number, Total Price, Time Stamp TSU 
TRM´=PI´, Rs, Transaction Counter (TC) 

 
It may be noted that the PI is legitimate whereas, the TRM´ 

consists of amended PI (PI´). The dishonest customer forms 
message 19 as: 

Message 19 =Ekc2 (PI), EKc (TRM´), MACKc1 (TRM´) 

 
The first half of the message, consisting of encrypted PI, is 

legitimate and the shop can verify it. However, the malicious 
part cannot be decrypted by the shop, so the shop cannot 
determine that the remaining part contains amended price 
information. The shop forms message 21 as PI is verified. The 
MNO executes the transaction with amended price and forms 
message 23 and digitally signs it. Message 23 contains the 
information about the amount deducted from the customer. 
Once this message is received by the shop terminal, the shop 
detects that the deducted amount is not the same as required. 
Hence, a dishonest customer with the intention to pay a lesser 
amount does not succeed in our proposed design. 

F. New set of Keys for every transaction  

The keys are generated from random number R (generated 
by the MNO). The R acts as a seed for all keys. As R is fresh 
for every transaction, therefore the keys are also new in each 
transaction. 

G. Non-repudiation of transaction messages 

The transaction result messages (message 23, message 25) 
are digitally signed. In case of any dispute about the payment, 
the MNO is to honour message 23 as it contains the MNO's 
digital signature. The shopping detail is also digitally signed 
by the shop POS terminal so the shop has to honour the prices 
mentioned in this message. Therefore the customer is 
completely secured about the transaction. 

H. Securing long term secret  

Kp is the long term secret between MNO and shop POS 
terminal. In our protocol, Kpis used with the least exposure 
(only once). The security policy of the MNO can define the 
update of this key after a defined interval. 

VIII. CONCLUSION  

In this paper, we have proposed a transaction protocol that 
provides a secure and trusted communication channel to the 
communication parties. The proposed protocol was based on 
NFC Cloud Wallet model for secure cloud-based NFC 
transactions. The operations performed by the vendor’s reader, 
an NFC enabled phone and the cloud provider (in this paper 
MNO) are provided and such operations are possible by the 
current state of the technology as most of these measures are 
already implemented to support other mechanisms. We 
considered the detailed execution of the protocol and we 
showed our protocol performs reliably in cloud-based NFC 
transaction architecture. In addition, this paper provides other 
related issues that are required to be explored in order to find 
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out different possible roles, accesses and ownerships of 
involved parties in NFC ecosystem. The main advantage of 
this paper is to demonstrate another way of payment for all 
those people who do not have bank accounts. This way of 
making payments eases the process of purchasing for ordinary 
people as they only have to top up with their MNO without 
having to follow all the banking procedures. 

From the business and customers’ point of view, this 
method of payment is a micropayment, involving a very small 
amount for transactions (typically less than £50.00); therefore, 
people can only use this payment method to pay for cheap 
products. This has also prevented the emergence of such 
system, as the cost for individual transactions must be kept 
low which is impractical.  

A. Future work 

As a part of future work, a proof of concept 
implementation can be carried out in order to determine the 
reliability of the proposed protocol in terms of number of 
factors such as timing issues. This implementation refers to 
the performance domain of the proposed protocol which can 
be taken into the account to consider the performance of the 
protocol rather than its security that is discussed in this paper. 
The idea of the proposed protocol can also be extended to a 
multi-party protocol. Furthermore, other possible architectures 
in this area should be explored and defined in order to finalize 
the most reliable architecture for cloud-based NFC payment 
applications. 
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Abstract—It is often observed that consumers select upper 

class brand when they buy next time. Suppose that former 

buying data and current buying data are gathered. Also suppose 

that upper brand is located upper in the variable array. Then the 

transition matrix becomes upper triangular matrix under the 

supposition that former buying variables are set input and 

current buying variables are set output. Takeyasu et al. analyzed 

the brand selection and its matrix structure before. In that paper, 

products of one genre are analyzed. In this paper, brand selection 

among multiple genre and its matrix structure are analyzed. 

Taking an automobile for example, customer brand selection 

from company A to B or company A to C can be made clear 

utilizing above stated method. We can confirm not only the 

preference shift among brands but also the preference shift 

among companies. This enables building marketing strategy for 

automobile company much easier. Analyzing such structure 

provides useful applications. Thus, this proposed approach 

enables to make effective marketing plan and/or establishing new 
brand. 

Keywords— brand selection; matrix structure; brand position 

I. INTRODUCTION 

Marketing analysis is one of the “never ending themes” 
because there arise lots of events and new trend in the market 
and society. There are many themes to be investigated and the 
analyses may be utilized for marketing plan etc. In this paper, 
we focus on the brand selection by consumers. 

It is often observed that consumers select upper class 
brand when they buy next time after they are bored to use 
current brand. Suppose that former buying data and current 
buying data are gathered. Also suppose that upper brand is 
located upper in the variable array. Then the transition matrix 
becomes upper triangular matrix under the supposition that 
former buying variables are set input and current buying 
variables are set output. The analysis of the brand selection in 
the same brand group is analyzed by Takeyasu et al. [6]. 

In this paper, we expand this scheme to products of 
multiple genres. For example, we consider the case of 
necklace. If she is accustomed to use necklace, she would buy 
higher priced necklace. On the other hand, she may buy 
bracelet or earring for her total coordination in fashion. 
Hearing from the retailer, both can be seen in selecting upper 
class brand and selecting another genre product. 

Therefore, this analysis is very meaningful for the practical 
use, which occurs actually. If transition matrix is identified, 
we can make various analyses using it and s-step forecasting 
can be executed. Unless planners for products notice its brand 
position whether it is upper or lower than other products, 

matrix structure makes it possible to identify those by 
calculating consumers’ activities for brand selection. Thus, 
this proposed approach makes it effective to execute 
marketing plan and/or establish new brand.  

Quantitative analysis concerning brand selection has been 
executed by Yamanaka [5], Takahashi et al.[4]. Yamanaka[5] 
examined purchasing process by Markov Transition 
Probability with the input of advertising expense. Takahashi et 
al.[4] made analysis by the Brand Selection Probability model 
using logistics distribution. Takeyasu et al.[6] analyzed the 
preference shift of customer brand selection in the case of 
automobile. 

Takeyasu et al.[7] analyzed the preference shift of 
customer brand selection for a single brand group. In this 
paper, we try to expand this scheme to products of multiple 
genres, and various analyses is executed. Actually, this 
scheme can often be seen. Such research is quite a new one. 

Hereinafter, matrix structure for a single brand group is 
clarified for the selection of brand in section 2. Expansion to 
multiple brand selection is executed and analyzed in section 3. 
s-step forecasting is stated in section 4. Numerical calculation 
is executed in section 5. Application of this method is 
extended in section 6. 

II. BRAND SELECTION AND ITS MATRIX STRUCTURE 

A. Upper shift of Brand selection 

Now, suppose that x  is the most upper class brand, y  is 

the second upper class brand, and z  is the lowest class brand. 
Consumer’s behavior of selecting brand might be yz  ,

xy  , xz   etc. zx  might be few. 

Suppose that x  is current buying variable, and bx  

is previous buying variable. Shift to x  is executed from  

bx , by , or bz . 

Therefore, x  is stated in the following equation. 
ija  

Represents the transition probability from j -th to i -th 

brand. 

bbb zayaxax 131211    

Similarly, 

bb zayay 2322    

and 
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bzaz 33   

These are re-written as follows. 
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Then, X  is represented as follows. 

bAXX   (2) 

 
Here, 

3333 ,, RXRARX b  
  

A  is an upper triangular matrix. 

To examine this, generating the following data, which all 
consist of the data in which the transition is made from lower 
brand to upper brand, 
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Parameter can be estimated by using least square method. 

Suppose 
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εAXX b   (5) 
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Â  Which an estimated value is of A  is obtained as 
follows. 
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In the data group which all consist of the data in which the 
transition is made from lower brand to upper brand, estimated 

value Â  should be upper triangular matrix. If the following 
data which shift to lower brand are added only a few in 
equation (3) and (4), 
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Â  would contain minute items in the lower part of 
triangle. 

B. Sorting brand ranking by re-arranging row 

In a general data, variables may not be in order as zyx ,,
.  In that case, large and small value lie scattered in  

Â . But re-arranging this, we can set in order by shifting 
row. The large value parts are gathered in the upper triangular 
matrix, and the small value parts are gathered in the lower 
triangular matrix. 
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C. Matrix structure under the case skipping intermediate 

class brand is skipped 

It is often observed that some consumers select the most 
upper class brand from the most lower class brand and skip 
selecting the intermediate class brand. 

We suppose zyxwv ,,,,  brands (suppose they are laid 

from upper position to lower position as zyxwv  ). 

In the above case, selection shifts would be: 

zv    

yv    

Suppose they do not shift to wxy ,,  from z , to wx,  from 

y , and to w  from x , then Matrix structure would be as 

follows. 

Shifting row 
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We confirm this by the numerical example in section 4. 

III. EXPANSION OF THE MODEL TO MULTIPLE GENRE 

PRODUCTS 

Expanding Eq.(2) to multiple genre products, we obtain 
the following equations. First of all, we state the generalized 
model of Eq.(2). 

bAXX   (10) 
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Here 

pppp ,, RXRARX b  
  

If the brand selection is executed towards upper class, then 

A  becomes as follows. 
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Expanding above equations to products of 3 genres, we 
obtain the following equations. 
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Re-writing Eq.(14) as : 

bAWW   (17) 

Then, the transition matrix A  is derived as follows in the 
same way with Eq.(7). 
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If the brand selection is executed towards upper class 
brand in the same genre, the transition matrix, for example  

11A
, 22A

, 33A
, become an upper triangular matrix as can 

be seen in 2. Suppose X  as bracelet, Y as earring and Z  as 

necklace. If we only see Z , we can examine whether there is 

an upper brand shift in 33A
. But there is a case that brand 

selection is executed towards other genre products. There 
occurs brand selection shift from a certain brand level of Z  to 
a certain brand level of X  or Y . For example, suppose there 
are five levels in each X , Y , Z  and their levels include from 
bottom to top brand level. In that case, if there is a brand 
selection shift from the middle brand level in Z  to another 
genre product, we can obtain interesting result by examining 
how the brand selection shift is executed toward the same 
level or upper level of another genre product. If we can see the 
trend of brand selection shift, we can foresee the brand 
selection shift towards another genre brand. Retailer can 
utilize the result of this to make effective marketing plan. We 
confirm this by the simple numerical example in 5. 

Next, we examine the case in brand groups. Matrices are 
composed by Block Matrix. 

IV. S-STEP FORECASTING 

Now, we see Eq.(14) in time series. Set X , Y , Z  at time 

n  as : 
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Then, Eq.(14) can be re-stated as : 
























































1n

1n

1n

n

n

n

Z

Y

X

AAA

AAA

AAA

Z

Y

X

333231

232221

131211

 (24) 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 4, No. 8, 2013 

186 | P a g e  
www.ijacsa.thesai.org 

 
Where suffix is written in the lower part of right hand side 

because there arises a multiplier in the equation of forecasting. 

s -step forecasting is executed by the following equation. 
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V. NUMERICAL EXAMPLE 

We consider the case of 4 rqp  in 3. Suppose there 

are following customer preference shifts. 

From the lower level of Z  to middle or upper level of Z  

From the lower level of Z to lower, middle or upper level 
of  Y  

From the middle level of Z to middle or upper level of Y  

From the upper level of Z  to upper level of Y  

From the lower level of Z  to lower, middle or upper level 
of X  

From the middle level of Z  to middle or upper level of 
X  

From the upper level of Z  to upper level of X  

And also suppose that there are preference shifts which 
stay at the same level in Z . For simplicity, preference shift of 
X , Y stays at the same level within X  and Y . In these cases, 
we can assume that each block matrix in A  of Eq.(21) 
becomes as follows. 

11A , 22A ：Diagonal matrix  

32312112 AAAA ,,, ：0  

332313 AAA ,, ：Upper triangular matrix  

Now we suppose customer preference shifts as follows. 

1. Jump from 4th to 3rd rank of Z  : 2 events 

2. Jump from 4th to 2nd rank of Z  : 1 event 

3. Jump from 2nd to 1st rank of Z  : 2 events 

4. Stay at 4th rank of Z  : 3 events 

5. Stay at 3rd rank of Z  : 4 events 

6. Stay at 2nd rank of Z  : 4 events 

7. Stay at 1st rank of Z  : 2 events 

8. 
Jump from 4th rank of Z to 3rd rank of 

Y  
: 1 event 

9. 
Jump from 4th rank of Z to 2nd rank of 

Y  
: 1 event 

10. 
Jump from 3rd rank of Z to 1st rank of 

Y  
: 1 event 

11. Stay at 4th rank of Y  : 2 events 

12. Stay at 3rd rank of Y  : 3 events 

13. Stay at 2nd rank of Y  : 1 event 

14. Stay at 1st rank of Y  : 2 events 

15. 
Jump from 4th rank of Z to 3rd rank of 

X  
: 2 events 

16. 
Jump from 3rd rank of Z to 1st rank of 

X  
: 1 events 

17. Stay at 4th rank of X  : 3 events 

18. Stay at 3rd rank of X  : 2 events 

19. Stay at 2nd rank of X  : 3 events 

20. Stay at 1st rank of X  : 1 event 

21. 
Jump from 4th rank of Z to 4th rank of 

Y  
: 2 events 

22. 
Jump from 4th rank of Z to 2nd rank of 

X  
: 2 events 

23. 
Jump from 2nd rank of Z to 2nd rank of 

Y  
: 2 events 

24. 
Jump from 1st rank of Z to 1st rank of 

Y  
: 1 event 

25. 
Jump from 1st rank of Z to 1st rank of 

X  
: 1 event 

26. 
Jump from 3rd rank of Z to 3rd rank of 

Y  
: 2 events 

27. 
Jump from 3rd rank of Z to 3rd rank of 

X  
: 1 event 

28. 
Jump from 2nd rank of Z to 2nd rank of 

X  
: 2 events 

29. 
Jump from 2nd rank of Z to 1st rank of 

X  
: 1 event 

Then, the vector bWW,  for case 1-2, for example, are 

expressed as follows. 

1. 
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Substituting these to Eq.(18), we can obtain Eq.(26). 
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Watching this, we can confirm following features as stated 
before. A of Eq.(21) became as follows. 

11A , 22A ：Diagonal matrix  

32312112 AAAA ,,, ：0  

332313 AAA ,, ：Upper triangular matrix  

Taking an automobile for example, customer brand 
selection from company A to B or company A to C can be 
made clear utilizing above stated method. We can confirm not 
only the preference shift among brands but also the preference 
shift among companies. This enables building marketing 
strategy for automobile company much easier. 

VI. CONCLUSION 

Consumers often buy higher grade brand products as they 
are accustomed or bored to use current brand products they 
have. 

In this paper, matrix structure was clarified when brand 
selection was executed toward higher grade brand. Expanding 
brand selection from single brand group to multiple genre 
brand group, we could make much more exquisite and multi-
dimensional analysis. And formulation of extension to the 
brand groups was executed by using Block Matrix. s -step 
forecast model was also formulated. In numerical example, 
matrix structure’s hypothesis was verified concerning brand 
selection among multiple brands. If we can see the trend of 
brand selection shift, we can foresee the brand selection shift 
towards another genre brand. Retailer can utilize the result of 
this to make effective marketing plan. Such research as 
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questionnaire investigation of consumers’ activity in 
automobile purchasing should be executed in the near future 
to verify obtained results. 
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Abstract—One important problem in bioinformatics is to 

study pockets or tunnels within the protein structure. These 

pocket or tunnel regions are significant because they indicate 

areas of ligand binding or enzymatic reactions, and tunnels are 

often solvent ion conductance areas.  The Protein Pocket Viewer 

(PPV) is a web interface that allows the user to extract and 

visualize the protein pockets in a browser, based on the 

algorithm in [1]. The PPV packaged the pocket extraction 

executable as a web service, and made it accessible to all users 

with the Internet access and a modern java enabled browser.  

The PPV employed the Model2design pattern, which led to a 

loosely coupled implementation that is more robust and easier to 

maintain. It consists of a client web interface for user inputs and 

visualization, a middle-layer for controlling the flow, and the 

backend web services performing the actual CPU-intensive 

computation.  The PPV web client consists of multiple window 

regions, with each region providing differing views of the protein, 

pockets and related information. For a more responsive user 

experience, the PPV web client employs AJAX for asynchronous 
execution of long running tasks, like protein pocket extraction.         

Keywords—protein structure; pockets; Model 2; AJAX; web 

service; visualization;  

I. INTRODUCTION 

Bioinformatics applies computational tools to study 
problems in molecular biology. Structures are critical for 
thefunctions of proteins. One important bioinformatics problem 
is to determine pockets or tunnels within the protein structure.  
These pocket or tunnel regions are significant because they 
indicate areas of ligand binding or enzymatic reactions [2], and 
tunnels are often solvent ion conductance areas [3]. Such 
computation can be data dense and computationally intensive 
due to the volume of data processing involved for a single 
protein and the number of proteins in the database.  So the 
computations are more efficiently performed on powerful 
computational servers. Visualization tools are also important 
for bioinformatics research.  A visualization tool would help 
the user to better comprehend and quickly consume data of the 
computed protein pockets.  The visualization should be 
available for the user on the less powerful client computers, 
most conveniently in a web browser without installing any 
special software. 

In this paper, we developed a web service [4] based 
visualization interface to the pocket extraction algorithm 
described in [1].The algorithm employs a two-step level set 

marching algorithm (Fig 1). The first step of the level set 
marching algorithm marches outward from the protein surface 
to some distance equal to a given threshold. At completion of 
the outward marching step, an outer surface is obtained with all 
indentations on original surface filled.  The second step of the 
algorithm marches backward from the outer surface back 
toward the protein for the same distance.  The second marching 
step cannot infiltratethe protein surface, or reach depressions 
and tunnels on the surface.  The unreachable regions outside 
the protein surface are considered as pockets. The bounding 
envelops of the pockets are then extracted using standard level-
set methods.  

  

(a) (b) 

Fig. 1. The two-step level set marching algorithm for pocket extraction. (a) 

Outward marching from the original surface S to an outer surface T; (b) 
Backward marching from T to uncover the pocket as the shaded region 

The visualization interface, Protein Pocket Viewer (PPV) at 
http://ppv.cs.csusm.edu:8080/PPVClient/PPV.jsp,allows users 
to display and manipulate data related to protein pockets in 
ajava-enabled browser.The web interface consists of multiple 
window regions, with each region providing differing views of 
protein pocket related data (Fig 2).  The display includes both 
metadata about the protein and associated pockets and the three 
dimensional rendering of the protein and pockets. The 3D 
visualization of the pockets is displayed in the central 
rendering region. The 3D rendering can be maneuveredby the 
user to view of all surfaces of the protein and pockets.  The 3D 
display can be controlled such that individual pocket can be 
shown or hidden, and rendered in different styles, such as a 
filled, dot or mesh surface.  The protein sequence informationis 
displayed as text in the sequence region. The pocket 
information region displays pocket metadata such as a pocket 
ID, pocket surface area, and pocket volume for each pocket 
identified using the two-step level setmarching algorithm.  The 
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web interface also includes a protein information region that 
provides additional information on the protein containing the 
selected pockets. 

 

Fig. 2. Protein Pocket Viewer interface. 

The PPV allows the user to visualize the protein pockets 
and their relationship to the protein, and is accessible to all 
users with the Internet access and a modern java enabled 
browser. The PPV implemented the web client, a web service 
wrapper for invoking pocket generation, Jmol[5]viewer 
integration, and cache management for protein and pocket 
files. It has some unique features, such as 

 On-the-fly generation and visualization of pockets 
given a valid Protein Data Bank (PDB)[6]ID or a well-
formed PDB file using the two-step level setmarching 
algorithm.  

 Caching management capability where expensive 
pocket generation results are cached for the later 
requests.  

 Asynchronous transactions via AJAX [7]relieving the 
user from waiting for page refresh during long running 
tasks, such as pocket generation and PDB metadata 
retrieval. 

In the rest of the paper, section 2 discusses background 
concepts used by the PPV and related work. Section 3 presents 
the design of the PPV and implementation details. We then 
conclude and discuss some future directions in section 4. 

II. BACKGROUND AND RELATED WORK 

A. Background 

The Protein Pocket Viewer employs the implementation for 
protein pocket extraction algorithm described in [1], which was 
implemented as a C++ program running on a computational 
server.  

The Protein Data Bank (PDB) is the single worldwide 
repository of information about the 3D structures of large 

biological molecules[6], managed by the Research 
Collaboratory for Structural Bioinformatics (RCSB). Every 
protein in the PDB has a unique ID and its structure is 
available in PDB file format. The pocket extraction program 
requires a valid PDB ID or a well-formed PDB file as input.  

A web service [4]is used to initiate the pocket extraction 
implementation. This web service provides the abstraction of 
the pocket extraction program and enables a bridge between 
the client Java classes to the pocket extraction service 
implemented in C++.  Protein metadata, PDB file, and pocket 
files transfer between the server and the client via the web 
service interface.A web service is an implementation of the 
SOA design approach employing XML [8], XSD [8], and 
SOAP [9] standards based technologies. The Service Oriented 
Architecture (SOA) is a design consideration where its solution 
is distributed, loosely coupled, standards based, reusable, and 
stateless.The Web Service Description Language (WSDL)[10] 
provides a way for a web service provider to describe the 
public interface of the web service. 

The 3D rendering of the proteins and their respective 
pockets in a browser was performed with Jmol[5], which is an 
open source Java viewer for 3D chemical structures. Jmol 
includes features for element display selection, scheme 
selection, element color assignment, surface display selection, 
and measurements.  Element display selection allows the user 
to select the elements within the chemical structure to display.  
Scheme selection allows the user to select schemes such as 
CPK space-fill, ball and stick, sticks, wireframe, and cartoon 
for the chemical structure.  Surface display selection allows the 
user to select how the surface is displayed. 

The PPV utilizes Java server pages [11], cascading 
stylesheets [12], and JavaScript XHTML DOM scripting [13] 
for designing and displaying the website content. JavaScript 
[14], AJAX [7], and Java servlets [11] provide the flow and 
navigation capabilities within the viewer.  

The Protein Pocket Viewer employs the Model 2 design 
pattern[15], which is a variant of the Model-View-Controller 
(MVC) design pattern.  Model2 extends the Model-View-
Controller design pattern for use with web applications.  
Model2 can employ Java server pages and cascading 
stylesheets to implement the view of the pages within the 
website.  Java server pages (JSP) enable dynamic content 
within HTML pages.  Cascading stylesheets are used to 
describe the look and feel of the content to display. The Java 
server pages and servlets provide the controller responsibility 
of the implementation.  Behind the scenes, some Java classes 
provide the functionality that enable retrieval of the protein, the 
pockets, and the associated metadata. 

There are many advantages to using the Model2 design 
patterns[15]. The main advantage of the design pattern is to 
separate the different levels of concerns within the 
implementation.  Keeping the levels of concerns separate helps 
facilitate cleaner, and more loosely coupled implementation, 
which lowers the dependencies between different components.  
It allows the developer to break the implementation into 
smaller more manageable components.  Each component can 
be tested separately to ensure its correctness.  This makes the 
implementation more maintainable. 
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Asynchronous JavaScript and XML (AJAX) [7]provides 
the ability to initiate functionality asynchronously.  AJAX frees 
up the user from busy waiting when the request is being 
processed at the server end.  In an interactive program like a 
web interface, the user wants to continue interacting with the 
interface while waiting for a long-time processing or data 
retrieval. For example, a graphical user interface that performs 
a long running calculation while allowing the user to navigate 
through related charts, data, and documentation will give the 
user the option of continuing with other tasks instead of having 
to just sit and wait. 

B. Related Work 

Computed Atlas of Surface Topography of proteins 
(CASTp)[16] is an online tool that locates and measures 
pockets on 3D protein structures. The CASTpuses a program 
named CAST [17]to locate and quantify pockets.  The CAST 
employs computational geometry of complex shapes, based on 
alpha shape and discrete flow theory, for pocket calculation.  
More recently, the CASTp[18] provides annotations derived 
from the Protein Data Bank (PDB), Swiss-Prot, and Online 
Mendelian Inheritance in Man (OMIM).     

The PPV and the CASTp are similar in that both display 
proteins and their respective pockets in Jmol, and both display 
protein and pocket metadata information. However, there are 
significant differences between the PPV and the CASTp.  First, 
the PPV uses a different pocket extraction algorithm from the 
theCASTp. In many cases, the CASTp requires the user to 
upload PDB structured files in order to generate and visualize 
pockets while PPV provides on-the-fly generation and 
visualization of pockets given a valid PDB Id or a well-formed 
PDB file. The PPV also employs caching management to avoid 
expensive computation for pocket extraction when 
possible.The PPV uses AJAX for long running tasks, such as 
pocket generation and PDB metadata retrieval, relieving the 
user from needlessly waiting for page refresh.   

III. DESIGN AND IMPLEMENTATION 

The PPV project employs the Model 2 design pattern to 
ensure the responsibility of a particular component does not 
overreach into other components.  We first describethe high 
level architecture and data flows of the PPV.Subsequent 
subsection takes a closer inspection of the view, controller, and 
model components. 

A. PPV Architecture 

The PPV consists of a client web interface for user inputs 
and visualization, a middle-layer for controlling the flow, and 
the backend web services performing the actual 
computationsuch as retrieving PDB files and pocket 
extraction,as shown in Error! Reference source not found. 
The web interface is implemented primarily with Java Server 
Pages and a cascading style sheet; the middle-layer control is 
implemented using JavaScript and Java servlets running on the 
Tomcat web server[19]; the backend web services and business 
logic are implemented with Java and C++ classes.   

In the case of the PPV,the business logic is the preparation, 
extraction, and retrieval of protein PDB files and their 
associated pockets into PMESH [20] file format, and metadata 

describing those files. The PPV architecture uses a web 
serviceto enable the Java web client to initiate protein pocket 
generation implemented in C++.  The reasons for choosing this 
architecture for the protein pocket viewer are threefold. First, 
using Java technologies for the web client allows the developer 
to capitalize on the capabilities that are robust and freely 
available. Second, existing program to extract the protein 
pockets was implemented in C++.  A web service allows us to 
bridge the capability between the Java client and the C++ 
server in a clean, standards based manner.  Third, packaging 
the pocket extraction as a web service also abstracts it as a 
single purpose, loosely coupled component that can be tested 
separately and used by others. The WSDL provides all the 
information necessary to create a web service client to 
consume the pocket extraction web service, without knowing 
the implementation details of the pocket extraction algorithm. 

User’s Laptop
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Web Browser
Middle Layer

Java Servlet Container

(Apache Tomcat)

Contains:

PPV JSPs

PPV Servlets

PPV Java Objects

RCSB Server

Contains:

RCSB WebService

Backend

Contains:

PPV PocketWS WebService

Pocket Extraction Implementation

Internet

Internet

Internet/

Intranet

 

Fig. 3.  Protein Pocket Viewer Web Service Architecture Diagram 

The user’s web browser connects to the PPV web client in 
the middle-layer. The PPV web client resides within an Apache 
Tomcat web server, containing the code for PPV JSPs, Servlets 
and Java objects. The PPV web client consumes the web 
services for protein pocket extraction, named “PocketWS”, 
implemented in C++ and hosted on the backend computational 
server together with the existing pocket extraction program. 
The “PocketWS” web service generates the protein pocketsin 
the PMESH file format for displaying in the user’s browser. 
Besides the “PocketWS” web service,the PPV web client can 
also consume other web services, e.g. the RCSB 
PdbWS(www rcsb or  pdb ser ices pdbws ) hosted on the 
remote RCSB server.  The PdbWS web service is used by the 
PPV to validate PDB ID entry supplied by the user.     

B. PPV DataFlow 

Fig 4 shows the steps and dataflow how the PPV performs 
the function of extracting protein pockets and displaying them 
for the user.  

Step 1: The user enters the PDB ID, selects the number of 
pockets to generate and clicks the submit button on the PPV 
interface, which calls the CheckPDBId servlet.   

Step 2: The CheckPDBId servlet checks for the validity of 
the PDB ID by calling the RCSB pdbWS web service. 

Step 3:TheCheckPDBId returns the validation result to the 
PPV interface, which displays a visual indicator if the given ID 
is invalid. 
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Step 4a:If the ID is valid, the GetPDB servlet iscalled 
asynchronously via AJAX.  

Step 4b: The GetPocket servlet is called asynchronously via 
AJAX with the validated PDB Id and the number of pockets to 
be generated. Note that step 4a and 4b run currently in two 
separate threads. 

Step 5: The GetPDB servlet retrieves the PDB XML file 
and its metadata from the RCSB PDB database, and returns it 
to be displayed in the PPV interface.  

Step 6:The GetPocket servlet calls the “PocketWS”web 
service, which extracts the pocketsas PMESH files for the 
given protein. The PocketWS returns an array of PocketData, 
each of which contains pocket metadata such as volume and 
surface area, and the location of corresponding PMESH file.  
The generated pocket PMESH files are then transferred to the 
client and displayed in the Jmolviewer. 

PPV 

interface

CheckPDBId

servlet

RCSB

Web service

GetPocket

servlet

GetPDB

servlet
PDB 

Database

PocketWS

Web service

Pocket 
Cache

1

2

3

4a
5

4b

6

 

Fig. 4.  The dataflow for pocket extraction and display.  

C. Implementaion 

The PPV was implemented using the Model 2 design 
pattern.  The Model 2 design consists of model, view, and 
controller components. 

1) View Related Components:  
The PPV web interface was implemented using Java Server 

Pages and cascading style sheets, which define the layout and 
look-and-feel of the main interface.  

Fig 5 shows the major components in the PPV web 
interface. A user can entera PDB Id and select the number of 
pockets in order to extract and visualize the protein pockets.  If  
the number of pockets is not selected, then no pockets will be 
generated, but only the PDB file will be retrieved and rendered.  
The PDB information region displays metadata including PDB 
title, classification, andhyperlink to additional information on 
the PDB websites. Alsothe PDB sequence region displays the 
amino acid sequence of the protein.  

 

Fig. 5.  Major components of the PPV web interface. 

Fig 6 displays the protein pockets in the Jmol viewer and 
additional informationassociated with the pockets. Thecolor-
coded pocket display options allow the user chooses to show or 
hide a pocket, or change its display as a filled surface, a dot 
surface or a mesh. The color-coded pocket information region 
displays metadata (volume and surface area) of the pockets.  If 
the protein has fewer pockets than the number selected by the 
user, the maximum number of available pockets will be 
generated and displayed. 

 

Fig. 6.  Displaying multiple protein pockets in the PPV window. 

Extracting pockets for a large protein can be CPU-
intensive. Since the call to the server is handled 
asynchronously, the user can interact with currently display 
while the request is being processed. An in-progress icon is 
placed within the PDB ID input box as a visual cue, indicatinga 
request being processed. Atthe successful completion of the 
request, a checkmark icon replaces the in-progress icon.  If 
there is an error in the processing, e.g. an invalid PDB ID, a red 
‘X’ icon would indicate the failure of the request.  Such a 
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visual indicator is very useful because of the asynchronous 
nature of request processing. 

2) Controller Related Components: 
The controller related components were implemented using  

JavaScript and Java servlet files. 

There are four JavaScript files used in the current 
implementation. The JavaScript functions use AJAX for 
asynchronous execution.  This asynchronous execution allows 
the user to interact with other components in the web 
application while the asynchronous calls execute.  The 
JavaScript functions asynchronously call the appropriate 
servlets for services such as validating PDB ID, retrieving 
proteins, and extracting pockets and their metadata. 

The Java servlets help to provide the controller aspect of 
the model-view-controller design pattern.  The current PPV 
implementation has three Java servlet files, as shown in the 
middle layer of Fig 4 The servlets call appropriate methods 
provided by the business logic classes.   

3) Model Related Components:  
The PPV implemented a web ser ice “PocketWS” for 

pocket extraction. The interface of the web service was defined 
in the “PocketWS” WSDL file, and implemented as a C++ web 
service class. The C++ implementation is a thin web service 
layer that calls upon the existing executable described in 
[1]with the appropriate arguments. The executable may be 
updated or replaced, without affecting the rest components of 
the PPV. Since extracting pocket is CPU intensive, the web 
service maintains a disk-resident cache of previously generated 
pockets. Atthe completion of the execution, it returns the result 
in XML format. 

Besides the pocket extraction web service, the PPV also 
makes use of external web services, e.g. the RCSB web service 
“pdbWS” for PDB ID  alidation, and downloads PDB XML 
files using HTTP from PDB database. These business logics in 
the model related components wereimplementeda number of 
Java classes.  

IV. CONCLUSION 

The protein pocket viewer provides a web-based interface 
for protein pocket extraction and visualization based on the 
algorithm in [1]. It was implemented using web services and 
followed the Model 2 design pattern, consisting of a client web 
interface for user inputs and visualization, a middle-layer for 
controlling the flow, and the backend web services performing 
the actual CPU-intensive computation. Packaging the pocket 
extraction as a web service makes it as a single purpose, 
loosely coupled component that can be updated or replaced for 
a different algorithm easily. The PPV differs from other 
systems with features such as on-the-fly generation and 
visualization of pockets, asynchronous transactions via AJAX, 
and caching.  

We found that it is effective to use web services to make 
existing programs available to users over the Internet with use 
of a modern browser.Because Java provides feature rich and 
widely supported graphical user interface, it was chosen to 
implement the web interface of the PPV.The existing 
executable of pocket extraction was written in C++. The web 

service solution bridged the cross domain and cross language 
solution of the existing C++ pocket executable with the Java 
web interface. 

Future directions for the PPV may include the integration 
of related protein analysis capabilities, like a protein structure 
simulation, within the same architecture. A web application 
that provides multiple utilities sharing a common interface 
would make it more convenient for the user and ensure the 
compatibility of the analysis.   
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Abstract—The growth of the Internet and related technologies 

has enabled the development of a new breed of dynamic websites 

that is growing rapidly in use and that has had a huge impact on 

many businesses. One type of websites that have been widely 

spread and are being widely adopted is the educational websites. 

There are many forms of educational websites, such as free 

online websites and Web-based server software. This creates 

challenges regarding their continuing evaluation and monitoring 

in order to measure their efficiency and effectiveness, to assess 
user satisfaction and, ultimately, to improve their quality. 

The lack of an adaptive usability checklist for improvement 

of the usability assessment process for educational systems 

represents a missing piece in ‘usability testing’. This paper 

presents an adaptive Domain-Specific Inspection (DSI) checklist 

as a tool for evaluating the usability of educational systems. The 

results show that the adaptive educational usability checklist 

helped evaluators to facilitate the evaluation process. It also 

provides an opportunity for website owners to choose the 

usability area(s) that they think need to be evaluated. Moreover, 

this method was more efficient and effective than user testing 
(UT) and heuristics evaluation (HE) methods.   

Keywords—Heuristic evaluation (HE);User Testing 

(UT);Domain Specific Inspection (DSI); Adaptive Framework; 

Adaptive Checklist   

I. INTRODUCTION 

 It is clear that Heuristic Evaluation (HE) and User Testing 
(UT) are the most important traditional usability evaluation 
methods for ensuring system quality and usability (Lindgaard 
and Chattratichart, 2007). Currently, complex computer 
systems, mobile devices and their applications have made 
usability evaluation methods more critical; however, usability 
differs from one product to another depending on product 
characteristics. It is clear that users have become the most 
important factor impacting on the success of a product; if a 
product is produced and is then deemed not useful by the end-
users, it is a failed product; nobody can use it and the company 
cannot make money (Nielsen, 2001). Nayebi et al., (2012) 
asserted, “Companies are endeavoring to understand both user 
and product, by investigating the interactions between them”.  

Traditional usability measures of effectiveness, efficiency 
and satisfaction are not adequate for the new contexts of use 

(Zaharias and Poylymenakou, 2009). HE has been claimed to 
be too general and too vague for evaluating new products and 
domains with different goals; It can produce a large number of 
false positives, and it is unlikely to encompass all the usability 
attributes of user experience and design in modern interactive 
systems     (Chattratichart and  Lindgaard, 2008). UT has been 
claimed to be costly, time consuming, prone to missing 
consistency problems and subject toenvironmental factors 
(Oztekinet et al., 2010). To address these challenges, many 
frameworks and models have been published to update 
usability evaluation methods (UEMs) (Alias et al.,  2013); 
however, these frameworks and models are not applicable to 
all domains because they were developed to deal with certain 
aspects of usability in certain areas (Coursaris and  Kim,  
2011). 

The adaptive framework was originally constructed and 
then evaluated in both the educational domain and social 
networks domain to generate domain specific-context 
inspection (DSI) method; in those experiences, it delivered 
interesting results by discovering more real usability problems 
in specific usability areas than HE or UT (AlRoobaea et al., 
2013a) (AlRoobaea et al., 2013b). An adaptive checklist based 
upon the DSI method for facilitating the educational evaluation 
process was developed. The main objective of this paper is to 
address the challenges that were raised and to present this 
checklist which can be applied to any system in the educational 
domain as a tool that can be used by designers, developers, 
instructors, and website owners to design an interactive 
interface or assess the quality of existing systems. It also 
allows anyone to adopt any area of usability or any principle to 
determine the usability problems related to the five specific 
areas in educational system. 

This paper is organized in the following way. Section 2 
starts with a brief literature review including a summary of the 
adaptive framework. Section 3 presents the adaptive DSI 
checklist. Section 4presents a discussion of the findings. 
Section 5 presents the conclusion and future work.  

II. LITERATURE REVIEW 

A. Background and Motivation 

The primary concern of interaction design is to develop 
interactive products or technologies that are usable. This means 
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that the products should be easy to learn, effective to use, and 
offering a pleasurable user experience.  Basically, a website is 
a product, and the quality of a product takes a significant 
amount of time and effort to develop. Web design is a key 
factor in determining the success of any website, and users 
should be the priority in the designers’ eyes because usability 
problems in a website can have serious ramifications, over and 
above failing to meet the users' needs (Chen and Macredie, 
2005). A high-quality product is one that provides all the main 
functions in a clear format, and that offers good accessibility 
and a simple layout to avoid users spending more time learning 
how to use it than satisfying their needing; these are the 
fundamentals of the ‘usability’ of a product. Poor product 
usability may have a negative impact on various aspects of the 
organization, and may not allow users to achieve their goals 
efficiently, effectively and with a sufficient degree of 
satisfaction [ISO, 1998]. The website consultants and 
marketing sectors have understood the number of hits,  
customer return rate, and customer satisfaction are extremely 
affected by the usability of a website [ Rogers et al., 2007].   

Designing interactive products and evaluating them are 
common stages of product development. However, the current 
traditional usability methods to measure effectiveness, 
efficiency and satisfaction are not adequate for the new 
contexts of use, and are not stable in the modern dynamic 
environment    (Mankoff et al., 2003); Several studies have 
emphasized the importance of developing new kinds of 
usability evaluation methods and of constantly improving and 
making modifications to existing methods as a matter of 
priority, in order to increase their effectiveness (Guo et al., 
2011). Having extensively reviewed the existing literature on 
web usability evaluation methods; this research is unique in 
systematically constructing an adaptive framework that is  
applicable across numerous domains.  This DSI framework 
generates DSI checklist / tool for assessing and improving the 
usability of a product. 

B.  Description of the Adaptive Framework 

The adaptive framework was developed according to an 
established methodology in HCI research (AlRoobaea et al., 
2013a); (AlRoobaea et al., 2013b). It consists of four 
development steps as follows: 

Development Step One (D1: Familiarization): This stage 
starts by justifying the need to develop a method that is 
specific, productive, useful, usable, reliable and valid, which 
can be used to evaluate an interface design in the chosen 
domain. It entails reviewing all the published material in the 
area of UEMs but with a specific focus on knowledge of the 
chosen domain. Also, it seeks to identify an approach that 
would support developers and designers in thinking about their 
design from the intended end-users’ perspective. 

Development Step Two (D2: User Input): This stage 
consists of mini-user testing (task scenarios, think aloud 
protocol and questionnaire). Users are asked to perform a set of 
tasks on a typical domain website and then asked to fill out a 
questionnaire. The broad aim of this stage is to elicit feedback 
on a typical system from real users in order to appreciate the 
user perspective, to identify requirements and expectations and 
to learn from their errors. Understanding user needs has long 

been a key part of user design, and so this step directly benefits 
from including the advantages of user testing. 

Development Step Three (D3: Expert Input): This stage 
aims to consider what resources are available for addressing 
the need. These resources, such as issues arising from the mini-
user testing results and the literature review, require a 
discussion amongst experts (in the domain and/or usability) in 
order to obtain a broader understanding of the specifics of the 
prospective domain. Also, it entails garnering more 
information through conversations with expert evaluators to 
identify the areas/classification schemes of the usability 
problems related to the selected domain from the overall 
results. These areas provide designers and developers with 
insight into how interfaces can be designed to be effective, 
efficient and satisfying; they also support more uniform 
problem description and they can guide expert evaluators in 
finding real usability problems, thereby facilitating the 
evaluation process by judging each area and page in the target 
system. 

Development Step Four (D4: Draw Up DSI: data analysis): 
The aim of this step is to analyse all the data gathered from the 
previous three. Then, the DSI method will be established (as 
guidelines or principles) in order to address each area of the 
selected domain.  

III. RESEARCH METHODOLOGY 

A. Evaluation of the Adaptive Framework to Generate the 
DSI Adaptive Checklist 

In the first stage, the researchers conducted a literature 
review on the materials relating to usability and UEMs as well 
as on the requirements of educational websites. In stage two, a 
mini-user testing session was conducted through a brief 
questionnaire that consists of four tasks, which were sent to ten 
users who are regular educational website users. In stage three, 
a focus group discussion session was carried out with eight 
experts in usability and the educational domain (i.e. single and 
double experts). Cohen’s kappa coefficient was used on the 
same group twice to enable a calculation of the reliability 
quotient for identifying usability problem areas. In stage four, 
the researchers analysed the results of the previous three stages 
and incorporated findings. The intra-observer test-retest using 
Cohen’s kappa yielded a reliability value of 0.8, representing 
satisfactory agreement between the two rounds. After that, the 
usability problem areas were identified to facilitate the process 
of evaluation and analysis, and to help designers and 
programmers to identify the areas in their systems that need 
improvement. Then, the DSI method was established, closely 
focused on educational websites, taking into an account what is 
called “learner-centred design”. The DSI method was classified 
according to the usability problem areas, and checklist was 
developed, as shown in Table 1 in the appendix. 

B. Piloting the Adaptive Checklist 

A pilot study was conducted by two independent 
evaluators. They checked the adaptive checklist by applying it 
in a real experiment to make sure that there were no spelling or 
grammatical errors and no ambiguous words or phrases, and 
that all of the sentences in the adaptive checklist were 
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sufficiently clear to be used by the evaluators. A fewer minor 
improvements were made, 

C. Selection of the Targeted Websites 

The researchers selected free educational websites 
(Bhargava et al., 2013). The selection process of the websites 
was criteria-based; 6 aspects were determined and verified for 
each website to achieve the research aim, and these are: 1) 
Good interface design,2) Rich functionality, 3) Good 
representatives of the free educational websites, 4) Not familiar 
to the users, 5) No changes will occur before and during the 
actual evaluation, and 6) Completely free educational websites. 
In order to achieve a high level of quality in this research, the 
researchers chose three well-known websites in this domain 
that each has all the aspects mentioned above (skoool, 
AcademicEarth, BBC KS3bitesize).  

D. Actual Evaluation 

After constructing the DSI checklist, the researchers test it 
intensively through rigorous validation methods to verify the 
extent to which it achieves the identified goals, needs and 
requirements that the adaptive DSI checklist was originally 
developed to address. It was conducted alongside heuristics 
evaluation (HE) and user testing (UT). The aim of this process 
is to collect data ready for analysis (analytically, empirically, 
and statistically). 

Therefore, 8 expert evaluators were recruited to use the 
adaptive DSI checklist and HE checklist that had been 
developed by the researchers to facilitate the evaluation process 
for both methods. The  evaluators had selected from the 
adaptive DSI checklist the usability areas and the appropriate 
principles for each website. Then, the actual expert evaluation 
was conducted and the evaluators evaluated all websites 
consecutively, rating all the problems they found in a limited 
time (which was 90 minutes). After that, they were asked to 
submit their evaluation report, and to give feedback on their 
own evaluation results. Next, 60 users were recruited for using 
UT. Before starting the actual evaluation, all users were given a 
UEM training pack. Each user was given the task scenario 
sheet and asked to read and then perform one task at a time. 

IV. DISCUSSION AND FINDINGS 

The researchers extracted the problems discovered by the 
three methods from the problems sheet and removed all false 
positive problems, subjective problems, and duplicated 
problems during the debriefing session. The problems agreed 
upon were merged into a unique master problem list (see Table 
1, Table 2, and Table 3), and any problems upon which the 
evaluators disagreed were removed. 

TABLE I. TOTAL PROBLEMS FOUND IN BBC KS3BITESIZE 

          Method 

Problem type 

UT  HE DSI Total 

problems  

Catastrophic  0 (0%) 0 (0%) 1 (100%) 1 

Major  2 (66%) 0 (0%) 3 (100%) 3 

Minor  5 (100%) 0 (0%)  5 (100%) 5 

Cosmetic  9 (100%) 2 (22%) 2 (22%) 11 

No. problems  16 (80%) 2 (10%) 12(60%) 20 

 

TABLE II. TOTAL PROBLEMS FOUND IN SKOOOL 

             Method 

Problem type 

UT  HE DSI Total 

problems  

Catastrophic  1 (25%) 2 (50%) 4 (100%) 4 

Major  3 (30%) 2 (20%) 6 (89%) 7 

Minor  2 (29%) 3 (43%) 11 (85%) 11 

Cosmetic   7 (54%) 3 (23%) 12 (92%) 12 

No. of problems  13 (38%) 10 (29%) 33 (97%) 34 

TABLE III. TOTAL PROBLEMS FOUND IN ACADEMIC EARTH 

             Method 

Problem type 

UT  HE DSI Total 

problems  

Catastrophic  0 (0%) 1 (33%) 3 (100%) 3 

Major  3 (50%) 3 (50 %) 4 (66%) 6 

Minor  2 (17%) 7 (58 %) 11 (92%) 12 

Cosmetic  7 (50%) 2 (14%) 11 (79%) 14 

No. of problems  12 (34%) 13 (37%) 29 (83%) 35 

 
Generally, UT, HE and adaptive DSI checklist revealed 

different types and numbers of usability problems. One-way 
ANOVA reveals that there is significant difference between the 
three methods in terms of discovering usability problems on 
the whole (F = 13.447, p < 0.001). UT, HE and the adaptive 
DSI checklist revealed 80%, 10% and 60% of the real usability 
problems found in the BBC KS3bitesize website, respectively. 
One-way ANOVA-Tukey HSD was used and the results show 
that there is a strongly significant difference amongst the 
methods in finding usability problems on the BBC KS3bitesize 
website between HE and UT, where p = 0.003. In the Skoool 
website, UT, HE and the adaptive DSI checklist revealed 38%, 
29% and 97% of the found real usability problems, 
respectively. One-way ANOVA-Tukey HSD was used and the 
results show that there is a strongly significant difference 
amongst the methods in finding usability problems in Skoool 
(as a dependent factor), particular between HE and the adaptive 
DSI checklist and between the adaptive DSI checklist  and UT, 
where p < 0.001. Finally, UT, HE and the adaptive DSI 
checklist revealed 34%, 37% and 83% of the found real 
usability problems in Academic Earth, respectively. One-way 
ANOVA-Tukey HSD was used and the results show that there 
is a significant difference amongst the methods in finding 
usability problems in Academic Earth between HE and UT, 
where p = 0.044. The performance of HE in discovering real 
usability problems totally ranged from 10% to 37%. UT 
discovered real usability problems ranging from 34% to 80%, 
while the adaptive DSI checklist discovered real usability 
problems ranging from 60% to 97%. Also, UT and HE 
performed better in discovering major, minor and cosmetic real 
usability problems, but the adaptive DSI checklist was the best 
in discovering more catastrophic, major, minor and cosmetic 
real usability problems. Furthermore, 9 unique problems were 
discovered in all experiments on the three websites through UT 
(6 in BBC KS3bitesize and 3 in Academic Earth); whereas the 
remaining UT problems were discovered by the adaptive DSI 
checklist (although one was discovered by HE). Thus, it can be 
seen that the adaptive DSI checklist was the best in discovering 
real problems; UT came second, and HE in third place. 

V. CONCLUSION AND FUTURE WORK 

The main aim of this experiment was to evaluate the 
adaptive DSI checklist for the educational websites through its 
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ability to discover usability problems by comparing its results 
with usability testing (UT) and heuristic evaluation (HE). The 
adaptive DSI checklist seemed to guide the evaluators’ 
thoughts in judging the usability of the websites. This finding 
facilitates decision-making with regard to which of these 
methods to employ. Also, it addresses the shortcomings of 
these methods; hence, to avoid wasting money and time an 
alternative method that is well-developed, context-specific and 
adaptive to the situation in hand, such as what has been 
generated here for the educational domain, should be 
employed. This research contributes to the advancement of 
knowledge in the HCI field by introducing the adaptive DSI 
checklist that is specific for evaluating educational systems. In 
order to consolidate and confirm the findings, future research 
could include testing the adaptive DSI checklist by applying it, 
for example, to web-based server applications. Also, we need 
to further test the adaptive framework by developing an 
adaptive DSI checklist for different fields, such as e-commerce 
or news sites.  
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Table 1: The adaptive Domain Specific Inspection checklist for evaluating educational system usability 

Usability 

problem area  

The adaptive Domain Specific Inspection (DSI) checklist 

 

User usability  

 

Supports modification and progress of evaluation: 
o Does the system make important keys larger than other keys? 
o Does the system anticipate the user’s next activity correctly?  
o Does the system allow the user to initiate actions?  
o Does the system provide an overview of the work process that has been completed by the user? 

Supports user tasks and avoids difficult concepts: 

o Does the system provide constructive, brief, unambiguous descriptions of the task when needed?  
o Does the system match the menu structure to the task structure? Can the user distinguish between options and 

content on the pages? Are there breadcrumbs to show where the user is and where the user last was? 
o Does the system use clear, simple language for questions and answers? 
o Does the system provide correct spelling and grammar, and understandable graphic symbols? 
o Does the system provide the minimal number of clickable actions, infrequent selection, and infrequent scrolling to 

complete one main task?  Are lesson pages easy to bookmark? 
o Is an item visible when it should be hidden from the view, and vice versa? 

Feedback and support services: 
o Is feedback given at any specific time tailored to the content or problem being studied by the user? 
o Does feedback provide the user with meaningful information concerning their current level of achievement within 

the program? Is any message of current status related to the user’s task 
o Does the system program provide the user with opportunities to access extended feedback from instructors through 

email and Internet communication? Is adequate FAQ offered? 
o Dothe performance support tools provided mimic their real–world counterparts? 

Error Prevention: 

o Do error messages prevent potential errors from happening?  
o Does the system provide solutions that help the user recover from errors, such as providing undo and redo 

features? 
o Can errors be averted or minimized when possible? 

Easy to remember: 
o Is a casual user able to return to using the system after some period without having to learn everything all over 

again? Are all functions and information well presented to support memorability?  

 

Motivational 

factors 

Supports leaner curiosity: 
o Does the system support the user's cognitive curiosity through surprises, paradoxes and humour, and does it deal 

with topics that are already of interest to the user? 
Learning content design and Attractive screen design: 

o Are the vocabulary and the terminology used appropriate and presented with good background, giving suitable 
examples? 

o Is the organization of the content pieces and learning objects suitable for achieving the primary goals of the 

system? 
o Are similar learning objects organized in a similar style? 
o Is the screen layout efficient and visually pleasing (it should appear simple, i.e., uncluttered, readable and 

memorable)? 
o Are the font choices, colours and sizes consistent with good user screen design? 

Motivation to learn: 
o Does the system use e-stories, simulations, discussion messages, role-playing and activities to gain the attention 

and to maintain the motivation of the user to learn more? 

o Does the system provide the user with frequent and varied learning activities that increase learning success? 
o Are the user's actions rewarded by audio, video, text or animations, and are the rewards meaningful? 
o Is the system easy to learn but hard to master? Is the system paced to apply pressure but not frustrate the user? 

Does the difficulty level vary so that users are given greater challenges as they develop mastery? 
o Is the user’s fatigue minimized by varying the activities and the difficulty levels during a learning session? 

 

Content 

information 

and process 

orientation  

Relevant, correct and adequate information: 
o Does the system display only information that is relevant to its purposes? 

o Does the system update the content constantly? 
o Does the system display only the available lesson,and is the content suitable to the page length? 
o Does the system provide concise and non-repetitive information?  
o Does the system offer an amount of information that isappropriate to the page length, and is all the text of a 

viewable/readable size? 
Reliability and Validity: 

o Is there a link provided to the homepage? Was the system was built by a reliable institution? 
o Are reliability, stability and continuity of learning in the system guaranteed? 
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Privacy and Security: 

o Are sensitive areas protected by passwords and an SSL protocol (e.g., VeriSign™) against hackers? 

 

Learning 

process  

Assessment: 
o Does the system include self-assessment for each module, whether in audio, video or text, and does it keep a record 

of progress? 
o Does the system provide sufficient feedback (audio, video) to the user in order to provide corrective directions? 
o Does the system provide the instructor with the user’s evaluation and tracking reports? 

Interactivity: 

o Does the user become engaged with the system program through activities that are challenging? Is the presentation 
of the lessons designed to promote engagement? 

o Is the user able to respond to the program at leisure?  
o Does learning become easier with an interactive approach, wherein users quickly learn how best to respond to the 

program? Does the user gain in confidence by so doing? 
o Does the user have confidence that the system is interacting and operating in the way it was designed to? 

Evokes mental images for the users: 

o Does the system allow the user to use their imagination, in a way that enhances their comprehension? 
o Does the system appeal to the imagination and does it encourage recognition in order for the user to create unique 

interpretations of the characters or contexts? 
o Is the user interested in the system characters because they are drawn from the user’s own culture? 

Resources: 
o Does the system provide access to a wide range of resources (e.g., examples and real data archives) appropriate to 

the learning context? 
o If the system includes links to external www. Or to intranet resources, are the links kept up to date? 

Learning management: 
o Can the user manage all the activities pertaining to the learning program with ease? Can the user clearly 

understand everything, and perceive options for additional guidance (chat, edit, add, seek instruction or other forms 
of assistance) when needed? Are all control items logically labelled and grouped in a control panel? 

o Are the lessons easy to upload, download, share, retrieve and organise? Do the lessons support various learning 
styles, and do they support synchronous and asynchronous modes.  

Learnability: 

o Is the system designed such that the user finds it easy to learn how to use? 

 

Design and 

media usability 

Multimedia representations: 
o Does multimedia help the user in all aspects to learn interactively by playing videos, audio files and audio mock 

tests, and does it make learning enjoyable? 
o Does the system include sound and visual effects? Do these effects provide meaningful feedback or hints, and do 

they stir particular emotions? 
o Does the system include surprises, humour and interesting representations for the user, and does it avoid 

unnecessary multimedia representations that could confuse a user who has just started to work with the system? 
o Is the user allowed to skip non-playable and frequently repeated content in videos or learning games? 
o  Is the user allowed to customize video and audio settings, and to adjust the difficulty level? 

Accessibility and compatibility of hardware devices: 
o Is the system compatible with various platforms and hardware? Are its features adaptable to individual user 

preferences? 
o Do potential users have all the necessary computer skills to use the application? (There should be consistency 

between the motor effort and skills required by the hardware and the developmental stage of the learner audience.) 

o Are all input devices/buttons that have no functionality disabled to prevent user-input errors? 
o Are the lessons accessible to users with physical impairments, and are their contents available in various 

languages? 
Functionality: 

o Is all the necessary functionality of the system available without having to leave the site, and does it work 
correctly?  

o Is all functionality clearly labelled, and does it facilitate easy task completion? Is the system status of each task 

clear on all pages?   
Navigation and Visual clarity: 

o Are navigation objects and tools kept in particular, clearly defined positions, and are they of an adequately viewable 
size? 
o Is unnecessary animation and Flash avoided? 
o Is content logically structured in different sections and levels with enough space between the individual items? Are 

the colours and graphics used suitable for promoting navigation? 
o Are the menus understandable and straightforward, and are the items logically grouped and labelled? Do all 

buttons, links and features have a 'mouseover' or pop-up window that provides meaningful feedback? 
o Is a site map and/or a table of contents available, as well as a calendar? 
o Is the site navigation consistent, and is the search engine accurate? 
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o Is the user’s current position in the system clearly labelled, and are adequate ‘back buttons’(to previous pages) 

provided? Can the user clearly identify where to start on the system’s Homepage? 
o Is the need for scrolling down a page kept to a minimum? 
o Are all functions, buttons and links labelled meaningfully, and are their intended functionalities clear? 
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Abstract—In this paper, we propose a new approach for 

automatic image annotation (AIA) in order to automatically and 

efficiently assign linguistic concepts to visual data such as digital 

images, based on both numeric and semantic features. The 

presented method first computes multi-layered active contours. 

The first-layer active contour corresponds to the main object or 

foreground, while the next-layers active contours delineate the 

object’s subparts. Then, visual features are extracted within the 

regions segmented by these active contours and are mapped into 

semantic notions. Next, decision trees are trained based on these 

attributes, and the image is semantically annotated using the 

resulting decision rules. Experiments carried out on several 

standards datasets have demonstrated the reliability and the 
computational effectiveness of our AIA system. 

Keywords—automatic image annotation; natural language 

tags; decision trees; semantic attributes; visual features; active 

contours; segmentation; image retrieval 

I. INTRODUCTION 

With the increasing amount of available visual digital data, 
labeling [21] or searching [24] for an image remains a 
challenging task, not only because it necessitates a 
computationally efficient management of image storage and 
indexing processes, but also it requires the investigation of the 
semantic gap, i.e. the difference between the visual image 
representation and its linguistic description. 

For this purpose, several image retrieval (IR) techniques 
have been developed in the literature. In the tag-based 
retrieval approach, images are retrieved on the basis of the 
textual information which has been beforehand manually 
associated to the images, whereas in the content-based image 
retrieval (CBIR) method, images are retrieved on the basis of 
low-level visual information automatically extracted from the 
images [1]. 

In this work, we focus on the most recent approach called 
Automatic Image Annotation (AIA), whose main steps are the 
automatic extraction of visual features from images and their 
automatic, semantic labeling. This latter step usually requires 
a training to learn the semantic concepts from image samples 
and to use these concepts to label new images. Thus, these 
images, which are automatically annotated with semantic 
labels, can be retrieved by users providing keywords such as 

in the tag-based retrieval approach rather than a query image 
as it is the case for CBIR. Hence, AIA combines the 
advantages of both tag-based and content-based image 
retrieval approaches. 

Whereas most of the image annotation approaches are still 
manual [6] for both object delineation and labeling such as 
LabelMe [27], some automatic image annotation techniques 
have been recently developed [32].  

AIA systems mainly use graph-based algorithms, e.g. 
Normalized cut (N-cut) [29] or region growing methods [5], as 
segmentation methods. In general, these approaches are 
appropriate for segmenting background objects, but not a main 
object itself, since they usually tend to oversegment the 
studied image. This results in the loss of the main object’s 
entirety and in a mix of foreground’s parts with the 
background ones. Hence, the features extracted from these 
resulting regions are not specific enough to characterize the 
main object. The active contour approach [10] does not 
present this drawback as it delineates the boundaries of the 
entire object. However, active contours have been used up to 
now only for semi-automatic graphic annotation processes [8], 
[17], [9], thus not providing fully automatic graphic nor 
semantic annotations, as these specific implementations found 
in the literature present weaknesses in presence of noise and 
do not offer any semantic computational framework. 

In AIA, the semantic labeling of images usually implies 
the use of classifiers such as artificial neural network (ANN) 
[25], [11], or support vector machine (SVM) [4], [8], but these 
methods require computationally expensive training. Decision 
trees (DT) have been proven to be much faster and allow both 
categorical and numerical values [18]. The classification could 
thus rely on semantic rules and visual features.  

In this paper, we propose a new fully automatic image 
annotation method based on efficiently implemented active 
contours and decision trees. Hence, our approach consists of 
the automatic recursive image segmentation in multiple layers 
using multi-feature active contours and the automatic semantic 
labeling of the image based on decision trees. 

While being an unsupervised segmentation technique, the 
multi-layered multi-feature active contour approach does not  
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use any prior knowledge about the foreground unlike top-
down segmentation methods [2] and reaches a semantically 
coherent segmentation of the objects more accurately than the 
bottom-up segmentation techniques [28] and faster than the 
combined ones [13], [14] or [12].  

On the other hand, our segmentation method also provides 
the background region. However, in this work, we only exploit 
the information about the main object and its subparts, in 
order to process the training of the corresponding decision 
trees and the automatic labeling of the dataset images in a 
more computational efficiently way than background-based 
systems like [8].  

AIA approaches consider usually that the main object is in 
the center part of the image [11] or constitutes the largest 
region of the image [25]. Because of these constraining 
assumptions on the position or importance of the main object, 
these systems cannot classify nor annotate an image properly 
if the object appears in another part of the image. This is not 
the case for the adopted multi-feature active contour approach 
which allows the detection of any object in any part of the 
image [19], [22]. 

Moreover, when compared to [7], our multi-layered multi-
feature active contour method provides not only semantically 
coherent objects but also a semantically meaningful sub-object 
decomposition without any training. 

The contributions of this paper are as follows: 

 the use of active contours into a computationally 
efficient, full AIA system; 

 the introduction of multi-layered active contours based 
on the robust and effective multi-feature active 

contours, in order (i) to precisely and automatically 
segment the image into background and semantically 
meaningful foreground regions and (ii) to extract 
coherent and semantically meaningful sub-regions of 
the extracted main object; 

 the proposed architecture of the novel automatic image 
annotation process involving decision trees relying on 
hierarchic, semantic attributes derived from multi-stage 
visual features, which ones have been extracted from 
the image regions segmented by the corresponding 
multi-layered multi-feature active contours. 

The paper is structured as follows. In Section II, we 
present our Automatic Image Annotation (AIA) approach 
based on the unsupervised, semantic labeling of an image 
under investigation, given visual features of objects extracted 
from the segmented image by means of multi-layer active 
contours and given trained decision trees. The resulting 
annotation system has been successfully tested on a 
challenging database containing real-world images with very 
close semantic classes as reported and discussed in Section III. 
Conclusions are drawn up in Section IV. 

II. OUR PROPOSED ANNOTATION SYSTEM 

In this section, we describe our AIA system illustrated in 
Fig. 1, which performs both the automatic visual segmentation 
of the image and its automatic semantic annotation. The main 
steps of the process are the multi-layered partition of the 
image in terms of background, foreground and foreground´s 
semantically meaningful sub-regions (Section II.A), the 
extraction of the corresponding metric features from these 
delineated regions as well as the definition of the semantic 
attributes based on the visual features (Section II.B), and the 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

Fig. 1. Architecture of our Automatic Image Annotation process. 
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labeling of the image followed by the final online annotation 
of the image using offline-trained decision trees (Section II.C). 

A. Multi-Layered Multi-Feature Active Contours 

Active contours [10] are deformable two-dimensional 
closed curves that evolve in the image plane from a given 
initial position to the foreground boundaries characterizing 
thus the shape and the position of the object of interest.  

In this work, we have chosen multi-feature active contours 
[19] to segment images in order to provide visual information 
to the system. Multi-feature active contours are particularly 
suitable for image annotations, since they can precisely 
segment images in semantically meaningful parts. Indeed, 
they could extract main object(s) entirely and very efficiently 
as illustrated in Figs. 2(c)-(d). It is worth to note that this is 
not the case of most of the state-of-art segmentation methods 
such as N-cut [29], [3] or edge detection [31], which usually 
suffer from over-segmentation and do not necessarily grasp 
the objects of interest as shown in Figs. 2 (a)-(b), respectively. 

Other major advantages of multi-feature active contours 
[19] are as follows:  

 they use both region-based and edge-based image 
representation; 

 they combine the positive properties of bottom-up and 
top-down approaches, whereas do not require any prior 
knowledge, in order to not constrain the contour 
evolution, leading to the accurate delineation of main 
objects with highly varying shape and appearance; 

 they are robust towards noise, clutter, and complex 
backgrounds. 

Multi-feature active contour representation consists in a 
parametric plane curve                            modeled by a B-
Spline formalism, while its evolution is guided by internal 
forces (α: elasticity, β: rigidity) described by the curve´s 
mechanical properties and the external force Ξ resulting from 
multiple characteristics of the image under study, computed 
by the dynamic equation as follows: 



The external force Ξ based on the Multi-Feature Vector 
Flow (MFVF) [19] has a large capture range as well as a 
bidirectional convergence and owns additional capacities 
related to the properties of the extracted features. Equation (1) 
sets the general framework of the multi-feature active 
contours, allowing the use of an extensible number of different 
features describing the shape and appearance of the objects of 
interest [19]. 

Multi-layered multi-feature active contours segment an 
image I into several parts or equivalently in l + i layers, 
namely, the background (i = 0), the foreground (i = 1) and the 
foreground sub-regions (i = 2). The segmentation is 
recursively performed by applying ith-times multi-feature 
active contours. In the first step, the multi-layered multi-
feature active contours divide the image into 
background/foreground such as illustrated in Fig. 3 (a). The 
background corresponds to the layer l, while the main object 
or foreground Fl+1  lies in the layer l + 1 shown in Fig. 3 (b). 

 
 

Fig. 2. Feature extraction with (a) N-cut method; (b) edge map; (c) first-layer multi-feature active contour; (d) second-layer multi-feature active contour. 

Best viewed in color. 

 

 

Fig. 3. Image segmentation with multi-layered multi-feature active contours: (a) main-object segmentation with the first-layer multi-feature active contour; 

(b) main-object extraction; (c) sub-object segmentation with the second-layer multi-feature active contour; (d) sub-object extraction. Best viewed in color. 
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In the second step, the foreground is segmented again using 
the multi-layered multi-feature active contours as depicted in 
Fig. 3 (c). It results in s sub-regions or sub-parts of the main 
object Fl+2,1, ... Fl+2,s,        with Fl+i = Fj=1,.  ..,s Fl+i,j (i, j 2 
N).   Figure 3 (d) shows  Fl+2,1 which is semantically 
meaningful. This process of image partition leads to the 
delineation of coherent objects, allowing efficient foreground 
labeling and automatic image annotation as described in the 
next sections. 

B. Feature Extraction and Analysis 

Each region  Fl+i,j      segmented by the active contours at the 
layer i could be characterized by metric features such as their 
mean color values in the RGB color space. However, humans 
use semantic concepts to identify and describe colors [16]. 
Hence, we adopt both numeric features directly extracted from 
the image such as Region_Average_Color and semantic 
features like Region_Color_Name mapped from the visual 
features as described in [20].  

Unlike [30] or [8], texture features are not considered in 
our work in order to allow our automatic system to annotate 
low-resolution and noisy images as well.  

Geometric properties of the delineated regions could be 
described with notions such as Region_Center_of_Gravity, 
Region_Shape = {oval, rectangular, triangular}, and 
Region_Area. Indeed, linguistic concepts have been proven to 
complement well visual information in the process of scene 
understanding [23].  

C. Decision Trees (DT) 

Decision trees (DTs) [26], [15] are a form of multiple 
variable analysis based on multi-level decisions which split 
data into a hierarchy of branches that produce the 
characteristic inverted tree shape. Each segment or branch is 
called a node. Each node could be of two types, namely, 
internal node and terminal node also called leaf. Each internal 
node corresponds to a decision governed by an attribute 
dividing the data samples the most effectively. Each leaf 
represents the outcome of the data samples that follow the 
path from the root (top node) of the tree to the corresponding 
leaf. The leaves have mutually exclusive assignment rules, and 

thus, they can be expressed with unique if − then rules, called 
decision rules, which are interpretable semantically. 

In fact, each data sample is represented by a vector of 
attributes and its associated values. The discovery of the 
decision rules to create the branches underneath the root node 
is based on the extraction of the relationship between the input 
attributes of the samples and the outcomes. The standard DT 
process implies that each sample has only one possible 
outcome, i.e. belongs to a single class.  

A DT is trained using a set of labeled samples. During the 
training phase, a DT is built by recursively dividing the 
training samples into non-overlapping sets. Every time the 
samples are divided, the attribute used for the division is 
discarded. The procedure continues until all samples of a same 
class reach the tree’s maximum depth when no attribute 
remains to separate them.  

The classification of new samples is done by performing a 
sequence of tests. Hence, during the testing phase, the DT is 
traversed from the root to a leaf node using the attribute values 
of each new sample. The decision of the sample is the 
outcome of the leaf node where the sample reaches.  

Compared to other machine learning methods such as 
support vector machine (SVM) such as in [8] or Artificial 
Neural Networks (ANN) used in [25], DT is naturally 
interpretable in human language, is fast, and its learning 
requires only a small numbers of samples. Moreover, DT is 
robust for incomplete and noisy data and handles both 
semantic and numeric values.  

In this work, we used several decision trees to achieve the 
goal of automatically annotating images. Our approach 
consists in using semantic decision rules to classify the images 
into classes based on their semantic attributes, which were 
defined using trained decision trees involving both semantic 
and visual features. Hence, decision trees are first induced in 
order to define keywords based on numeric visual features and 
semantic features introduced in Section II.B. Next, higher 
semantic level decision trees are built to classify the images 
into the classes based on these natural-language keywords.  

 
 

Fig. 4. Examples of four semantic classes of our dataset: (a) rowing; (b) sailing; (c) surfing; (d) windsurfing. 
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As an example, we use a dataset with ‘water sport’ images 

that should be automatically annotated. More information 
about this dataset are provided in Section III.  

For this purpose, we consider at first the definition of 
keywords such as ‘board’, ‘boat’, ‘paddle’, and ‘sail’ based on 
the extracted visual features from the regions delineated by 
multi-layer active contours. The corresponding induced 
decision rules are as follows: 



with M and N, the width and the height of the image under 

investigation, respectively. 

Next, we classify the ‘water sport’ images of the dataset 
into four classes (Fig. 4), namely, ‘rowing’, ‘sailing’, 
‘surfing’, and ‘windsurfing’, which are semantically closely 
related, by inducing a decision tree whose leaf nodes can be 
expressed with unique if − then semantic rules as follows: 



 
 

Fig. 5. Examples of automatically segmented images from the dataset. Best viewed in color. 

 

                   

 

Fig. 6. Fig. 6 est viewed in color. 
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Some samples of automatically annotated images with our 
approach are presented in Fig. 7. More results are discussed in 
Section III. 

III. RESULTS AND EVALUATION 

In order to test our segmentation and labeling approach for 
the automatic image annotation application, we have built a 
database called ‘water sport image dataset’ based on two 
standards datasets, namely, Berkeley Image dataset and 
Vitterbi USC-SIPI image database that we have merged and 
enhanced with Google-retrieved images in order to obtain a 
broad domain of images suitable for public applications 
involving image annotation. Berkeley Image dataset contains 
images in jpeg format with a resolution of 321x481, while 
Vitterbi USC-SIPI image database is a collection of digitized 
images in tiff format with an average size of 512x512.  

Hence, the ‘water sport image dataset’ groups together 
3148 images of 4 types of common outdoor water sports, 
namely, ‘rowing’, ‘sailing’, ‘surfing’, and ‘windsurfing’, with 
a resolution ranging from 320x433 pixels to 1280x650 pixels 
and in different image format such as tiff, jpeg, or png. Each 
category contains from 600 to 800 images. Some samples of 
our database are displayed in Fig. 4.  

This dataset presents challenges of scale, pose and light 
variations as well as shadow effect and noise due to the water 
element. In this way, the images of our database have different 
size and resolution as well as large inter-class similarities, e.g. 
both windsurfing and surfing sports involve the use of a board, 
and intra-class variations, e.g. the water color could vary from 
light blue (Fig. 4 (a)) to dark blue (Figs. 4 (b)-(c)) or even be 
white (Fig. 4 (d)). Hence, the difficulty of the image 
segmentation, classification, and annotation in this dataset is 
very high.  

All the experiments have been performed on a commercial 
computer with a processor Intel(R) Core(TM)2 Duo CPU 
T9300 2.50 GHz, 2 Gb RAM and using MatLab (Mathworks, 
Inc.) software.  

To assess the accuracy of our AIA system, we adopt the 
standard criterion as follows: 



with TP, true positive, TN, true negative, FP, false 
positive, and FN, false negative.  

In the first carried-out experiment, we aim to assess the 
importance of the precise and semantically meaningful 
segmentation of the image on the resulting semantic 
annotation of the image. Thus, the images are segmented 
using different approaches as presented in Fig. 2. We can 
observe that if the image is segmented using N-cut or edge 
detector techniques (Figs. 2 (a)-(b)), it results in semantically 
incoherent foreground objects. These resulting, meaningless 
visual information prevent the labeling system to process 
properly. Hence, a bad segmentation of the image leads to the 
misclassification of this image, and thus to its incorrect 
annotation. In the opposite case, when applying our multi-
layer multi-feature active contour approach (Figs. 2 (c)-(d)), 
the segmentation is accurate and provides semantically 
meaningful foregrounds such as illustrated in Figs. 5 (a)-(d). 
In this case, the image labeling is performed well, leading to 
the hierarchical categorization of the images, with a 
computational time in the range of few ms (Figs. 7 (a)-(d)).  

In the second experiment, we assess the influence of the 
number of layers on the classification accuracy. Images in all 
the dataset are first segmented by first-layer active contours, 
and in a second batch, by second-layer multi-layer active 
contours. The resulting confusion matrices are presented in 
Fig. 6 (a) and Fig. 6 (b), respectively. It results that more 
layers have the active contours, better is the image 
classification, thus the precision of the image annotation. 
Indeed, at each layer, visual and semantic information are 
gathered in smaller and more meaningful regions. Thus, the 
extracted features could be more precisely mapped into 

 
 

Fig. 7. Examples of semantically annotated images with our automatic system. 
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linguistic notions, based on which decisions are made, leading 
to more reliable annotations.  

The mean average accuracy reached by our AIA system is 
95%. Compared to other approaches, little are automatic in the 
literature. We can note that [15] achieves 73% of accuracy, 
however it uses very distant categories. On the other hand, the 
technique presented in [11] is 84% accurate, but it involves 
constraining assumptions, e.g. only the center of the image is 
studied, and thus it is not processing data with foregrounds not 
in the middle of images. Hence, performance of our fully 
automatic image annotation method are better than those of 
the state-of-the-art ones, while our dataset is challenging as it 
contains closely-related classes and foregrounds not in the 
center of the images (Figs. 5 (b),(d)) and distracted by noise 
and/or shadows caused by the water element (Figs. 5 (a)-(d)). 

IV. CONCLUSIONS 

In this paper, we propose (a) original multi-layer active 
contours segmenting the image into semantically meaningful 
objects and sub-objects and (b) new unsupervised semantic 
labeling technique based on trained decision trees relying on 
both numeric and linguistic concepts. Thus, the novel fully 
automatic image annotation method based on (a) and (b) is 
performed by using semantic knowledge and visual content 
analysis together and is efficient in terms of precision, while 
being compatible with online applications. 
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Abstract—Semantic Web is then to add to all these resources 

semantics that allow computer systems to "understand" the 

meaning by accessing structured collections of information and 

inference rules that can be used to drive reasoning automated to 

better satisfy user requirements. Standard description of Web 

resources proposed by the W3C, as the name implies, RDF 

(Resource Description Framework) is a meta-data used to guide 

the description of resources, to make it more "structured" 

information necessary for engines research and, more generally, 

to all necessary computer automated tool for analyzing web 

pages. The web is a new web sematique or all Web resources are 

described by metadata, which allows machines better use of these 

resources. Considering as a foundation specification FOAF 

(Friend Of A Friend), we use semantic structures (RDFa) to 

create an ontology and technologies in which it is 

implemented.Create a conceptual model (eg, an ontology) for 

personas and their uses in the context of human-computer 

interaction we will present some screenshots of execution of 
application. 

Keywords—Semantic Web; FOAF; Persona; Vocabulary; 

Ontology; Persona; 

I. INTRODUCTION 

Semantic Web technologies and Semantic Web offers us a 
new approach to managing information and processes, the 
fundamental principle is the creation and use of semantic 
metadata. Using the semantics, we can improve the way 
information is presented. At its simplest, instead of providing a 
linear search results list, the results can be grouped by 
meaning. The use of semantic metadata is also crucial for the 
integration of information from heterogeneous sources, either 
within an organization or across organizations. [1] 

For their implementation, management information, the 
integration of effective information and intergration of 
applications require that all information and underlying be 
semantically described and managed process, is that they are 
associated with a machine description of their meaning. This, 
the basic idea behind the Semantic Web has become very 
important to late 1990s [2] and in a more developed in the 
2000s [3] form. The last half decade has seen intense activity 
in the development of these ideas, especially under the 
auspices of the World Wide Web Consortium (W3C) [4]. At 
the heart of all Semantic Web applications is the use of 
ontologies. A commonly accepted definition of an ontology is: 
"An ontology is an explicit and formal specification of a 
conceptualization of a domain of interest" [5] This definition 

focuses on two points, first, the conceptualization is formal and 
therefore allows reasoning by. the computer, and the ontology 
is designed to perform a particular area of interest. Ontology 
consists of concepts (also known as the class name), 
relationships (properties) and instances and axioms. Therefore, 
a brief definition was proposed as <C,R,I,A> 4-tuple, where C 
is a set of concepts, R a set of relations, I have a set of 
instances and A a set of axioms [6]. The first work in Europe 
and the United States on the definition of ontology languages 
has converged under the W3C to produce an OWL [7] Web 
Ontology Language. OWL provides mechanisms for the 
creation of all the elements of ontology concepts, instances, 
properties (or relations) and axioms [1]. OWL is based on the 
Resource Description Framework (RDF) [8], which is 
essentially a language for data modelling, also defined by the 
W3C. RDF is based on the graphs, but usually serialized as 
XML. Essentially, it's triplets: subject, predicate, object [1]. 
The Semantic Web is simply a web of data described and 
linked in order to establish the context or semantics that adhere 
to the defined grammar and language constructs [9]. In this 
article we try to create a conceptual model (eg, an ontology) for 
personas and their use in the context of human-computer 
interaction. These models are widely used in the design, 
development and science. They are powerful tools to represent 
the structures and relationships in order to better understand the 
complex, talk, or use. Without models, we have to make sense 
of raw unstructured data, without the benefit of an organizing 
principle. Good models emphasize the main characteristics of 
structures and relationships they represent and de-emphasize 
less important details [10]. 

II. ONTOLOGIES 

Originally, ontology is a philosophical concept, in which 
philosophers have attempted to account for the existence of 
formal way. Semantic Web researchers have adapted this term 
in their own jargon and various definitions of ontology exist in 
computer literature. 

However, the definition most referenced and also the 
plastic is that of [11] : << ontology is an explicit formal 
specification of a conceptualization. >> [14] emphasizes safe 
conceptual nature of an ontology made in order to share 
knowledge between humans and systems, and between 
systems. He considers conceptualization, sharing and reuse as 
the key concepts of an ontology. [15] defines an ontology as an 
explicit formal description of concepts in a domain of 
discourse (classes sometimes called concepts), properties of 
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each concept describing the characteristics and attributes of the 
concept (attributes sometimes called roles or properties) and 
restrictions on the attributes (sometimes called facets 
restriction roles). Class concept and define the same term in 
what follows. A methodology for the development of an 
ontology is developed in [15]. 

In summary, computer science, an ontology is understood 
as a system of basic concepts that are related with each other 
and represented in a form understandable by a computer each. 

The semantic web uses ontologies for various reasons. She 
uses a simple way to improve search relevance, the request 
expressed can only refer to a precise concept instead of using 
keywords ambiguous. More advanced applications using 
ontologies to combine information from a page of knowledge 
structures and inference rules. 

Many computer languages have emerged to build and 
manipulate ontologies. In order to develop a standardized 
language, the W3C has created the web group that has 
developed OWL. The acronym OWL includes both OIL 
specifications developed by the European community and 
Damil language developed by DARPA. OIL is used to define 
ontologies and DAML adds a few features to RDF Schema to 
make it easier to define new languages for communication 
between intelligent agents. OWL therefore defines a syntax for 
describing RDF vocabularies and build to create ontologies. 
However, OWL has three sub languages of increasing phrase 
designed for communities of developers and users that are 
specific:  

 OWL Lite: is the OWL language in the easiest, it is 
intended to represent hierarchies of simple concepts. 

 OWL DL: is more complex than the previous one, it is 
based on description logic as its name (OWL 
Description Logics). It is suitable for reasoning, and it 
guarantees the completeness and decidability of 
reasoning. 

 OWL Full: is the most complex version of OWL, 
intended for situations when it is important to have a 
high level of description capability, even if they can not 
guarantee the completeness and decidability of 
calculations related to the ontology [12]. 

 OWL ontologies are in the form of text files, documents 
OWL. The creation of an OWL document is subject to various 
recommendations [16]. 

Ontologies are formal and consensual specifications of 
conceptualizations that provide a shared understanding of a 
domain, an understanding that can be communicated across 
people and application systems [13]. This section shows the 
main components of an OWL ontology 

Representation of semantics is necessary for the integration 
of systems, techniques that knowledge representation is used, it 
examines how to transform the expression of meaning in a 
formal representation manipulable by a machine, one way the 
most used is the ontology. 

In this section, and based on [17] and [18] we will explain 
in detail each one of the above plus two components namely 
the axioms and instances: 

 Concepts: A concept can be a physical object, a 
concept, an idea [19], the concepts are also called terms 
or class of ontology, are the objects manipulated by the 
base ontologies. They correspond to the relevant 
abstractions of the problem domain, selected according 
to the objectives that is given and the intended use of 
the ontology application. They are present in OWL by 
owl: Class. 

 Relationship: translate the interactions between the 
concepts present in the domain analysis. These 
relationships are formally defined as any subset of a 
Cartesian product of n sets, that is to say R: C1 x ... x 
Cn C2x and include specialization relation 
(subsumption), the relationship of composition 
(meronymy), the instantiation relation, etc.. These 
relationships allow us to capture the structure and the 
interaction between concepts, which can represent a 
large part of the semantics of the ontology. They are 
presented in OWL by owl: ObjectProperty. 

 Functions: are special cases of relationships in which 
the nth element of the relationship is uniquely defined 
from the n-1 preceding elements. Formally, functions 
are defined as follows: F: C1 C2 x ... x Cn-1 → Cn 

 Axioms: can model always true assertions about 
abstractions in the field resulted in the ontology. They 
can combine concepts, relations and functions to define 
rules of inference which can be made, for example, the 
deduction, the definition of concepts and relationships, 
and then to restrict the values of the properties or 
arguments a relationship. 

 Instances: or individuals constitute the extensional 
definition of ontology. They represent unique elements 
conveying knowledge about the problem domain. They 
are defined by OWL owl: Thing. 

The engineering knowledge (IC) has long been considered 
the favorite field of development of expertise in system design 
based on knowledge [11]. Thus, the operating mechanism by 
inference, a type representation as declarative ontology, while 
following the inference rules defined in this ontology, is the 
source of the Intelligence system. The knowledge engineering 
has given rise to ontological engineering, where the ontology is 
the key object which must be addressed. The need for ontology 
and ontological engineering of knowledge-based systems 
beginning to be understood and accepted [20].OWL ontologies 
are used to model domain knowledge [9]. 
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Fig. 1. Etapes de construction d’une ontologie 

OWL provides a built-in class whose members correspond 
to modular parts of a semantic model. It is customary for the 
URI of an Ontology to correspond to the URL of the file on the 
Web where the ontology is stored[26]. OWL extends the 
expressivity of RDFS with additional modeling primitives. For 
example, OWL defines the primitives owl: equivalentClass and 
owl :equivalentProperty[27]. 

 
Fig. 2. OWL properties, classes, relations[21] 

III. FOAF VOCABULARY AND SYNTAX 

FOAF is not so much an application as ontology used by 
many applications. The Friend of a Friend project (FOAF) was 
one of the first to recognize the simple power of social 
networks. The FOAF project provides tools to connect people 
so a model that contains typical social attributes such as name, 
email address, interests, etc. [9]. The FOAF project is based on 
the use of machine readable Web homepages for individuals, 
groups, businesses and other types of things. For this, we use 
the "FOAF vocabulary" to provide a set of basic conditions that 
can be used in these web pages. At the heart of the FOAF 
project is a set of definitions to use a dictionary of terms that 
can be used to express claims about the world. The initial 
objective of FOAF has been on the description of the people, 
because people are the things that connect most of the other 
kinds of things that we describe in the Web: they are 
documents, attend meetings, are shown photos, and so on. 
FOAF vocabulary definitions presented here are written using 
a computer language (RDF / OWL) which makes it easy for 
software to handle some basic facts about the terms of the 
FOAF vocabulary, and consequently the things described in the 
FOAF document. FOAF document, unlike a traditional web 
page, can be combined with other materials to create a FOAF 
unified database of information [22]. 

Example[25] 
Here is a very basic document describing a person: 

<foaf:Person> 

  <foaf:name>Dan Brickley</foaf:name> 

  

<foaf:mbox_sha1sum>241021fb0e6289f92815fc210f9e9137262c252e</foaf:

mbox_sha1sum> 

  <foaf:homepage rdf:resource="http://rdfweb.org/people/danbri/" /> 

  <foaf:img rdf:resource="http://rdfweb.org/people/danbri/mugshot/danbri-

small.jpeg" /> 

</foaf:Person> 

FOAF is an application of the Resource Description 
Framework (RDF) because the area we describe - people - has 
so many competing needs a standalone size could not do them 
any justice. Using RDF, FOAF wins a powerful extensibility 
mechanism, allowing FOAF based descriptions can be mixed 
with claims made in any other RDF vocabulary [23]. 

FOAF, like the Internet itself, is an information system 
related. It is built using the Semantic Web technology 
decentralized, and was designed to allow the integration of data 
across a variety of applications, Web sites and services, and 
software systems. To achieve this, FOAF adopted a liberal 
approach to data exchange. It does not require you to say 
anything about yourself or others, or puts no limits on the 
things you say or the variety of the Semantic Web vocabularies 
that can be used to do this. The current specification provides a 
“dictionary” basic term about people and the things they do 
and do [24]. 

IV. PERSONA  

A persona is a typical user (the famous archetype), a 
fictional representation of target users, which can be used to set 
priorities and guide our design decisions interface [27]. 

The method is a technique personas Users centered design, 
initiated by Alan Cooper in 1999. This method can provide a 
common and shared vision of the users of a service or product, 
highlighting their goals, expectations and potential brakes, and 
offering a more engaging format. In the field of web persona is 
a fictional character who represents a targeted group. When 
designing a website, it may be necessary to define multiple 
personas that will represent each type of potential visitors. A 
good persona is not to stereotype users but to create users that 
seems real. That is why we have set goals and personality traits 
realistic. Based on the objectives of the persona and its specific 
characteristics (identity, age, familiarity with computers ...) you 
should check that the user interface to meet the needs of users 
represented by the personas [27]. 

Personas give us a precise way of thinking and 
communicating how users behave, how they think, what they 
want to accomplish and why. Personas are not real people, but 
they are based on the behaviors and motivations of real people 
that we have observed and represent them throughout the 
design process. They are composite archetypes based on 
behavioral data collected from many actual users encountered 
in the ethnographic interviews. Personas are based on patterns 
of behavior that we see in the research phase, so that we 
formalize in the modeling phase. Using personas, we can 
develop an understanding of the goals of our users in specific 
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contexts - an essential tool for the use of user research to 
inform and justify our designs[28]. 

Personas are a model used to describe the objectives, skills, 
abilities, experience and technical context of the users. They 
are detailed descriptions of archetypal users built on 
understanding; very specific data models on real people. A 
character is not based on an individual - he is a construct 
developed through a detailed process, not the result of a search 
for the "right" (see the character creation for more details) . 
They are used by the design team (and largest project team) to 
describe and keep the foreground user (s) for which the system 
will be built [27]. 

Personas, like many powerful tools are a simple concept 
but must be applied with considerable sophistication. It is not 
enough to whip up a couple of profiles based on stereotypes 
and generalizations users; it is not particularly useful to include 
a photograph of a stock job title and call it a "persona." 
Personas to be effective tools for design, considerable rigor and 
finesse should be applied to the process of identification of 
significant and meaningful in user behavior trends and 
transform these into archetypes that represent a wide range of 
users [28]. 

V. CATEGORIES AND PERSONAS CONSTRUCTION  

Persona is a technical approach to ensure the inclusion and 
optimizing the user experience in the design of an interactive 
medium. To be useful, the persona must come from real 
information about users without their creation which may be 
based on stereotypes. This approach allows one hand to filter 
and synthesize data users and secondly to unite all stakeholders 
around key profiles: the main tasks that should be an answer, 
user’s needs and priorities appear more easily identifiable. 

Categories of persona: 

 Primary Persona 

This persona is usually designated the primary persona. 
Indeed, each primary persona requires the presence of its own 
user interface in a particular application. Knowing that there 
will be more of a primary persona when their needs cannot be 
met by the same interface. The fewer the number of primary 
personas the better. 

 Secondary Persona. 

By focusing on the primary persona, the secondary 
persona's goals and needs can mostly be met. Nevertheless, 
there are a few needs specific to them that are not a priority for 
the primary persona. To meet the needs of a secondary 
persona, there may be small additions to the interface 
necessary. However, these additions should not negatively 
affect the experience of the primary persona.  

 Supplemental persona 

User persona which are neither primary nor secondary are 
called supplemental persona. The combination of primary and 
secondary personas represents completely supplemental 
persona’s needs that are completely satisfied by the solution 
devised for one of our primaries. 

 Customer persona 

Customer personas match customer needs, as discussed by 
((auteur) et al., (année)) and their treatment is similar to that of 
secondary personas.  

 Served persona 

Served persona some what differ from persona types 
discussed previously. Although they are directly affected by 
the use of the product, they are not users of the product at all.  

 Negative persona 

Negative persona they aren’t users of the product, like 
served personas. They mediate between stakeholders and 
product team members by informing them that there are 
specific types of users that the product is not being built to 
serve [28].  

The majority of studies that have been done on personas 
seem to focus on targets in the context of what distinguishes 
persona to another [29]. But with narrative perspective 
objectives are parts of what makes the persona act in a given 
situation. What difference personas are like in real life, 
personal characteristics possess persona (age, history, psyche, 
etc.). 

Personas Construction 

As a rounded character [30], the persona can be 
characterized by the following elements, namely: 

 Body: body constitutes a human being. Sex, age, look 
helps the designer emphasise the Persona  

 Psyche: to understand motivations for actions we need 
to understand what lies behind the motivation, the 
personality.  

 Background : job position, family, education, social- 
and cultural positions explain motivations for actions.  

 Emotional state : to know the emotional state furthers 
engagement in the Persona [31]. Inner needs and goals, 
ambitions and wishes create a foundation for the 
emotional state.  

 Cacophony : two oppositional character traits [32]. The 
oppositional traits are what constitute the difference 
between a stereotype and a rounded character. 

Persona is static but is dynamic when inserted into the 
actions of the scenario. In the scenario, the persona is in a 
context, in a specific situation with a specific purpose [33]. 

Persona Elements: 

 Goals , 

 Attitudes (related to your context) , 

 Behaviors & Tasks (in your context) , 

 Name , 

 Photo , 

 Tagline , 

 Demographic Info (brief just to help "humanize" them) , 
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 Skill level , 

 Environment , 

 Scenarios (not all but perhaps the highest priority, most 
common or most telling about their needs) [34]. 

VI. THE PERSONA DATA MODEL AND THE DIAGRAM 

As you can see, the persona model focuses on six 
categories: context, person, goals, image, organization and 
event. 

The context class is extended by four sub-classes of 
society, the application of the contact points, which is linked to 
the address and location (country). Persona of each person 
must be identified by name, age and other demographic 
information. He has goals that are related to the application, 
and includes individuals, businesses and concrete targets. Each 
persona must have an image that is particularly a photograph 
that corresponds with the name. It should have affilation 
organization that provides knowledge and experience, are 
included education, training and expertise. This should not be 
limited only to the application. Persona must attend the event. 

A.  Use case diagram 

 

Fig. 3. Use case diagram of the Persona data model[35]. 

B. Class diagram  

 

Fig. 4. Class diagram of the Persona data model. 

TABLE I.   THE TABLE BELOW SUMMARIZES ALL CLASS RELATIONS IN 

PERSONA. 

Subject Class Object Class Definition 

Persona Person indicates that persona is 

identified by demographic 

information for person 

Persona  Context Indicates that  Persona  has 

Context a context 

Persona Goals Every Persona should have 

Goals 

Persona Image Every Persona should have 

Image 

Persona Organization Persona  has affiliated to 

Organizations 

Persona Event Persona should attend the 

Event 

Context Place Place of the location. 

Context ContactPoint Indicates that Context  has a 

Contact point 

Application Context Application has adopted 

Context 

Context Society Context has associated to 

Society 

Contact Point PostalAddress ContactPoint has address in 
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PostalAddress 

Place Country Place has associated to Country 

by nationality 

Goal Practical Goal Indicates that Goal are 

practical Goal efficiently 

Goal Personal Goal Personal Goal should get an 

adequate amount of work done, 

be comfortable and fun 

Goal Business Goal quality education is required for 

Business Gola, for exemple 

VII. PROTEGE 

As part of our modeling tool we have chosen for the 
creation of ontology is none other than Protege2000 
(Protégé200, 2008) because it allows viewing and comfortable 
and intuitive manipulation of concepts and relations up the 
ontology. Open source ontology editor, developed at the 
Department of Medical Informatics at Stanford University. The 
ontology editor "Protege" was used to edit the ontology of 
Persona with the aim to automatically generate the code for 
OWL, as well as for generating HTML documentation for our 
ontology. It should be noted that "Protege" offers very sure a 
lot of features, and we certainly did not all used. Protege also 
program or import a large number of "plugins" that can be 
downloaded directly from its official website. These plugins 
provide new features such as the ability to edit the ontology 
with different formats for describing ontology (RDF (S), OIL, 
DAML + OIL, OWL). 

 

Fig. 5. Gives the list of classes in a hierarchical view. 

A.  This is the list of Data properties: 

 

Fig. 6. Extract the Data property defined in the ontology Persona 

B. This is the list of object properties: 

 

Fig. 7. Extract the Object  property defined in the ontology Persona 

VIII. STRENGTHS OF PERSONAS AS A DESIGN TOOL 

 Persona is a powerful design tool, multi-purpose, which 
helps to overcome several problems that currently 
plague the development of digital products. Personas 
help designers: 

 Determine what a product should do and how it should 
behave. Persona goals and tasks form the basis of the 
design effort. 

 Communicate with stakeholders, developers and other 
designers. Personas provide a common language for 
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discussing design decisions and also help to keep the 
design centered on users at every stage of the process. 

 Build consensus and commitment to the design. With a 
common language for a common understanding. 
Personas reduce the need for complex schematic 
models, it is easier to understand the many nuances of 
user behavior through the narrative structures that 
personas employ. 

 Measure the effectiveness of the design. Design choices 
can be tested on personas in the same way that they can 
be presented to a real user during the training process. 
Although it does not replace the need to test with real 
users, it provides a powerful reality-check for designers 
trying to solve design problems. This allows design 
iteration to produce quickly and cheaply to the table, 
and the result is a much stronger base of design when it 
comes time to test with real people. 

 Contribute to other product-related efforts such as 
marketing and sales plans. The authors have seen their 
customers repurpose personas within their organization, 
informing marketing campaigns, organizational 
structure, and other strategic planning activities. 
Business units outside of product development desire 
thorough knowledge of users of a product and see 
generally personas with great interest[33]. 

 You can use personas when you want: 

 Making sense of research findings:To do this, you need 
to analyze the results and identify trends in research and 
capture the most important information about who they 
are, what they need to accomplish their skills, abilities 
and pain points, etc. 

 Plan your product: To do this, analyze the competition 
through the eyes of your personas, features 
brainstorming possible using your personas and persona 
characteristics using a weighting matrix based on 
priorities. 

 Explore design solutions: You need to prepare 
scenarios, mapping of the design, mood boards and 
explorations of visual design. 

 Assess your solutions: You must make cognitive 
walkthroughs, design reviews with personas, user 
testing, user research underway with personas, Quality 
Assurance (QA) testing and bug bashes (focus quality 
assurance tests and create persona based on test cases, 
bug persona labelling. 

 Supporting the release of your product: You will need 
to do the documentation, training, support materials 
(personas can help focus the teaching materials, guides, 
and editorial content), marketing and sales (tailor efforts 
based on personas, the distinction between users and 
customers (students compared, for example)) 

 Communicate with the project team and beyond: You 
have to share your learning with the rest of the team, 
gain consensus for designing early on ... before 

conception occurs, hang your personas around the room 
to keep the project development and create a common 
language and a shared vision [36]. 

IX. DEPLOYING THE APPLICATION PERSONA 

Persona web application developed using JSP and Servlet 
technologies. To be functional, it must be deployed in an 
HTTP application server with JSP / Servlet container. Apache 
Tomcat is both HTTP server (Apache) and Servlet / JSP 
container, which makes it an ideal candidate for the 
deployment of our application. The figure below shows the 
deployment scheme of Persona application. 

 

Fig. 8. Diagram of deployment Persona Application 

The deployment of the application on Apache Tomcat 
persona is done by placing the directory containing the 
application files in the webapps directory of Tomcat. 

X. IMAGES OF APPLICATION EXECUTION 

In what follows we will present some screenshots of 
execution of our application, the homepage is the first window 
website, where you can access the different menus of the site 
persona. It contains five main menus (Identity, Organization, 
Context, Event, and Goals). 

- Context menu contains three submenus (Place, Society 
and Contact point). 

- Goals menu contains three submenus (Personal, Business 
and Practical). 

 
Fig. 9.  Menus of the site persona. 
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Fig. 10. Context menus active with submenus. 

 
Fig. 11. the first  page of website persona  

To access this page below the identity, just click on the 
menu Identity This file contains all information (family 
name...) for each persona, also includes many features 
including: 

The addition, modification and removal identity. 

The same think for context (place, Society and Contact 
point), event, goals (Personal, Business and Practical), 
organization. 

 
Fig. 12. page Identity of website persona  

XI.  CONCLUSIONS 

In this article, we introduced the notion of ontology and 
several methods and tools for ontology engineering. In our 
study, taking into consideration the characteristics and benefits 
of ontologies, we focused on the ontology for building a 
persona vocabulary. 

Like many powerful tools, personas are a simple concept 
but must be applied with considerable sophistication. It is not 
enough for some profiles based on stereotypes and 
generalizations users, it is not particularly useful to attach 
photos to a job title and call it a "persona." Personas to be 
effective tools for design, rigor and considerable finesse should 
be applied to the process of identification of significant and 
meaningful in user behavior trends and transform these into 
archetypes that represent a wide range of users. 

In addition, ontologies have the potential to allow a true 
knowledge sharing and reuse of heterogeneous agents, both 
human and computer. A major challenge is still open alignment 
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of different ontologies to provide interoperability between 
heterogeneous agents. Considering that we were able to 
achieve the objectives of the party in this document, and we 
made the right choices about the tools for implementation, so 
that our work will be a great way for other future projects. 

Looking ahead, we plan to expand our study using another 
technique, namely: first, the development of other ontologies 
and combine with ours to enrich the vocabulary used for 
annotating and research. Then test the possibility of reasoning 
provided by OWL. Finally, our next task will be presented the 
implementation details of the application, and is going to use 
for the realization of our application: Development Tool: 
JBuilder7, Virtual Machine, Java: J2SDK 1.4.2, Web Server 
JSP Tomcat 4.x, Libraries: Jena version 2.3 and Servlet / JSP 
Version 2.3/1.2 (included in Tomcat 4.x).  
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Abstract—This paper deals with using fuzzy logic to minimize 

uncertainty effects in surveillance. It studies the conception of an 

efficient fuzzy expert system that had two characteristics: generic 

and robust to uncertainties. Analyzing distance between 

variables optimal and real values is the main idea of the research. 

Fuzzy inference system decides, then, about significant variables 

state: normal or abnormal. A comparison between three 

proposed fuzzy expert systems is presented to highlight the effect 

of membership number and type. Beside, being generic this 

system could also be applied in three fields: industrial 

surveillance, camera surveillance and medical surveillance. To 

expose results in these fields, matlab is used to realize this 

approach and to simulate systems responses which revealed 
interested conclusions. 

Keywords—Generic Fuzzy expert system; surveillance; 

uncertainty'error analysis ;three tanks; ECG 

I. INTRODUCTION  

 Ambiguous environments constitute an enormous problem 
for decision makers. As a matter of fact, uncertainties affect 
decision making especially for surveillance in many fields. 
These uncertainties are the result of many sources such as: 
nonlinearities, non exhaustive mathematical models, non 
effectiveness of sensors/detection equipments and qualitative 
knowledge representation. The most common methodologies 
that had dealt with this issue are traditional tools as probability 
theory, error interval analysis and especially fuzzy theory [1]. 
The first link between fuzzy theory and decision making was 
introduced in [2]. It was based on the fact that according to a 
criterion good solutions are fuzzy sets. Besides, the best 
solution set is obtained from their intersections [3]. The most 
popular fuzzy sets approach, in decision-making, is the 
maximum ranking solutions. This method is natural when 
interpreting the fuzzy sets as flexible constraints. While 
uncertainty affects several domains and has many facets 
(randomness, fuzziness etc.), fields and applications 
concerned with this issue are, especially in the last decade, 
growing proving the efficiency of fuzzy logic use.  

Fuzzy Expert Systems (FES) are expert system that uses 
fuzzy sets to reason [5]. In another words, FES are intelligent 
tools capable of making decisions dealing with ambiguous 
data. A recent research [4] had proved that, in 2010, that the 
number of published papers adopting fuzzy systems 
approaches is the most important. Besides, the same article 
confirms that industrial and medical applications and 

especially diagnosis is the most growing application field of 
these techniques.   

II. FUZZY EXPERT SYSTEM OVERVIEW 

Fuzzy expert system or fuzzy inference system is 
composed of three units: fuzzification, inference engine and 
defuzzification. It treats qualitative data with vague and fuzzy 
descriptions. The application of fuzzy expert system touched 
many fields especially industrial and medical surveillance.      

Recent works used FES in fault diagnosis applications. 
[11] had realized a diagnosis application which based on FES 
to identify failures in power system by analyzing amplitude 
and signal orientation then by classifying abnormalities. In the 
same spirit, many applications in power system had been 
developed with FES such as [29][14][8]. Detecting episodes 
of poor water quality is realized by fuzzy inference system in 
[15]. In the same domain these works using FES treated 
aluminum electrolysis [16] and detecting failures in computer 
[17]. Research results also in developing decision making 
applications using fuzzy expert systems in medical diagnosis. 
[18] presents a fuzzy application to analyze diabetic state. In 
another hand, using fuzzy logic many systems take decision: 
[19] about hypertension state, [20] about lever state, [21] 
about state of prostate cancer, [22] about heart state, [23] 
about breast cancer. 

TABLE I.  FES APPLICATION 

FES Application Fields  Publications about  SEF  

Industrial diagnosis [45], [30], [31], [32], [33], [28], 

[34], [35], [36], [37], [38], [39], 
[40], [41], [42], [6], [43] , [44], 
[7], [11], [14], [8], [15], [10], 
[50],[58] 

Medical diagnosis [47], [52], [46] ,[48], [49] ,[18], 
[19], [20],[21],[53],[23], [54], 

[19], [45]  

Video surveillance [54],[60] 

Economic domain [55], [56], [51] 

Civil domain  [34], [10], [27] 

Software domain [57] 
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Fig. 1. Fuzzy Expert System publications per domain (50 publications) 

 

 

Fig. 2. Fuzzy Expert System publications per year (2007-2013) 

This state of art on FES between 2007 and 2013 took into 
account 50 new publications. We conclude on the importance 
of fuzzy inference systems in decision making issue. In fact, 
uncertainty is a matter that affects all kind of field which 
explains the applications diversification. This research 
confirms the conclusions made in [4] about the most 
significant application field which is diagnosis (industrial and 
medical). We explain these facts by the need of decision aid 
systems in diagnosis and by the abundance of fuzzy data in 
these environments. Results generated by different expert 
systems are robust against vagueness and uncertainty and a 
certitude coefficient is usually calculated to enhance the 
effectiveness and the interpretation of outputs.  

We remark also that each application had its particular 
inputs and outputs. Thus, the developed fuzzy expert systems 
are specific for each treated problem. This point had been the 
key of our research issue.      

The abundance of articles in this issue indicated efficient 
results in industrial and medical diagnosis and surveillance. 
However, other fields are concerned with fuzzy systems. [52] 
used genetic algorithm to build rule base, [43] evaluated the 
performance of software based on certain characteristics, [24] 
developed FES to evaluate the state of public discharge land, 
[25] realized a multi agent system and FES decided about the 
role of each agent, [26] used FES in supply chain localization, 
[27] used FES in travelling domain, [28] used FES in 
renewable energy.   

 

 

III. RESEARCH ISSUE 

Our aim is to propose a generic fuzzy expert system that 
could be applied in several domains to monitor the state of 
significant variables characterizing the studied situation. In 
this optic, we should first determinate these variables and fixe 
their optimal and desired values. Then, the proposed FES is 
responsible of deciding whether the variable is behaving in 
optimal trajectory. 

We gave a special attention to research of Evsukoff [7] 
that presents a FES based on the analysis of significant 
variables residual and their variation. It was applied in 
industrial fault detection where partial decisions are made 
about variables (normal-OK or alarm-AL).    

 
Fig. 3.   Evsukoff fuzzy inference system 

In an earlier work [58], we’ve proposed a modified version 
of Evsukoff FES which minimized rules number and raised 
robustness against uncertainties by weighting rules with 
triangular functions instead of fixed values. In the same way 
and applied in control, [59] analyzed the error end its variation 
using fuzzy expert system with seven membership functions 
for each input. Figure 4 illustrates its inference system.   

 

Fig. 4. Panda inference system for error analysis 

After studying different points of view, we are trying to 
determinate the most appropriate fuzzy expert system to be 
adopted and to be a generic tool for monitor a situation and for 
helping in decision making about its state. 

 We are proposing a system which gives partial conclusion 
about each variable by analyzing its residual. Also, we are 
studying in this work the effects of raising the number of 
membership function in FES. Finally, we should prove that 
the approach is generic by applying same FES in different 
fields. 

IV. CONCEPTION OF FES FOR SURVEILLANCE 

Surveillance is, generally, assured through two steps: 
detection of anomalies and their diagnosis. The FES we are 
proposing is responsible of detecting abnormal situation. 
Figure 5 is schema block that defines the inputs and the 
outputs of the system. 
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Fig. 5. Schema bloc of FES 

In fact, It has two inputs: residue/error ( r ) and residue 
derivative ( dr ). The residue is considered in this case as 
distance separating variables actual/real values from 
desired/optimal ones. Then, we could define second input as 
residue derivative that could inform about residue evolution. 
The output, in another hand, is certitude factor ( cf ) that 
evaluates the state of concerned variable. Matlab is used to 
develop and to simulate FES because it had fuzzy logic 
toolbox.  

 

Fig. 6. Matlab Schema bloc of r and dr calculation 

A. Fuzzification 

Input variables could be qualified as table 2 indicates. 
Each variable could be presented by linguistic terms (3-5-7). 
Three scenarios are to be considered: 

TABLE II.  FUZZIFICATION R AND DR 

 

Prop. 

Number of 

Membership 

functions 

Symbolic labels 
Types of 

membership 

functions 

Sc 1  

3 

 A(r)/B(dr)= 

{N,Z,P} 

N (negatif) 

Z (zero) 

P (positif) 

 Trapezoïdal/ 

Triangular  

Sc 2  

5 

 

A(r)/B(dr)= 

{NB,NS,Z,PS, 

PB} 

NB (negatif big) 

NS (negatif small) 

Z (zero) 

PS (positif small) 

P (positif big) 

Trapezoïdal/ 

Triangular 

Sc 3  

7 

 

 

A(r)/B(dr)= 

{NB,NM,NS,Z,PS

,PM,PB} 

NB (negatif big) 

NM (negatif moyen) 

NS (negatif small) 

Z (zero) 

PS (positif small) 

PM (positif moyen) 

P (positif big) 

Trapezoïdal/ 

Triangular 

 

r and dr are variables ranging respectively in sets of 
symbolic labels A(r) and B(dr). The terms describe qualitative 
value of magnitude of both residue and its variations. 
Fuzzification of the two inputs could adopt three scenarios 

with: 3 membership functions, 5 membership functions, 7 
membership functions. 

TABLE III.  FUZZIFICATION OF CF 

Number of MF Linguistic 

Terms 

MF types 

6 

 

C(cf)= 

{ AL0, AL0.2, AL0.4, 

AL0.6, AL0.8, A} 

AL0 

AL0.2 

AL0.4 

AL0.6 

AL0.8 

AL1 

triangular 

 

The linguistic variable cf is output variable ranging in sets 
of symbolic labels C(cf) = {AL0, AL0.2, AL0.4, AL0.6, 
AL0.8, AL1}.( as table 3 ). 

B. Defuzzification 

In this system output calculation, a crisp value is required. 
Thus, the defuzzification operation is requisite. In this 
approach, the gravity centre is the method adopted to get the 
crisp value traducing the severity of generated alarm, from the 
output membership function.     

C. Inference engine 

Linguistic model relating variables r and dr to variable D is 
written as rule base, relating the terms of A(r) and B(dr) to 
those of C(cf) in n rules : 

If r is Ak  and dr  is Bl then cf is Cs    )1(  

In our research, we are studying the effect of raising the 
number of symbolic labels describing the linguistic variable. 
We suppose these hypotheses: 

H1: Raising symbolic labels enhance robustness against 
uncertainty. 

H2: It could lead to the augmentation of rule number 
which affects negatively time response. 

We are working within three scenarios depending on the 
number of membership functions representing variables. For 
each case, an inference system relating inputs to outputs is 
proposed. 

- FES1 : r (5 MF) and dr (3MF):  

In this case, residual associated with five symbolic labels 
and dr with three symbolic labels. The number of rules n=15. 
Table 4 is an illustration of the inference. 

TABLE IV.  FES1: INFERENCE SYSTEM 

r dr 

N Z P 

NB       AL1       AL1 AL0.8 
NS       AL1 AL0.6 AL0.4 
Z       AL0.2       AL0 AL0.2 

PS       AL0.4 AL0.6      AL1 
PB AL0.8       AL1      AL1 
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- FES2 : r (5 MF) and dr (5MF) 

In this case, residual associated with five symbolic labels 
and dr with five symbolic labels. The number of rules n=25. 
Table 5 is an illustration of the inference. 

TABLE V.  FES2: INFERENCE SYSTEM 

r Dr   

NB NS Z PS PB 

NB AL1 AL1 AL1 AL0.8 AL0.6 
NS AL1 AL0.6 AL0.2 AL0.6 AL0.4 

Z AL0.4 AL0.2 AL0 AL0.2 AL0.4 
PS AL0.4 AL0.6 AL1 AL0.6 AL1 

PB AL0.6 AL0.8 AL1 AL1 AL1 

- FES3: r (7MF) and dr (7MF) 

In this case, residual associated with seven symbolic labels 
and dr with seven symbolic labels. The number of rules n=49. 
Table 6 is an illustration of the inference. 

TABLE VI.  FES3: INFERENCE SYSTEM 

r dr     

NB NM NS Z PS PM PB 

NB AL1 AL1 AL1 AL1 AL0.8 AL0.8 AL0.6 
NM AL1 AL1 AL0.8 AL0.6 AL0.6 AL0.4 AL0.4 
NS AL0.8 AL0.6 AL0.4 AL0.4 AL0.2 AL0.2 AL0 
Z AL0.4 AL0.2 AL0 AL0 AL0 AL0.2 AL0.4 

PS AL0 AL0.2 AL0.2 AL0.4 AL0.4 AL0.6 AL0.8 
PM AL0.4 AL0.4 AL0.6 AL0.6 AL0.8 AL1 AL1 

PB AL0.6 AL0.8 AL0.8 AL1 AL1 AL1 AL1 

- Comparative study and results 

To compare and define conclusions, we fix the universe of 
discourse inputs and output:  r is in [-2 2], dr is in [-8 8]. We 
should mention that these intervals depend on studied 
situations and variables. 

Assuming that the construction of three inference system 
obeyed to the same logic which is: When residual is zero the 
variable is normal. Otherwise, negative or positive values are 
synonyms of abnormality. Derivative magnitude informs 
about residual evolution. Next figures 7, 8 and 9 illustrate 3 d 
response of three FES.   

 
 

Fig. 7. FES1: 3D cf(r,dr) 

 

Fig. 8. FES2: 3D cf(r,dr) 

 

Fig. 9. FES3: 3D cf(r,dr) 

We could notice that the three systems have the same 
evolution: cf is around zero when residual is null and it raised 
to reach 1 when residual absolute value rises. However, when 
number of MF is important   system response is more slow 
and soft.  

Let’s study with precision the three fuzzy expert systems 
for minimal and for important variations of residual. 

For minimal variations of residual, we remark that the 
three systems don’t reach zero even when cf is equal to 0. 
Minimal value is 0.06: this fact is justified by the uncertainty 
of measures and of information. Around zero the third system 
is more precise and the confidante zone, where the variable is 
normal, is larger than the other FES.  

TABLE VII.  FES1: CF FOR SMALL VARIATIONS OF RESIDUES 

r 

dr 
-0.2 -0.1 -0.05 0 0.05 0.1 0.15 0.2 

-8 0,27 

0,33 

0,32 

0,32 

0,23 

0,24 

0,26 

0,27 

0,23 

0,2 

0,19 

0,17 

0,12 

0,06 

0,12 

0,17 

0,19 

0,2 

0,2 

0,19 

0,17 

0,12 

0,06 

0,12 

0,17 

0,19 

0,2 

0,2 

0,19 

0,17 

0,12 

0,06 

0,12 

0,17 

0,19 

0,2 

0,2 

0,19 

0,17 

0,12 

0,06 

0,12 

0,17 

0,19 

0,2 

0,2 

0,19 

0,17 

0,12 

0,06 

0,12 

0,17 

0,19 

0,2 

0,21 

0,24 

0,22 

0,19 

0,16 

0,24 

0,26 

0,27 

0,24 

0,23 

0,27 

0,26 

0,24 

0,23 

0,32 

0,32 

0,33 

0,27 

-6 

-4 

-2 

0 

2 

4 

6 

8 
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TABLE VIII.  FES2: CF FOR SMALL VARIATIONS OF RESIDUES 

TABLE IX.  FES3: CF FOR SMALL VARIATIONS OF RESIDUES 

 

In this case, we could conclude on the fact that first and 
second systems are more suitable for critical situations where 
little variations of residues are significant for system safety. 
However, the third system could be best used in non critical 
situations. 

TABLE X.  FES1: CF FOR IMPORTANT VARIATIONS OF RESIDUES 

TABLE XI.  FES2: CF FOR IMPORTANT VARIATIONS OF RESIDUES 

 

      

TABLE XII.  FES3: CF FOR IMPORTANT VARIATIONS OF RESIDUES 

 

For important variation of residual, three systems are 
reaching their maximum value which is 0.93. This coefficient 
is synonym of evident abnormal situation for the considered 
variable.  

To highlight these results, FES proposed must be applied 
on systems from different fields. The next section is reserved 
to three applications of FES for surveillance: industrial and 
medical one.    

V. STUDY CASE 

The aim of this work is to propose generic fuzzy expert 
system that could monitor several kinds of situations. 

A. Industrial application : Three tanks system 

The system under consideration is a pilot plant of the 
research unit: System analysis and command located in ENIT 
(National Engineer Institute of Tunisia). The considered 
system is composed of three interconnected cylindrical tanks, 
two pumps, six valves, pipes, water reservoir in the bottom, 
measurement of liquid levels and other elements. The pumps 
pump water from the bottom reservoir to the top of the left and 
right tanks. 

 

 

 

 

 
 

 

 

 

 

Fig. 10. Three tanks model 

- System Modeling 

While tanks 1, 2 and 3 are identical with cross section S 
and maximum fluid level lmax, Drain tank is characterized with 
cross section Sd and maximum fluid level ldmax. Tanks 1 and 3 
are coupled with tank 2 by two AON (all-or-none) valves with 
cross section Sn and outflow coefficients. Two proportional 
valves EV1 and EV2 directly connected to a pump, with 
highest possible flow rate denoted qmax supply tanks 1 and 2. 
Three sensors are installed to measure the three levels l1, l2 
and l3. The experimental plant that is equipped with sensors 

r 

dr 
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and actuators, communicates via data acquisition system with 
a personal computer. 

Because the modeled system presents much non linearity, 
we’ve tried to model each component in separate block. All 
individual parts models were incorporated into single block in 
Matlab/Simulink environment. The block has 11 inputs: 2 
float signals controlling the pumps ( 1 and 2 ) and 9 Boolean 
signals controlling the valves (EV12, EV32 and EV2 ). 
Besides it has 3 float signals outputs from water level 
heights.[58] 

 

 

Fig. 11. L1/l2/l3 optimal variations 

- FES application and results:  

Measurable variables that could inform about system state 
are summarized in table 13. After fixing studied variables, 
residues and their variations are calculated. In this system we 
are installing three FES associated with all variables. In this 
section, we suppose that studied system is having an actuator 
failure in the tank 1 that leaks. Tank1 leaking is happening at 
the 70th second and its value is equal to 0.02. We are studying 
in the following paragraphs three FES responses to simulated 
failure. Figure 12 is an illustration of certitude coefficient 
calculated for tank1 level by both 3 proposed FES.  

 

 

TABLE XIII.  MEASURABLE VARIABLES  

 

It is remarkable that they respond with the same shape and 
variations while they obey to the same logic. Alarm is 
generated immediately when cf is superior to 0.2. Figure 13 
illustrates that: FES1 generates alarm at 70.27 s time, FES2 at 
70.275 s and FES3 at 70.29 s. However, FES1 is having most 
important maximum value (cf reaches 0.625 ) and FES 2 and 
FES 3 reaches 0.6 for maximum cf value. These results mean 
that an alarm is generated in appropriate time for variable l1 
that is immediately related with leak.   

 

Fig. 12. Cf(t)  (-:FES1, -: FES2, -:FES3) 

 

Fig. 13. Cf(t)  maximum and minimum values(-:FES1, -: FES2, -:FES3) 

Looking at first alarm generation time and alarm 
maximum severity factor, fault localization is evident. 
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Variable l1(t) that monitors Tank 1 is the most and the first 
affected one. Consequently, this decision support system 
guides human operator in his decision. To diagnosis the 
current situation, a normalized fault signature depending on 
calculated certitude coefficient is proposed. Having a vector 
r(k) (k in {1,2,3}) describing respectively residues of the three 
tanks levels,  we define a normalized  vector rn(k) : 

 n         
                            

                               
  

A failure signature matrix could indicate about the 
incidence of failures on residues:  

 
   
   
   

              
                    
                   
                   

  

 
 
 
 
 
 
 
 
 
 
 
  
  

  
  
  

  
  
  
  

 
 
 
 
 
 
 
 
 
 
 

 

In this study case, we conclude that the generic fuzz expert 
system applied to industrial field provides a decision support 
system. It detects failures and generates alarms with severity 
or certitude factors in one hand. In another hand, it helps 
locating failure origin root based on certitude factor and first 
alarm generation time. Industrial field supposes that n 
(number of variables characterizing system) FES has to be 
installed. These FES are running in real time while the studied 
process is functional which makes the first FES the more 
suitable to be applied because of its time response and time 
execution. 

TABLE XIV.  MEASURABLE VARIABLES  

 

B. Medical application : ECG analysis 

An electrocardiogram (ECG) is a simple and commonly 
performed test that records the electrical activity of the heart. 
An ECG is used to measure the rate and rhythm of the heart. It 
is a useful investigation in screening for heart disease and for 
those people who have a cardiovascular disorder. An ECG can 
show the presence of any damage to the heart, although not all 
heart conditions can be detected by an ECG. 

 

Fig. 14. ECG signal 

Table 14 summarizes the inputs of this module which are 
deduced from the signal in figure 14 of ECG. The table gives 
also normal values of the inputs. Limits and thersholds for 
normal values are those of an athlete [61]. 

 

Fig. 15. ECG monitoring system 

The calculation of residue is as the folowing equations 
shows : 

If v ϵ [lmin – lmax] then r = 0 

If v < lmin or then r = v- lmin 

v > lmax then r = v-lmax 
Considering that ti is the actual date of analysis, ti-1is the 

last one, so we could calculate: 

dr i = [ri -  ri-1]/ti  - ti-1 

TABLE XV.  VARIABLES CHARECHTERIZING ECG 
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- FES application and results 

While ECG is normal, the three fuzzy expert systems 
response is illustrated in table 15. 

TABLE XVI.  RESULTS WITH NORMAL ECG 
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HR=110 0 0 0.063 0.063 0.063 

QRS=0.1 0 0 0.063 0.063 0.063 

QTc=0.4 0 0 0.063 0.063 0.063 

Pa=2 0 0 0.063 0.063 0.063 

Pd=0.02 0 0 0.063 0.063 0.063 

Qa=2 0 0 0.063 0.063 0.063 
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Ra=3 0 0 0.063 0.063 0.063 

ST=0.51 0 0 0.063 0.063 0.063 

Sa= 0.5 0 0 0.063 0.063 0.063 

ECG Normal - cf 94 % 94 % 94 % 

Time response  0.0180 0.021 0.029 

Precision 0.063 0.063 0.063 

 

 

TABLE XVII.  RESULTS WITH ABNORMAL ECG 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The whole system output is in this case the maximum 
between eleven calculated cf. If system output is superior then 
0.2, ECG is abnormal. In the same way, ECG diagnosis could 
be done using heart anomalies signatures. In this case 
signature is equal to [0 1 1 0 0 0 0 0 0 0 0 ] which is 
equivalent to “Complete bundle brunch block” 

VI. CONCLUSION 

This research work aims to study fuzzy expert system for 
monitoring. These support decision systems are very used in 
several applications and fields. A state of art has proved that 
developed fuzzy expert systems are usually specific to studied 
process whether in variables choice or in inference logic.  

Proposing generic fuzzy expert system for surveillance 
independently of its application had been the subject of this 
paper. The main idea is to characterize concerned application 
with measurable variables. Fuzz expert system is installed to 
monitor each one by analyzing the distance between variable 
and its optimum behavior (error or residue).  

Three generic fuzzy expert systems were proposed. The 
number of membership functions describing error and its 
variations differentiates between different proposed systems. 
Two criteria had been discussed time response and incertitude 
minimization. Increasing membership functions improves 
precision and describes better each variable variation. 
However, system time response rises which is annoying 
especially in real time. 

When applying FES in industrial and medical diagnosis, 
results confirms that it provides decision support systems that 
detects abnormal situations and affects certitude coefficient 
enhancing uncertainty.  

VII. FUTURE WORKS 

Diagnosis process which is in our approach based on 
anomalies signatures could be improved by using artificial 
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neural networks (ANN). Multi layer perceptron (MLP) is a 
suitable tool for anomalies classification that had been used in 
many applications.    
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Abstract—For context-based recommendation systems, it is 

necessary to detect affirmative and negative intentions from 

answers. However, traditional studies cannot determine these 
intentions from indirect speech acts. 

In order to determine these intentions from indirect speech 

acts, this paper defines a recommendation tree and proposes an 

algorithm of deriving intentions of indirect speech acts by the 

tree. In the proposed method, a recommendation condition (RC) 

is introduced and it is classified into a required RC, a selectable 

RC, and a not-selectable RC. The recommendation tree is 

constructed by nodes and edges corresponding to these three 

conditions. The deriving algorithm determines affirmative and 
negative intentions of indirect speech acts by tracing the trees.  

From experimental results, it is verified that the accuracy of 

the proposed method is about 40 points higher than the 
traditional method. 

Keywords—recommendation system; indirect speech acts; 

affirmative intention; negative intention  

I. INTRODUCTION 

As recommendation systems [1] assist users to select 
commodities, services, and information, it is necessary to 
elicit users’ requirements in conversational contexts. There are 
many studies of context-based recommendation systems [2-9]. 
In these systems with proactive recommendations, affirmative 
and negative intentions of answers are important in order to 
decide items [5,6,8,9]. For example, items are commodities 
in e-commerce sites. 

In answers with affirmative and negative intentions, there 
are direct speech acts and indirect speech acts. The direct 
speech acts represent these intentions by the following two 
approaches for a recommendation “How about having a cake 
today?”: the first is fixed phrases such as “O.K.” and ”No, 
thank you.” without “cakes”. The second is sentences 
representing acceptance and rejection intentions such as “I like 
cakes.” and “I don’t want to have cakes.” with “cakes”, 
respectively. 

In the indirect speech acts, there are two patterns for the 
recommendation: the first is the affirmative answers that select 
other cakes excluding chocolate cakes such as “I don’t want to 
have chocolate cakes.”. The second is the negative answers 

that select other foods excluding cakes such as “I want to have 
Japanese noodles”.  

In order to determine intentions from sentences, there are 
two methods: the first uses machine learning such as SVM or 
HMM, the second uses meaning of words and grammars. 

For the machine learning methods which classify 
sentences into intentions or tag-sets with affirmative and 
negative ones, Fernandez and Picard [10] divided sentences of 
Spanish CallHome database (telephone conversations) into 
eight kinds of dialog act tags [11] by SVM. Surendran and 
Levow [12] classified sentences of HCRC MapTask corpus 
[13] into twelve kinds of dialog act tags [14] by SVM and 
HMM. Stolcke et al. [15] proposed methods of a domain-
independent framework for tagging the Discourse Annotation 
and Markup System of Labeling (DAMSL) tag-set [16] to 
sentences of conversational speeches. Ravi and Kim [17] 
classified sentences on discussion boards into six speech act 
categories by N-gram features and linear SVM. Mera, 
Ichimura, and Yamashita [18] recognized affirmative and 
negative intentions from answers of questions by the fuzzy 
theory. 

These methods have the advantage that classification 
models are constructed automatically, but they expend 
considerable efforts to collect a large learning data. 

For the second classifications by meanings of words and 
grammars, Kitamura, Watanabe, Sekiguchi, and Suzuki [19] 
estimated negative intentions by combinations of the 
following five grammatical features: words, auxiliaries, verbs, 
adjectives, and superordinate concepts of words in previous 
sentences. Mera [20] and Yoshie et al. [21] calculated 
affirmative values of sentences by combining these values of 
words and formulas of grammars (including modality). These 
values indicate the strength of affirmative intentions and are 
defined by questionnaires within [0.0-1.0] scales. For 
example, affirmative values, “Yes” and “No”, are defined as 
0.94 and 0.06, respectively. Affirmative formulas reflect 
effects of modalities in affirmative values. The examples of 
modalities are adverbs such as “very” and “a little”, negative 
modalities, and double negative modalities. 

These methods have the merit that their rules have broad 
utilities for sentences of many domains, but they can not 
classify answers of indirect speech acts. 
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In order to determine affirmative and negative intentions 
from indirect speech acts, this paper defines a new 
recommendation tree and proposes a new algorithm of 
deriving intentions of indirect speech acts by the tree. The tree 
has a root node which indicates a recommendation. The root 
node has child nodes corresponding to the following three 
kinds of recommendation conditions (RC): 

1) R_RC is the required RC. In a recommendation, “How 

about having a cake today?”, there are R_RCs, “you”, 

“have”, “cake”, and “today”. In RC “cake”, there are 

R_RCs “sweet” and “sweets”. 

2) S_RC is the selectable RC. In RC “cake”, there are 

S_RCs of kinds of cakes such as “chocolate cake”, “short 

cake”, and “Mont Blanc”. 

3) NS_RC is the non-selectable RC such as “tomorrow”, 

“Japanese noodle” for the recommendation. 
The deriving algorithm determines the intention to the root 

node from the intention to RCs by tracing the trees. From the 
indirect speech act “I don’t like chocolate cakes.” for the 
above recommendation, the algorithm derives the affirmative 
intention of the root node from the rejection intention of the 
S_RC “chocolate cake”. 

Sections 2 and 3 propose the recommendation tree and the 
algorithm of deriving intentions, respectively. Section 4 
evaluates the proposed method by three kinds of open tests. 
Section 5 concludes the proposed method. 

II. A RECOMMENDATION TREE  

In this paper, recommendations include four necessary 
concepts of RC: “WHO”, “WHEN”, “WHAT”, and “VERB”. 
These concepts have RCs related to persons, schedules, 
objects, and actions, respectively. Table 1 shows examples of 
RCs of these concepts. 

TABLE I.  EXAMPLES OF RCS OF FOUR CONCEPTS 

Concepts RCs 

WHO you 

he 

WHEN today 

tomorrow 

WHAT cake 

curry 

VERB go 

have 

Fig. 1 shows a part of the recommendation tree by using 
RCs in Table 1. In figures of this paper, node labeled by x 
corresponding to string x.  

In Fig. 1, root node “REC” indicates the recommendation. 
The root node has four child nodes corresponding to concepts 
(concept nodes): “WHO”, “WHEN”, “WHAT”, and “VERB”. 
These nodes have child nodes of RCs (RC nodes). For 
example, concept node “WHO” has RC nodes “you” and “he”. 
There are three kinds of edges (R_edges, S_edges, and 
NS_edges) for R_RC, S_RC, and NS_RC, respectively. Root 
node and concept nodes are connected by R_edges as shown 
by double lines. Concept nodes and RC nodes are connected 
by S_edges as shown by single lines. These kinds of edges are 
changed by each recommendation. For the recommendation 
“How about having a cake today?”, the recommendation tree 
in Fig. 1 is modified (Fig. 2). In Fig. 2, edges of nodes “you”, 
“today”, “cake”, and “have” are modified to R_edges. Edges 
of nodes “he”, “tomorrow”, “curry”, and “go” are set to 
NS_edges as shown by dotted lines.  

The recommendation tree can be extended by expanding 
terminal nodes. Considering an example in Fig. 3, RC node 
“cake” in Fig. 1 constructs the subtree as the root node. RC 
node “cake” has RC nodes “taste” and “kind” with R_edge as 
child nodes. RC node “taste” has RC node “sweet” with 
R_edge as a child node. RC node “kind” has RC nodes “Mont 
Blanc”, “short cake”, and “chocolate cake” with S_edge as 
child nodes. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 cake 

R_edge 

S_edge 

  WHO   WHEN   WHAT   VERB 

  you 
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Fig. 1. A part of the recommendation tree 
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III. AN ALGORITHM OF DERIVING INTENTIONS 

An algorithm to be proposed here derives the intention of 
node “REC” from intentions of RC nodes by tracing a 
recommendation tree. Suppose that there is the acceptance 
intention of RC node “curry” for a recommendation “How 
about having a cake today?” in Fig. 2. Then, the intention of 
node “REC” is derived to the negative intention. Before 
proposing the algorithm, the following definitions are 
prepared. 

 Definition 

Suppose that NODE[x] is a node for string x. Let 
EDGE[NODE[x],NODE[y]] be the kind of edges (NC-edge, 
S_edge, and NS_edge) between NODE[x] and NODE[y]. Let 
INTENTION[NODE[x]] be the intention of NODE[x] which 
has one of three kinds intentions: acceptance, rejection, and 
no_information in this algorithm. No_information means that 
a node doesn’t have any intentions. All intentions of nodes are 
initialized to no_information. PARENT(NODE[x]) represents 
the parent node of NODE[x]. SIBLING(NODE[x]) returns the 
set of sibling nodes of NODE[x].  

 Rejection intentions of PARENT(NODE[x])  

   INTENTION[PARENT[NODE[x]]] is rejection if 
REJECTION(NODE[x]) is true. It is computed by (1)-(4), 
where “ ” and “  ” means logical disjunction and logical 
conjunction, respectively. 

 

 

REJECTION(NODE[x]) = REJECTION1(NODE[x]) 

REJECTION2(NODE[x])  

REJECTION3(NODE[x]) 
(1)  

 REJECTION1(NODE[x]) =  (2)  

 x(INTENTION[NODE[x]] = rejection 

  EDGE[NODE[x], PARENT(NODE[x])] = 

R_edge) 

 

REJECTION2(NODE[x]) =  x(
SIBLING(NODE[x])(INTENTION[SIBLING(NODE

[x])] = rejection 

  EDGE[PARENT(NODE[x]), 

SIBLING(NODE[x])] = S_edge) 

  (INTENTION[NODE[x]] = rejection   

EDGE[PARENT(NODE[x]), NODE[x]] = S_edge)) 

(3)  

 

REJECTION3(NODE[x]) =  
 x(INTENTION[NODE[x]] = acceptance 

  EDGE[NODE[x], PARENT(NODE[x])] = 

NS_edge) 

(4)  

 

   Suppose that users refuse NODE[“cake”], and then 

INTENTION[NODE[“cake”]] is rejection. In Fig. 2, 

PARENT(NODE[“cake”]) is NODE[“WHAT”], and 

EDGE[NODE[“cake”],NODE[“WHAT”]] is equal to R_edge. 

For REJECTION 1, INTENTION[NODE[“WHAT”]] is  

rejection. 

   Next, suppose that users refuse NODE[x] for all x such that 

x is “chocolate cake”, “short cake”, and “Mont Blanc”. Then, 

INTENTION[NODE[x]] is rejection. In Figs. 2 and 3, 

PARENT(NODE[x]) is NODE[“kind”], and 

EDGE[NODE[“kind”],NODE[x]] is S_edge. For REJECTION 

2, INTENTION[NODE[“kind”]] is rejection. 

Finally, suppose that users accept NODE[“curry”], and 

then INTENTION[NODE[“curry”]] is acceptance. In Fig. 2, 

PARENT[NODE[“curry”]] is NODE[“WHAT”], and 

cake 

 taste 

  sweet 

  kind 

  Short cake   Chocolate cake   Mont Blanc 

R_edge 

S_edge 

Fig. 3. The subtree of node “cake” 

 cake 

R_edge 

S_edge 

  WHO   WHEN   WHAT   VERB 

  today 
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  curry 
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Fig. 2. A part of the recommendation tree of “How about having a cake today?” 
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EDGE[NODE[“curry”],NODE[“WHAT”]] is equal to 

NS_edge. For REJECTION 3, 

INTENTION[NODE[“WHAT”]] is rejection. 

 

 Acceptance intentions of PARENT(NODE[x])  

INTENTION[PARENT(NODE[x])] is acceptance if 
ACCEPTANCE(NODE[x]) is true. It is computed by (5)-(7). 

 

 

ACCEPTANCE(NODE[x]) = 

ACCEPTANCE1(NODE[x])  

  ACCEPTANCE2(NODE[x]) 
(5)  

 

ACCEPTANCE1(NODE[x]) =   

 x(INTENTION[NODE[x]] = acceptance  

  EDGE[NODE[x], PARENT(NODE[x])] = 

(R_edge   S_edge)) 

(6)  

 

ACCEPTANCE2(NODE[x]) =  

 x(INTENTION[NODE[x] = rejection  

  EDGE[PARENT(NODE[x]), NODE[x]] = S_edge  

 SIBLING(NODE[x]) 
(INTENTION[SIBLING(NODE[x])]   rejection 

  EDGE[PARENT(NODE[x]), 

SIBLING(NODE[x])] = S_edge)) 

(7)  

Suppose that users accept NODE[“cake”], and then 
INTENTION[NODE[“cake”]] is acceptance. In Fig. 2, 
PARENT(NODE[“cake”]) is NODE[“WHAT”], and 
EDGE[NODE[“cake”],NODE[“WHAT”]] is equal to R_edge. 
For ACCEPTANCE 1, INTENTION[NODE[“WHAT”]] is 
acceptance. 

Next, suppose that users accept NODE[“chocolate cake”], 
and then INTENTION[NODE[“chocolate cake”]] is 
acceptance. In Fig. 2, PARENT(NODE[“chocolate cake”]) is 
NODE[“WHAT”], and EDGE[NODE[“chocolate 
cake”],NODE[“WHAT”]] is equal to S_edge. For 
ACCEPTANCE 1, INTENTION[NODE[“WHAT”]] is 
acceptance. 

Finally, suppose that users reject NODE[“chocolate cake”] 
and don’t reject NODE[“short cake”]. Then, 
INTENTION[NODE[“chocolate cake”]] is rejection, and 
INTENTION[NODE[“short cake”]] is no_information or 
acceptance. In Fig. 3, PARENT(NODE[x]) for x=”chocolate 
cake” and x=“short cake” is NODE[“kind”], and 
EDGE[NODE[“kind”],NODE[x]] is S_edge. For 

ACCEPTANCE 2, INTENTION[NODE[“kind”]] is 
acceptance. 

By using above definitions, the proposed algorithm is 
defined as below. 

 An algorithm of deriving intentions 

Input: ANSWER_NODE[] and ANSWER_INTENTION[]  

ANSWER_NODE[] is a list of strings for nodes accepted 

or rejected by answers. ANSWER_INTENTION[] is a list of 

intentions for elements in ANSWER_NODE[]. Indexes of 

ANSWER_INTENTION[] are elements in 

ANSWER_NODE[]. For the answer “I like curries”, 

ANSWER_NODE[] is {“curry”} and 

ANSWER_INTENTION[“curry”] is {“acceptance”}, 

respectively. 

 

Output: INTENTION[NODE[“REC”]]  

 

Method: 

for i=1 to n do/*n is the number of elements in 

E[]ANSWER_NOD */ 

INTENTION[NODE[ANSWER_NODE[i]]=ANSWER_I

NTENTION[ANSWER_NODE[i]]  

target_node = NODE[ANSWER_NODE[i]] 

   while target_node   NODE[“REC”] do 

   if REJECTION(target_node) is true then 

         INTENTION[ PARENT(target_node)] = rejection 

      else if ACCEPTANCE(target_node) is true then 

         INTENTION[ PARENT(target_node)] = acceptance 

      endif 

      target_node = PARENT(target_node)] 

   endwhile 

   if INTENTION[ NODE[“REC”]] is rejection then 

      INTENTION[ NODE[“REC”]] = negative 

      break 

   else if INTENTION[ NODE[“REC”]] is acceptance then 

      INTENTION[ NODE[“REC”]] = affirmative 

   endif 

endfor 

End of Algorithm 
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In case of a recommendation “How about having a cake 

today?”, examples of derivations from answers “I like 
something sweet.” (accepting the node with R_edge), “I hate 
something sweet.” (rejecting the node with R_edge), “I like 
curries.” (accepting the node with NS_edge), and “I dislike 
short cakes” (rejecting the node with S_edge) are as follows: 

Example 3.1  

For an answer “I like something sweet.”, 
ANSWER_NODE[] is {“sweet”} and 
ANSWER_INTENTION[“sweet”] is {“acceptance”}. 

By tracing NODE[x] for all x such that x is “sweet”, 
“taste”, “cake”, “WHAT”, and “REC”, 
INTENTION[NODE[“REC”]] is become affirmative. Fig. 4 
shows intentions of nodes. Gray-shaded circles represent 
nodes with the intention of acceptance. 

Example 3.2 

For an answer “I hate something sweet.”, 
ANSWER_NODE[] is {“sweet”} and 
ANSWER_INTENTION[“sweet”] is {“rejection”}. 

By tracing NODE[x] for all x such that x is ”sweet”, 
“taste”, “cake”, “WHAT”, and “REC”, 
INTENTION[NODE[“REC”]] is become negative. Fig. 5 
shows intentions of nodes. Black-shaded circles represent 
nodes with the intention of rejection. 

 

 

Example 3.3 
For an answer “I like curries.”, ANSWER_NODE[] is 

{“curry”} and ANSWER_INTENTION[“curry”] is 
{“acceptance”}. 

By tracing NODE[x] for all x such that x is “curry”, 
“WHAT”, and “REC”, INTENTION[NODE[“REC”]] is 
become negative. Fig. 6 shows intentions of nodes. Gray-
shaded circles and black-shaded circles represent nodes with 
intentions of acceptance and rejection, respectively. 

Example 3.4 

For an answer “I dislike short cakes”, ANSWER_NODE[] 
is {“short cake”} and ANSWER_INTENTION[“short cake”] 
is {“rejection”}. 

By tracing NODE[x] for all x such that x is “short cake”, 
”kind”, ”cake”, ”WHAT”, and ”REC”, 
INTENTION[NODE[“REC”]] is become affirmative. Fig. 7 
shows intentions of nodes. Gray-shaded circles and black-
shaded circles represent nodes with intentions of acceptance 
and rejection, respectively. 
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Fig. 6. The derivation process of the answer “I 

like curries.” 
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IV. EXPERIMENTS 

A.  Knowledge for experiments 

In daily lives, it is common to recommend foods including 
cakes and Japanese noodles, and movies. In this experiment, 
the following three recommendations are assumed, where 
“Resident Evil” is a title of a movie: 

 Recommendation 1: “How about having a cake today?”  

 Recommendation 2: “How about having a Japanese 
noodle today?”  

 Recommendation 3: “How about going to the movie, 
Resident Evil?”  

In order to determine intentions from answers to them, a 
recommendation tree is needed. This experiment constructs 
the tree from closed corpora which have 500 answers for each 
recommendation. Answers are collected by four 
undergraduate students. From corpora, RC nodes and the 
recommendation tree are defined by discussions with these 
students. Examples of RC nodes with concept nodes are 
presented in Table 2. For RC nodes “cake”, “Japanese 
noodle”, and “Resident Evil”, more detailed descendant nodes 
are constructed. Total numbers of descendant nodes are 236 
nodes. Examples of descendant nodes for each RC node are 
presented in Table 3. In Table 3, R_edge and S_edge between 
a node and a parent node show R and S, respectively. 

TABLE II.  EXAMPLES OF RC NODES WITH CONCEPT NODES 

Concept nodes RC nodes Numbers 

WHO You, He, She  7 

WHEN Now, Today, Tomorrow 7 

WHAT Cake, Japanese noodle, 

Resident Evil 

51 

VERB Have, See 10 

 

 

TABLE III.  EXAMPLES OF DESCENDANT NODES OF NODES“CAKE”, 
“JAPANESE NOODLE”, AND “RESIDENT EVIL”   

Parent Child Grandchild 

Cake Genre[R] Sweets[R], 

Dessert[R], 

Confectionery[R] 

Taste[R] Sweet[R] 

Kind[R] Short cake[S], Mont 

Blanc[S], Mille-

feuille[S] 

Ingredient[R] Flour[R], Sugar[R], 

Egg[R] 

Butter[S], Apple[S], 

Strawberry[S], 
Banana[S] 

Japanese 

noodle 
Genre[R] Noodles[R], Food[R] 

Taste[R] 
Spicy[S], Light[S], 

Salty[S] 

Kind of soup[R] 
Miso[S], Soy[S], 
Salt[S] 

Kind of noodle[R] 

Crimp[S], 

Straight[S], Thin[S], 

Thick[S] 

Ingredient[R] 

Flour[R] 

Garlic[S], Bean 

sprouts[S], Onion[S], 

Sesame seeds[S]  

Size[R] 
Large[S], 

Medium[S], Small[S] 

Resident Evil Screen type[R] Caption[S], Dub[S], 

3D[S] 

Genre of films[R] Horror[R], Action[R] 

(R and S means required and selectable) 

B. Knowledge for experiments  

In order to evaluate the accuracy of the proposed method, 
two experiments for closed and open tests are carried out. The 
closed test uses corpora for constructing the recommendation 
tree with 500 answers for each recommendation. Open tests 
uses corpora with 100 answers for each recommendation such 
as the appendix of this paper. These corpora are collected by 
ten undergraduate students who don’t accumulate closed 
corpora, and they make ten answers to each recommendation 
without restriction of responses.  

The traditional method proposed by Yoshie et al. [21] is 
used as a comparative method. Table 4 shows results on the 
closed test of the proposed method. Tables 5 and 6 show 
results on open tests for the proposed method and the  

 

 

 

 cake 

  kind 

  Short cake   Chocolate cake   Mont Blanc 

  WHAT 

Fig. 7. The derivation process of the answer “I 

dislike short cakes.” 

  REC R_edge 

S_edge 

NS_edge 
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TABLE IV.  RESULTS ON THE CLOSED TEST OF THE PROPOSED METHOD 

 Correct 
sentences 

Total 
sentences 

Correct 
rates (%) 

Recommendation 1 472 509 92.7 

Recommendation 2 512 556 92.1 

Recommendation 3 476 506 94.1 

TABLE V.  RESULTS ON THE OPEN TEST OF THE PROPOSED METHOD  

 Correct 
sentences 

Total 
sentences 

Correct 
rates (%) 

Recommendation 1 81 100 81.0 

Recommendation 2 83 100 83.0 

Recommendation 3 84 100 84.0 

TABLE VI.  RESULTS ON THE OPEN TEST OF THE COMPARATIVE METHOD  

 Correct 

sentences 

Total 

sentences 

Correct 

rates (%) 

Recommendation 1 38 100 38.0 

Recommendation 2 40 100 40.0 

Recommendation 3 34 100 34.0 

 
Comparative methods, respectively. In tables 4, 5, and 6, 

correct rates mean percentages of correct sentences in total 
sentences. 

From Table 4, it is verified that correct rates of the 
proposed method becomes high for the closed tests. From 
Tables 5 and 6, all accuracies of the proposed method are 
about 40 points higher than the comparative method in open 
tests of recommendations 1, 2, and 3.  

In the open test, problems of the proposed method are 
misclassifications of complex sentences and the lack of 
knowledge. 

 Misclassifications of complex sentences 

The example of the complex sentence is “I’ve had enough, 
therefore I choose a small dish.” which has two sentences, 
“I’ve had enough” and “I choose a small dish”. The intention 
of the first sentence is negative because the sentence rejects 
R_RC,”have”. The intention of the second sentence is 
affirmative because the sentence accepts S_RC, “small”. The 
intention of the sentence is affirmative. However, the 
proposed method produces a negative intention because the 
negative intention is prior to the affirmative one. 

The way to solve the problem is to consider conjunctions 
and give priority to the intention estimated from a backward-
sentence. 

 The lack of knowledge 

A part of misclassifications of the proposed method are 
occurred in sentences which include non-defined nodes. For 
example, the proposed method misclassifies the sentence, “I 
have to go to a piano lesson.”, because there is no node “piano 

lesson” in the child nodes of node “WHAT”. This problem 
can be solved by introducing knowledge of daily lives. 

V. CONCLUSIONS  

This paper has proposed a method of determining 
affirmative and negative intentions from indirect speech acts. 
In the proposed method, a recommendation tree has been 
defined and an algorithm of deriving intentions of indirect 
speech acts by the tree is proposed. 

The tree consists of nodes and edges corresponding to the 
three kinds of RC: R_RC, S_RC, and NS_RC. The root node 
indicates the recommendation and has four concept nodes as 
child nodes. Concept nodes have RC nodes as child nodes. 
The deriving algorithm determines affirmative and negative 
intentions of indirect speech acts by tracing the trees. 

From experimental results for three kinds of open tests, all 
accuracies of the proposed method are about 40 points higher 
than the traditional method. 

VI. FUTURE WORK 

Future works are to improve misclassifications of complex 
sentences of an acceptance sentence and a rejection sentence, 
and to construct invitational knowledge of daily lives. 
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Appendix 

Examples of answers in Open corpora are shown as follows: 

[Answers to recommendation 1, “How about having a cake 

today?” ] 

Answers Intention 

Let’s go now. Affirmative 

I can’t get enough of sweet food.  Affirmative 

I have a Mont Blanc.  Affirmative 

I dislike short cakes.  Affirmative 

Oh goody! Affirmative 

My tummy is full.  Negative 

Maybe another time.  Negative 

I don’t like cakes.  Negative 

I can’t have it because I have a 

piano lesson now.  

Negative 

I don’t have it because I have egg 

allergies.  

Negative 

 

[Answers to recommendation 2, “How about having a 

Japanese noodle today?” ] 

Answers Intention 

Yes, I want to have it.  Affirmative 

Let’s go to a low price Japanese 

noodle shop.  

Affirmative 

I want to have 3 bowls.  Affirmative 

I want to have a miso-flavored 

noodle.  

Affirmative 

O.K.  Affirmative 

I got tired of it.  Negative 

Shall we have other foods?  Negative 

I can’t have it because I feel bad.  Negative 

I don't go to have it.  Negative 

I can’t have noodles.  Negative 

 

 

 

 

[Answers to recommendation 2, “How about going to the 

movie, Resident Evil?” ] 

Answers Intention 

I want to watch it with 3D 

scenography.  

Affirmative 

I like action movies.  Affirmative 

It seems pleasant.  Affirmative 

I want to go if the ticket price is 

discounted.  

Affirmative 

I like movies very much.  Affirmative 

I want to watch animation movies.  Negative 

I don’t want to watch it.  Negative 

I watch it by a rental video.  Negative 

I dislike something terrible.  Negative 

I’m not interested it. Negative 
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Abstract—Keccak is the latest Hash Function selected as the 

winner of NIST Hash Function Competition. SHA-3 is not meant 

to replace SHA-2 as no significant attacks on SHA-2 have been 

demonstrated. But it is designed in response to the need to find 

an alternative and dissimilar construct for Cryptographic Hash 

that is more fortified to attacks. In this paper we have tried to 

depict an analysis of the software implementation of Keccak-

f[1600] based on the disk space utilization and time required to 

compute digest of desired sizes. 

Keywords—Sponge Construction; State; Rounds; Bitrate(r); 

Capacity(c); Diversifier(d); Plane; Slice; Sheet; Row; Column; 

Lane; Bit  

I. BACKGROUND 

Distributed Computing and Network Communication has 
revolutionized the face of modern computing. But it brings 
with it serious security concerns like verifying the integrity and 
authenticity of the transmitted data. The sender and the receiver 
communicating over an insecure channel essentially require a 
method by which the information transmitted by the sender can 
be easily authenticated by the receiver as “unmodified” or 
authentic. To achieve this, technique called “Hashing” is 
employed which relies on a family of Hash Functions. Keccak 
is one such Hash Function which is selected as the winner of 
NIST Hash Function Competition. 

II. INTRODUCTION 

The state of Keccak- f [1600] is organized as a three-
dimensional array [2], which suggests several ways to partition 
the bits. The naming conventions as suggested by the authors 
are described in detail in the subsequent sections. While this is 
an optimal choice on software platforms actually offering 64-
bit operations, the bit interleaving technique allows efficient 
implementations on systems with smaller word sizes and can 
also be used to target compact hardware circuits. In its simplest 
form, namely factor-2 interleaving, it splits the odd and even 
bits of each lane. The state of Keccak- f [1600] is then 
represented as 50 words of 32 bits. 

III. SPONGE FUNCTION 

A. What is a Sponge Function ? 

In the context of cryptography, the Sponge Construction[2] 
is a mode of operation, based on a fixed-length permutation (or 
transformation) and on a padding rule, which builds a function 
mapping variable-length input to variable-length output. It 
takes as input an element of (Z2)*, i.e., a binary string of any 
length, and returns a binary string with any requested length, 

i.e., an element of (Z2)
n
 with n a user-supplied value. It 

operates on a finite state by iteratively applying the inner 
permutation to it, interleaved with the entry of input or the 
retrieval of output. 

B. Working Principle  of Sponge Construction 

The sponge construction[2] is a simple iterated construction 
for building a function F, with variable-length input and 
arbitrary length output based on a fixed-length permutation (or 
transformation) f, operating on a fixed number, b of bits. 
Here b is called the width. The sponge construction operates on 
a state of b =(r + c) bits. The value r is called bit-rate and c is 
called capacity. 

 
Fig. 1. Sponge Construction 

First, the input string is padded with a reversible padding 
rule and cut into blocks of r bits. Then the b bits of the state are 
initialized to zero and the sponge construction proceeds in two 
phases: 

 In the absorbing phase, the r-bit input blocks are XOR 
ed into the first r bits of the state, interleaved with 
applications of the function f. When all input blocks 
are processed, the sponge construction switches to the 
squeezing phase. 

 In the squeezing phase, the first r bits of the state are 
returned as output blocks, interleaved with applications 
of the function f. The number of output blocks is 
chosen at will by the user. 

The sponge construction uses r +c bits of state, of which r 
are updated with message bits between each application of 
Keccak- f during the absorbing phase and output during the 
squeezing phase. The remaining c bits are not directly affected 
by message bits, nor are they taken as output.  

IV. NAMING CONVENTIONS 

The Keccak naming conventions are as follows: 
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 State and Rounds [3]: Keccak consists of a set of 7 
permutations and is denoted as Keccak - f [b], where b     
{25, 50, 100, 200, 400, 800, 1600} is the width of the 
permutation. The state of Keccak- f [1600] is organized 
as a three-dimensional array, which suggests several 
ways to partition the bits. The state of Keccak- f [1600] 
can be expressed as 25 lanes of 64 bits each. These 
Keccak-f permutations are iterated constructions 
consisting of a sequence of almost identical rounds. 
The number of rounds nr depends on the permutation 
width, and is given by  

 nr = 12 + 2ℓ, where 2
ℓ 
= b/25 .  

 

 
Fig. 2. State 

 Bit-rate(r), Capacity(c) and Diversifier(d) [3]:  

The sum b = r + c determines the width of the Keccak-f 
permutation used in the Sponge Construction where b    {25, 
50, 100, 200, 400, 800, 1600}. The diversifier value satisfies 
0<=d< 256. 

The default bitrate r = 1024 is a power 10 of 2 to ease data 
alignment and the resulting capacity is c = 1600−1024 = 576. 
The default value for the diversifier d is 0. 

The purpose of the diversifier is to provide diversification, 
i.e., two instances of Keccak with two different values of d 
behave as two independent hash functions (even with same 
values of r and c).  

 Plane [3]: A plane is a set of 5w bits with constant y 
coordinate. 

 

Fig. 3.  Plane 

 Slice [3]: A slice is a set of 25 bits with constant z 
coordinate. 

 

Fig. 4. Slice 

 Sheet [3]: A sheet is a set of 5w bits with constant x 
coordinate. 

 
Fig. 5. Sheet 

 Row [3]: A row [15] is a set of 5 bits with constant y 
and z coordinates. 

 

Fig. 6. Row 

 Column [3]: A column [15] is a set of 5 bits with 
constant x and z coordinates. 

 

Fig. 7. Column 

 Lane [3]: A lane [15] is a set of w bits with constant x 
and y coordinates. 
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Fig. 8. Lane 

 Bit [3]: A particular w bit [15] is referred to as bit.  

 

Fig. 9. Bit 

V. SPECIFICATION SUMMARY OF KECCAK 

The specification of Keccak-f [1600] is as follows.  

Keccak-f[b] (A) { 

 forall i in 0…nr-1 

A = Round[b] (A, RC[i]) 

return A 

} 
 

Round[b] (A, RC) { 
 

 θ step 

C[x] = A[x, 0] xor A[x, 1] xor A[x, 2] xor A[x, 3] xor A[x, 4],                  

forall x in 0…4 

D[x] = C[x-1] xor rot(C[x+1], 1),                                                            

forall x in 0…4 

A[x, y] = A[x, y] xor D[x],                                                                       

forall (x, y) in (0…4, 0…4) 
 

ρ and π steps 

B[y, 2*x+3*y] = rot (A[x, y], r[x, y]),                                                         

forall (x, y) in (0…4, 0…4) 
 

χ step 

A[x, y] = B[x, y] xor ((not B[x+1, y]) and B[x+2, y]),                                

forall (x, y) in (0…4, 0…4) 
 

ι step 

A [0, 0] = A [0, 0] xor RC 
 

return A 

} 
All the operations on the indices are done modulo 5. 

A denotes the complete permutation state array, and A[x, 
y] denotes a particular lane in that state. B[x, y], C[x], D[x] are 
intermediate variables.  

The constants r[x, y] are the rotation offsets, 
while RC[i] are the round constants. rot (W, r) is the usual 
bitwise cyclic shift operation, moving bit at position i into 
position i+r (modulo the lane size).  

A Keccak- f round consists of a sequence of invertible steps 
each operating on the state, organized as an array of 5 X 5 

lanes, each of length w    {1,2 4, 8, 16, 32, 64} (b = 25w). 
Therefore b {25, 50, 100, 200, 400, 800, 1600}. When 
implemented on a 64-bit processor, a lane of Keccak- f [1600] 
can be represented as a 64-bitCPU word. Here not denotes the 
bitwise exclusive OR, NOT the bitwise complement and AND 
the bitwise AND operation. 

We obtain the Keccak[r, c] sponge function, with 
parameters capacity, c and bit-rate, r if we apply the sponge 
construction to Keccak - f [r + c] and perform specific padding 
on the message input.  

In the pseudo-code below, S denotes the state as an array of 
lanes. The padded message P is organised as an array of 
blocks Pi, themselves organized as arrays of lanes. 
The || operator denotes the usual byte string concatenation. 

Keccak[r,c](M) { 

 Initialization and Padding 

    S[x, y] =0,                                                        

forall (x, y) in (0…4, 0…4) 

    P = M || 0x01 || 0x00 || … || 0x00 

    P = P xor (0x00 || … || 0x00 || 0x80) 

Absorbing Phase 

    forall block Pi in P 

      S[x, y] = S[x, y] xor Pi[x+5*y],                             

forall (x, y) such that x+5*y < r/w 

      S = Keccak-f[r+c](S) 

 Squeezing Phase 

    Z = empty string 

    while output is requested 

      Z = Z || S[x, y],                                                      

forall (x, y) such that x+5*y < r/w 

      S = Keccak-f[r+c](S) 

Return Z 

} 

VI. EXPERIMENTAL SETUP 

This section describes the inputs, outputs, experimental 
results and graphical analysis after implementation of Keccak-f 
[1600] under the laboratory experimental setup of University. 
All the experiments are performed on the following hardware 
and software platform and the experimental results are 
recorded with the best possible precision and accuracy under 
the laboratory experimental setup. 

1) Hardware Configuration: 

 Intel® Core(TM)2 Quad CPU  

Q8400 @2.66GHz, 2.65GHz 

3.25GB RAM 

Physical Address Extension 

2) Operating System: 
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 Fedora release 11(Leonidas) 

3) Software Configuration: 

 Language used is C  

 Compiler: gcc (GCC) 4.4.0 20090506(Red Hat 4.4.0-4) 

Our chief objective is to analyze the performance of 
Keccak-f [1600] with respect to the time required to compute 
digests of various sizes and the disk space required by the 
output files of different. 

 
Fig. 10. Time Taken to Compute Digest Vs. Size of Output File Plot for 

Digest of Size = 224bits 

 
Fig. 11. Time Taken to Compute Digest Vs. Size of Output File Plot for 

Digest of Size =  256bits 

 
Fig. 12. Time Taken to Compute Digest Vs. Size of Output File Plot for 

Digest of Size =  512 bits 

 
Fig. 13. Time Taken to Compute Digest Vs. Size of Output File Plot for 

Digest of Size =  384bits 

TABLE I.  TIME AND SIZE OF OUTPUT 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 14. Size of Output File Vs. Input Message Length Plot for Digest of 

Size =  224bits 
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Fig. 15. Size of Output File Vs. Input Message Length Plot for Digest of 

Size =  256bits 

 
Fig. 16. Size of Output File Vs. Input Message Length Plot for Digest of 

Size = 384bits 

 
Fig. 17. Size of Output File Vs. Input Message Length Plot for Digest of 

Size = 512bits 

 

 

TABLE II.  INPUT MESSAGE LENGTH AND SIZE OF OUTPUT 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 
 

 

 

 
 

 

Fig. 18. Time Taken to Compute Digest Vs. Input Message Length Plot for 

Digest of Size = 512bits 

TABLE III.  TIME AND MESSAGE LENGTH 

Sr. 

No. 

Length of Input 

Message(in bits) 
Time to Compute Digest(in s) 

1 100 0.009 

2 200 0.011 

3 400 0.013 

4 800 0.023 

5 1600 0.023 

VII. CONCLUSION AND DISCUSSION 

It is evident from Fig.10 to Fig. 13, time taken to compute 
digests of 4 different sizes i.e. 224bits, 256bits, 384bits and 
512bits are approximately constant. Initially it rises almost 
linearly and after a certain point of time it remains constant. 
This points out a stable behavior of Keccak-f[1600] that almost 
same time needed to compute digests of different sizes and for 
large file sizes it is constant.  

Thus it will show satisfactory performance for applications 
that need to compute digests for input of large sizes.  

  

0

100

200

300

400

500

600

700

100 200 400 800 1600

Message Length (in bits) 

Digest 
Length 
= 256 
bits 

Size of Output File Vs. Input Message Length 

 

0

100

200

300

400

500

600

700

100 200 400 800 1600

Size of Output File Vs. Input Message 
Length 

Message Length (in bits) 

Digest 
Length 
= 384 
bits 

0

100

200

300

400

500

600

700

800

100 200 400 800 1600

Size of Output File Vs. Input Message 
Length 

Message Length (in bits) 

Digest 
Length 
= 512 
bits 

Length of 

Input 

Message(in 

bits) 

Size of Output File for different Digest 

Lengths(in bytes) 

Digest 

Length = 

224 bits 

Digest 

Length = 

256 bits 

Digest 

Length 

= 384 

bits 

Digest 

Length = 

512 bits 

100 246 254 286 318 

200 270 278 310 342 

400 320 328 360 392 

800 420 428 460 492 

1600 621 629 661 693 

0

0.005

0.01

0.015

0.02

0.025

0 200 400 600 800 1000 1200 1400 1600 1800

Time Vs. Message Length Plot

Length of Input Message (in bits)



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 4, No. 8, 2013 

241 | P a g e  

www.ijacsa.thesai.org 

Fig.14 to Fig. 17 depicts how the size of output file grows 
with an increase in the length of the input message. This 
observation focuses on the secondary storage requirement of 
Keccak-f[1600]. Keccak-f[1600] shows similar graphs for 
digests of 4 different lengths i.e. 224bits, 256bits, 384bits and 
512bits. This shows that Keccak-f[1600] can be conveniently 
used in devices with limited memory capability like mobile 
devices. 

Fig. 18 shows the time Keccak-f[1600] takes to compute 
digest of all 4 sizes for different input message lengths. 
Interestingly for larger input sizes 800 bits and above, the time 
taken is constant 0.023 s. Thus unlike most other hash 
functions, the behavior of Keccak-f[1600] is extremely stable 
and constant for larger input sizes. 

As a Sponge Function, Keccak has an arbitrary output 
length which makes it strikingly different from other well-
known Hash Functions which has fixed output length. Keccak 
does not follow iterated hash function structures like its 
contemporaries MD5, MD6 etc. The instance of Keccak 
proposed for SHA-3, Keccak-f[1600] make use of a single 
permutation for all security strengths and this cuts down the 
implementation cost. Hence Keccak is a robust, flexible, 
efficient hash algorithm which has a promising future ahead. 

VIII. FUTURE WORK 

Keccak-f[1600] can be natively used for hashing, MAC 
Computation etc. catering to both the needs of fixed-length 
output and variable length output. In addition it can also be 
used for symmetric key encryption and random number 
generation. The arbitrary output length of Keccak makes it 
suitable for tree hashing. Tree hashing has the power to exploit 
the advantages of parallel processing for substantially large 
inputs. This makes Keccak one of most suitable candidate for 
multi-core processor architecture. 
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Abstract—Software Ecosystem (SECO) is a new and rapidly 

evolving phenomenon in the field of software engineering. It is an 

approach through which many variables can resolve complex 

relationships among companies in the software industry. SECOs 

are gaining importance with the advent of the Google Android, 

Apple iOS, Microsoft and Salesforce.com ecosystems. It is a co-

innovation approach by developers, software organisations, and 

third parties that share common interest in the development of 

the software technology. There are limited researches that have 

been done on SECOs hence researchers and practitioners are still 
eager to elucidate this concept. 

A systematic study was undertaken to present a review of 

software ecosystems to address the features, benefits and 
challenges of SECOs. 

This paper showed that open source development model and 

innovative process development were key features of SECOs and 

the main challenges of SECOs were security, evolution 

management and infrastructure tools for fostering interaction. 

Finally SECOs fostered co-innovation, increased attractiveness 
for new players and decreased costs 

Keywords—Software ecosystem; Open source; closed system 

I. INTRODUCTION 

The notion of ecosystems originates from ecology. One 
definition in Wikipedia defines an ecosystem as a natural unit 
consisting of all plants, animals and micro-organisms (biotic 
factors) in an area functioning together with all of the non-
living physical (abiotic factors) of the environment. 

Although the above is an excellent definition, it is less 
suitable here and therefore we start from the notion of human 
ecosystems.  A human ecosystem consists of actors, the 
connections between the actors, the activities by these actors 
and the transactions along these connections concerning 
physical or non-physical factors.  

Software ecosystems (SECO) refer to the set of businesses 
and their interrelationships in a common software product or 
service market [9]. A Software Ecosystem consists of the set 
of software solutions that enable, support and automate the 
activities and transactions by the actors in the associated social 
or business ecosystem and the organizations that provide these 
solutions [1].  

This is an emergent field inspired in concepts from and 
business and biological ecosystems [14]. 

Well known examples of communities that may be seen as 
software ecosystems are Apples iPhone, Microsoft, Google 
Android, Symbian, Ruby and Eclipse. 

Ecosystem concept may refer to a wide range of 
configurations. Yet, they all involve two fundamental 
concepts:  a network of organisations or actors, and a common 
interest in the development and use of a central software 
technology. 

The software industry is constantly evolving and is 
currently undergoing rapid changes. Not only are products and 
technologies evolving quickly, many innovative companies 
are experimenting with new business models, leading 
occasionally to fundamental shifts in entire industry structures 
and how firms and customers interrelate[17]. Recently, many 
companies have adopted the strategy of using a platform to 
attract a mass following of software developers as well as end-
users, building entire “software ecosystems” (SECOs) around 
themselves, even as the business world and the research 
community are still attempting to get a better understanding of 
the phenomenon. 

This paper explores the main terms under consideration 
which are the meaning of SECO, identify the main features of 
Software Ecosystems (SECOs) and finally establish the 
benefits and challenges of SECOs 

II. WHAT IS THE PROBLEM 

In the past few decades, we have witnessed different types 
of software development methodologies ranging from 
waterfall, spiral, component, chaos, rapid application 
development, rational unified process to agile models 
respectively. Almost all the models mentioned encourage 
development of software product entirely on the organisation 
concerned. 

The emergent of Software Ecosystem (SECO) 
development paradigm has brought about co-innovation as a 
result of different players, however research communities and 
practitioners are still grasping to understand this concept. 
Hence this work is aim to expose what is known about 
software ecosystems (SECOs). 

III. OBJECTIVES OF THE STUDY 

The goal of the study is to carry out a systematic study of 
software ecosystems in order to present a wider view of what 
is currently known about software ecosystems  

The specific objectives are to: 
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a) Identify the main features of Software Ecosystems 

(SECOs). 

b) Establish the benefits and challenges of SECOs 

IV. SCOPE OF THE STUDY 

It is not easy to study existing Software Ecosystems 
(SECOs) due to the fact that many SECOs are closed 
communities and it is hard to get access to information. 
Therefore, we adopted free open software ecosystems as our 
subject of studies. 

V. SIGNIFICANT OF THE STUDY 

The significance of the study is to create awareness about 
the emergent fields of software ecosystems for research 
communities and practitioners and to establish research 
direction for software ecosystems. 

VI. REVIEW OF RELATED RESEARCH  

Bosch [1] proposed a Software Ecosystem (SECO) 
taxonomy that identifies nine potential classes of the central 
software technology as shown in Table1 below, according to 
classification within two broad dimensions. The first one is the 
category dimension, which ranges from operating systems to 
applications, and to end-user programming. The second one is 
the platform dimension, ranging from desktop to web, and to 
mobile. 

TABLE I. SOFTWARE ECOSYSTEM TAXONOMY 

end-user 

programming 

MS Excel, 

Mathematical,VH

DL 

Yahoo!Pipes, 

Microsoft PopFly, 

Google’s mashup 

editor 

none so far 

Application MS Office SalesForce, eBay, 

Amazon, Ning 

none so far 

operating 

system 

MS Windows, 

Linux, Apple OS 

X 

Google AppEngine, 

Yahoo developer, 

Coghead, Bungee 

Labs 

Nokia s60, 

Palm, 

Android, 

iPhone 

category 

               

platform 

Desktop Web Mobile 

 

In Software Engineering (SE) community, studies of 
SECOs were motivated by the software product lines (SPLs) 
approach aiming at allowing external developers to contribute 
to hitherto closed platforms [1]. 

[4], opined that a potential benefit of being a member of a 
software ecosystem is the opportunity to exploit open 
innovation an approach derived from open source software 
(OSS) processes where actors openly collaborate to achieve 
local and global benefits. External actors and the effort they 
put into the ecosystem may result in innovations being 
beneficial not only to themselves (and their customers) but 
also to the keystone organisation, as this may be a very 

efficient way of extending and improving the central software 
technology as well as increasing the number of users. 

According to [8] closer relationships between the 
organisations in an ecosystem may enable and improve active 
engagement of various stakeholders in the development of the 
central software technology. 

When explaining the concept of software ecosystems it is 
also necessary to address how software ecosystems relate to 
the development of open source software [6]. There are clear 
similarities between these two concepts, but also several 
differences, which justify the definition of software 
ecosystems as a unique concept. The main difference between 
these two relates to the underlying business model. [3], 
explain the open-source business model as follows: “The 
basic premise of an open-source approach is that by “giving 
away” part of the Company’s intellectual property, you 
receive the benefits of access to a much larger Market. These 
users then become the source of additions and enhancements 
to the product to increase its value, and become the target for 
a range of revenue-generating products and services 
associated with the product.” 

Whereas in a closed software ecosystem the intellectual 
property (the code) is not shared in any way. 

However, different research directions indicated by 
literature and industrial cases re-enforce a lot of important 
perspectives to be explored, such as architecture, social 
networks, modelling, business, mobile platforms and 
organizational-based management [9]. Besides, SECOs 
involve a multidisciplinary perspective, including Sociology, 
Communication, Economy, Business and Law. These studies 
are also motivated by the software vendors’ routine since they 
no longer function as independent units that can deliver 
separate products, but have become dependent on   other 
software vendors for vital software components and 
infrastructures such as operating systems, libraries, 
component stores, and platforms [2]. 

VII. ARCHITECTURE OF MAJOR SOFTWARE ECOSYSTEMS 

(SECOS) 

1) Symbian Software Ecosystem 

In this ecosystem as shown in figure 1, the different 
categories of licenses and partner relationships included are as 
shown:  

 

Fig. 1. Symbian Ecosystem [16]  
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Symbian described its network of customers and 
complementors as an “ecosystem”,  

In the Symbian ecosystem, the different categories of 
licenses and partner relationships included are: 

 System integrators or “licensees” (handset 
manufacturers) that integrated externally sourced 
software and internally developed hardware to create 
new devices (i.e. handsets) for sale to end users. 

 CPU vendors worked to ensure Symbian OS 
compatibility with their latest processors. 

 User Interface companies.  

  Other software developers sometimes referred to as 
independent software vendors (ISVs) including 
developers of user applications and also middleware 
components such as databases. 

 Network Operators, which in most countries were the 
dominant distribution channel for phones, and also 
decided what software components were preloaded on 
phones. 

 Enterprise software developers, for cases where a 
company developed Symbian compatible software for 
its employees that use Symbian phones. 

In many cases, members of Symbian’s ecosystem were 
also members of competing mobile phone ecosystems, such as 
those surrounding the Palm OS, Windows Mobile, and later 
Linux based platforms such as the LiMo Foundation and 
Google’s Open Handset Alliance (Android). 

2) Microsoft Software Ecosystem (SECO) 

Microsoft ecosystem consists of the following 
components: Device manufacturers, Independent Software 
Vendors (ISVs), Value Added Resellers (VARs), Office 
Equipment Dealers and Systems Integrators (SI) as shown in 
(Figure 2), and can all benefit from working together. But 
rarely do the ecosystem pieces remain static. New software 
applications are consistently being rolled out. And the VARs, 
dealers and SIs that sell and support these systems change 
with them. 

 

Fig. 2. Microsoft Software Ecosystem [7] 

Microsoft sit at the centre of ecosystem. Ecosystems are an 
essential ingredient in delivering customer-focused solutions. 
And they help drive standards. And, they present revenue 
opportunities for all the partners involved. It’s no wonder that 
Microsoft spends so much money on building their ecosystem 

The Microsoft ecosystem of applications, partners, and 
highly skilled IT resources provides customers with the best 
choice. 

3) iPhone Software Ecosystem 

The iPhone ecosystem which is one of the Apple’s three 
sub-ecosystems consists of the following components 

 Developers and Designers 

 Distribution 

 Devices 

 Users 

 Internet 

 Services and Advertisers 

iPhone components are shown in figure3 below.  

Fig. 3. iPhone components 

Developers designs and implement complex interfaces 
smoothly and efficiently on limited hardware. C++ and  

Objective-C are the primary languages used. Apple has 
historically put very little effort into supporting developers 
and designers, but has stepped up efforts for the iPhone 
platform. Designers are crucial to the success of iPhone 
applications. Developers simply utilise various technologies 
available to give designers what they want and need to build 
excellent interfaces. 

4) Ruby Software Ecosystem  

Ruby is a dynamic, open source programming language 
with a focus on simplicity and productivity. It has an elegant 
syntax that is natural to read and easy to write. It was created 
by Yukihiru Matsumota in 1995 in Japan. 

The Ruby Software Ecosystem consists mainly of two 
elements i.e. Gems and Developers with possible relationships 
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among them. If a developer has a relationship with a gem, he 
is a developer of that specific gem. 

 

Fig. 4. Ruby Software Ecosystem [11] 

The entire Ruby ecosystem consists of all developers, 
gems and their relationships as shown in figure 4. Some 
corporate high technology initiatives with Ruby are: Sun 
Microsystems, Microsoft, Apple, IBM and SAP. 

5) Google Android Ecosystem 

Android is a comprehensive open source platform 
designed for mobile devices. It is championed by Google and 
owned by Open Handset Alliance. The open Handset Alliance 
prominent members include: T-Mobile, Motorola, Samsung, 
Sonny Ericsson, Toshiba, Vodafone, Google, Intel, and Texas 
instrument. This list has grown multi fold with over 80 in 
number [5]. 

Android is revolutionizing the mobile space. It is a truly 
open platform that separates the hardware from the software 
that runs on it. This allows for a much larger number of 
devices to run the same applications and creates a much richer 
ecosystem for developers and consumers. 

One way in which Android is quite different from other 
platforms is the distribution of its applications. On most other 
platforms, such as iPhone, a single vendor holds a monopoly 
over the distribution of applications. On Android, there are 
many different stores, or markets. Each market has its own set 
of policies with respect to what is allowed, how the revenue is 
split, and so on. As such, Android is much more of a free 
market space in which vendors compete for business. The 
figure 5 below summarised android software stack. 

 

Fig. 5. Android Software Stack [13] 

6) Eclipse Ecosystem 

Eclipse is an open source integrated development 
environment (IDE) for Java. It was originally aimed to provide 
a united platform for different IDE products from IBM. 

The Eclipse project, which began at the end of 1998, has 
an ambition to “eclipse” the leader of the IDE market. Within 
few years, Eclipse has evolved from Java IDE (version 1.0) to 
a universal tooling platform (version 2.0), and finally evolves 
to an application framework for building rich client 
application (version 3.0). Commercial software development 
tools such as IBM Rational tool, web sphere studio, and 
Borland JBuilder have been developed based on Eclipse. 

Eclipse is currently managed by the Eclipse foundation 
with over 100 members including HP, IBM, Nokia, INTEL 
and Borland. The biggest challenge for the foundation is to 
cope with its rapid growth from its community. 

Eclipse ecosystem Architecture 

The functional building blocks of the Eclipse IDE are 
illustrated in Figure 6 below. The entire platform is open 
source and royalty-free for other open source or commercial 
products that add new building blocks. 

 

Fig. 6. Eclipse ecosystem Architecture [12] 

A. Components of the Eclipse ecosystem Architecture 

1. C/C++ Development Tools (CDT) 
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The C/C++ Development Tools (CDT) project is creating 
a fully functional C and C++ IDE for the Eclipse platform.  

2. Plug-in Development Environment 

The Plug-in Development Environment (PDE) supplies 
tools that automate the creation, manipulation, debugging, and 
deploying of plug-ins.  

3. Java Development Tools 

Java Development Tools (JDT) are the only programming 
language plug-ins included with the Eclipse SDK. However, 
other language tools are available or under development by 
Eclipse subprojects and plug-in contributors 

4. Eclipse Runtime Platform 

The core runtime platform provides the most basic level of 
services such as Loading plug-ins and managing a registry of 

available plug-ins, managing resources, update and help 
facility.  

5. Integrated Development Environment 

The Eclipse IDE provides a common user experience 
across multi-language and multi-role development activities.  

6. Web Tools Platform 

The mission of the Web Tools Platform (WTP) project is 
to provide a generic, extensible, and standards-based tool 
platform that builds on the Eclipse platform and other core 
Eclipse technologies.  

7. Rich Client Platform 

The Eclipse Rich Client Platform (RCP) is a set of plug-ins 
needed to build a rich client application. 

The eclipse consortium is currently hosting eight top level 
projects and over thirty sub-level open source projects. There 
are also countless number of commercial and open source 
Eclipse related products, plug-ins, and distributions available 
from the internet. This virtual ecosystem takes care of 
software development, application life cycle, data 
management, and business operations  

VIII. OPEN SOURCE SOFTWARE (OSS) AND CLOSED 

ECOSYSTEMS - SIMILARITIES AND DIFFERENCES 

TABLE II. THE SIMILARITIES AND DIFFERENCES BETWEEN OPEN 

SOURCE SOFTWARE AND CLOSED SYSTEMS 

Similarities 

A shared interest in the development, evolution, and use of a software 

product 

Independent actors collaborate and contribute to development 

Open innovation 

New business models as compared to traditional licensed software 

 

Differences 

OSS Closed ecosystems 

Open source code. Closed source code. 

Ownership is shared. Ownership and control lies with 

the 

keystone organisation. 

Free use (with options for paying 

for 

specializations and related 

services) 

Pay for use. 

Extensibility through open source 

code. 

Extensibility through controlled 

interfaces 

 

IX. FEATURES OF SOFTWARE ECOSYSTEMS 

The main features of SECOs are as follows. 

1) They Inherits characteristics of natural 

ecosystems like mutualism, commensalism, symbiosis 

and so on 

2) SECOs have architectural concepts like 

interface stability, evolution management, security 

and reliability 

3) It is an to open source development model 

4) They can  be used to negotiate requirements 

for aligning needs with solutions, components, and 

portfolios   

5) SECOs have capability for process 

innovation. 

X. BENEFITS OF SOFTWARE ECOSYSTEMS 

1) Fosters the success of software co-evolution and 

innovation inside the organization involved  and increases 

attractiveness for new players 

2) Decreases costs involved in software development 

and distribution 

3) Help analyse and understand software architecture 

4) Supports cooperation and knowledge sharing among 

multiple and independent software vendors 

5) Enables better analysis of requirements and 

communication among stakeholders 

6) Help to overcome the challenges during design and 

maintenance of distributed applications 

7) Provides help to the tasks of business identification, 

product architecture design and risk identification 

8) Provides information for the product line manager 

regarding software dependencies 

XI. CHALLENGES OF SOFTWARE ECOSYSTEMS 

1) Establishing relationships between ecosystem actors 

and proposing an adequate representation of people and their 

knowledge in the ecosystem modelling. 

2) Several key architectural challenges such as: platform 

interface stability, evolution, management, security, reliability. 

3) Heterogeneity of software licenses and systems 

evolution in an ecosystem and how organizations must 

manage these issues in order to decrease risks of dependence. 

4) Companies have difficulty at establishing a set of 

resources in order to differentiate from competitors. 
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5) Technical and socio-organizational barriers for 

coordination and communication of requirements in 

geographically distributed projects. 

6) Insufficient infrastructures and tools for fostering 

social interaction, decision-making and development across 

organizations involved in both open source and proprietary 

ecosystems. 

XII. CONTRIBUTIONS 

This paper contributes to the field of software ecosystems 
by providing  

1) A necessary foundation for understanding how 

Software Ecosystems are composed and further aids 

understanding of this new and expanding area of software 

development. 

2) A number of open research questions and 

challenges which should enable scholars interested in 

SECOs to swiftly gain an overview of this research area 

XIII. FUTURE DIRECTIONS FOR SOFTWARE ECOSYSTEMS 

As with most novel approaches, this paper on SECO has 
opened up possibilities for new and exciting future directions. 
This following area should be investigated as future research 
directions/challenges for SECOs. 

1) In Open source ecosystems.  

a) How can quality be measured per developer? 

b) How can relationships be formed between 

developers? 

c) How can conflicts be resolved in open source 

ecosystems? 

d) How can application program interfaces (APIs) to 

third-party components be used.  

2) Governance.  

a) What are the best strategies for survival in an 

ecosystem?  

b) How can organisations involved achieve and 

maintain a healthy position in a SECO? 

3) Analysis 

a) How can an ecosystem be analysed.  

b) Is it possible to create models, visualizations, and 

large data sets for analysis?  

4) Openness 

Every software platform at the centre of an ecosystem has 
to have some degree of openness. The main research question 
here is  

How can openness in software affects and influences the 
success of a business, where there appears to be a real trade-
off between the height of entry barriers and number of third 
parties willing to participate in the ecosystem.  

5) Quality 

a) How can ecosystems deliver the highest quality 

experience to customers in the ecosystem?     

b) What are measures that participants can take to 

increase quality? 

XIV. CONCLUSION 

This paper provides a review of SECOs and confirmed that 
it is an emergent field that has been mainly inspired by studies 
from business and natural ecosystems. We highlighted that 
SECOs field needs more industrial studies to increase its body 
of evidence. Also, given the current state of research and 
practice in SECOs, we envisaged the need to conduct 
integrative studies among research communities and industry. 

Finally the paper proposes a number of open research 
questions and challenges to enable scholars interested in 
SECOs to swiftly gain an overview of the research area and to 
help them in their own research endeavours. 
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Abstract—The quasi-orthogonal space time block coding 

(QO-STBC) over orthogonal frequency division multiplexing 

(OFDM) is investigated. Traditionally, QO-STBC does not 

achieve full diversity since the detection matrix of QO-STBC 

scheme is not a diagonal matrix. In STBC, the decoding matrix is 

a diagonal matrix which enables linear decoding whereas the 

decoding matrix in traditional QO-STBC does not enable linear 

decoding. In this paper it is shown that there are some interfering 

terms in terms of non-diagonal elements that result from the 

decoding process which limit the linear decoding. As a result, 

interference from the application of the QO-STBC decoding 

matrix depletes the performance of the scheme such that full 

diversity is not attained. A method of eliminating this 

interference in QO-STBC is investigated by nulling the 

interfering terms towards full diversity for an OFDM system. It 

was found that the interference reduction technique permits 

circa 2dB BER performance gain in QO-STBC. The theoretical 

and simulation results are presented, for both traditional QO-

STBC and interference-free QO-STBC applying OFDM.  

Keywords—QO-STBC; STBC; OFDM; Decoding matrix; Null-

Interference; Interference; 

I. INTRODUCTION 

Present days wireless communications systems are in great 
quest for efficient communications. Wi-Fi and terrestrial base 
stations are increasingly deploying the multi-antenna system 
for seamless communications. For instance, the multiple input 
multiple output (MIMO) antenna configuration is useful in 
achieving higher throughput in these wireless communication 
systems. Space Time block coding (STBC) is one of 
interesting methods for deploying this technique. The 
advantage of using, for example, the orthogonal STBC 
(OSTBC) is that it exploits full power transmission for 
orthogonal codes so long as the transmitter diversity order is 
no more than two [1-3]. For more than two transmit diversity, 
it has been shown that full rate power is not possible [4]. 
Meanwhile, it is possible to deploy the STBC technology in 
way that full rate power transmission can be achieved. In such 
case, the codes are rather formed in a special orthogonal way. 
This is usually discussed as the quasi-orthogonal STBC, 
hereinafter QO-STBC. The QO-STBC offers the advantage of 
improved channel capacity and also improved bit error ratio 
(BER) statistics for a multi-antenna transmission [2]. 

In [1, 5, 6], a QO-STBC was introduced. It achieves full 
transmission rate but not full diversity [7]. QO-STBC 
sacrifices both BER measure with increasing SNR and full 
transmission diversity but offers excellent transmission rate. 
The BER curves suggest that the codes outperform the codes 

of orthogonal design only at low SNRs, but worsen at 
increased SNRs [1]. This is due to the fact that the slope of the 
performance curve depends on the diversity order gain. One of 
the major problems that limits the BER performance of the 
QO-STBC system is from the interference incurred in the 
decoding process. If these interferences can be removed, then 
the performance of the QO-STBC scheme will improve 
towards full diversity gain. 

An example of the approach deployed towards achieving 
full diversity by interference reduction has been shown in [2, 
8]. The method involves nulling the interfering terms in the 
resulting decoding process to improve the performance of the 
scheme. Then, it is well known that combining OFDM with 
MIMO thrives towards achieving improved BER and better 
throughput [9]. The OFDM treats frequency selective channel 
as flat fading channel with cyclic prefix (CP) that is at least 
equal to the channel delay spread. This is used to overcome 
inter-symbol interference (ISI). In this study, the channel 
model is limited to a correlated multipath transmission only. 
In such case, the design exploits multipath channel gains due 
to multipath of flat fading transmission or frequency non-
selective channel. The individual path gains for a particular 
transmission branch are assumed to be uniform. 

In this study, the QO-STBC method is studied for three 
and four transmit antennas. Using the interference elimination 
approach, it will be shown that the behaviour of QO-STBC 
can be improved. 

The OFDM system and channel model are discussed in 
Section II and the full transmission rate QO-STBC is 
discussed in Section III. In Section IV, the free interference 
QO-STBC with full diversity while OFDM based QO-STBC 
architecture is presented in Section V. The numerical 
simulation results for QO-STBC OFDM system is discussed 
in Section VI followed by summarized conclusion. 

II. THE OFDM SYSTEM AND CHANNEL MODEL 

OFDM divides wideband into many narrow-bands and 
treat the channel as a flat fading channel. In this section, both 
the OFDM scheme and the channel model are presented. 

A.  Orthogonal Frequency Division Multiplexing (OFDM) 
Technology  

In the baseband of multicarrier system, OFDM 
multiplexing scheme is used to divide a selected wideband 
spectrum into many smaller narrow bands. This is achieved 
using the fast Fourier transform (FFT). Over a frequency 
selective channel, a predefined length of the symbol is used to 
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overcome inter-symbol interference (ISI) for channel impulses 
with long delay. This symbol length, usually called the cyclic 
prefix (CP) is usually longer (or least equal to) the length of 
the worst delay in time. In time domain, an N-point FFT 
OFDM system can be defined as: 
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In Equation 1, N is the number of narrowband sub-

channels, N/1 is a scaling factor with n as the index of the 

prevalent subcarrier. B(k,l) is the kth sub-channel input symbol 
of the lth - constellation mapped using, for instance, QPSK. 
Meanwhile, the number of FFT points adopted in the design of 
any specific OFDM structure provides the number of 
narrowband sub-channels over which the input symbols are 
multiplexed. Since the design of QO-STBC requires at least 4 
constellations, then the QPSK is applied in this study. 
Considering the CP, Equation 1 is modified to include the 
guard length as; 
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Where Ng is the pre-appended cyclic prefix length. This 

CP is used to combat inter-symbol interference (ISI) which is 
caused by multipath delay. 

B. Channel Model 

The channel model of QO-STBC involves NT-transmit and 
NR-receive antennas. The channel is a typical correlated (non-
frequency selective fading) multipath channel with L-
independent propagation paths and the same power-delay 
profile. If hi,k(n) represent the channel impulse response, there 
will be a vector of [hi,k(0) hi,k(1) hi,k(2)…hi,k(L-1)]Ϲ1×L 
independent channel taps corresponding to ith-receive antenna 
and kth-transmit antenna, where Ϲ1×L is a complex vector.  
Each of the taps is generally represented according to [10] 
thus; 
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Where α is the gain, θ = (2πln/N) is the phase and τ the 
path delay corresponding to lth-path. 0 ≤ n ≤ N-1 characterizes 
the independent OFDM frequency subcarriers. The channel 
impulse response of Equation 3 for each path is a zero mean 
complex Gaussian random variable with a normalized 
variance of unity. For QO-STBC, the codewords are 
modulated independently for each transmission branch. For 
instance, if there are four different time slot codewords then 
there must be four independent OFDM modulators, one for 
each. For maximum diversity gains, it is required that number 
of OFDM subcarriers be more than or equal to the number of 
independent delay paths, L [11]. Now, if C is the independent 
codeword resulting in the discrete bj[n]-term after OFDM 
modulation, then the received message will be: 
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Notice that )(nH t
ik is the channel transfer function 

(frequency response) which can be represented as; 
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(5) 

In Equation 4, )(nZk  is the Gaussian noise term of the nth-

OFDM subcarrier at tth OFDM duration. The channel model is 
assumed to be frequency non-selective across all frequencies. 

III. CONVENTIONAL QO-STBC WITH FULL RATE 

The well-known conventional QO-STBC with full 
transmission rate for three antennas or more [1, 6] encode 
matrix columns by dividing them into two orthogonal groups.  
The codes in the columns within each group are not 
orthogonal but the codes from columns of different groups are 
orthogonal. This scheme does not achieve full diversity due to 
some coupling terms between the estimated symbols [8]. The 
coupling terms are the problems that deplete the BER 
performance of the QO-OSTBC scheme. However, using the 
interference mitigation technique reported in [2, 8], improved 
BER performance can be achieved without losing the full rate 
transmission and diversity. Meanwhile, let the conventional 
QO-STBC defined in [6] be expressed as: 
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where Ω represents the traditional Alamouti orthogonal 

space time block codes [4] defined as: 
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Equation 6 constructs a code of P constellations 

transmitted at T time slots. Here, there are 4 constellations and 
4 time slots so that the achieved transmission rate R = 1 (full 
rate) where R = P/T. It must be emphasized that the entries [c1, 
c2, c3, c4] of the matrix C are related to b-terms by the OFDM 
transformation and should not be confused. However, the 
QPSK mapping scheme is applied in this study. 

Following the tradition in [3, 12], the equivalent virtual 
channel matrix following Equation 6 can be defined as: 
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Let there be NR maximum receive antennas and NT 

maximum transmit antennas (It is assumed NT = 4 in this 
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study). Then, the received signal at t time slot and on i-receive 
antenna (1 ≤ i ≤ NR) can be expressed in a simplified form as: 
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αn,l is the path gain of the lth path and Zt,i is the additive 

white Gaussian noise (AWGN) and necessarily a matrix 
(vector) of the form: 
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The path gains are contributed from the impulse responses 

of the channel individually obtained as in Equation 3. Notice 
that hi,k(n) belongs to the entries of the virtual channel matrix, 
Hv of Equation 8. This study is a case of a flat-fading 
transmission with the impulse responses of the channel 
individual path being correlated, hence, 

ZbHr vlt ,  (11) 

 
Equation 11 represents the received symbols at tth -time 

slot on ith – receive antenna of the receiver. Now, let the 
decoding method proceed as: 
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Where D4 is the quasi-orthogonal detection matrix for four 

transmit antennas and H
vH  is the Hermitian equivalent of the 

matrix Hv. This conventional quasi-orthogonal detection 
matrix is defined as:  
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Equation 13 represents the estimate of the codes that are 

inseparable, one from another, and the interference terms also. 
In orthogonal STBC, the detection matrix, D, is always a 
diagonal matrix, and so enables a simple linear decoding [13]. 
This is not possible in QO-STBC since the resulting detection 
matrix (for instance, Equation 13) is not orthogonal and so not 
a diagonal matrix, instead quasi-orthogonal. Therefore the 
simple linear decoding cannot be implemented. Thus, an 
interference free quasi-orthogonal detection matrix must be of 
the form [2, 8]: 
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Where λ is the diagonal of the (4 × 4) I4 matrix. This is the 

sum of the channel power (or the path gains) and represented 

as 4,3,2,1,0,
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n . Also, β represents the 

interfering terms that deplete the full diversity performance 
expected of the 4-transmit antenna elements and is computed 

as: 42314231 hhhhhhhh   . 

Thus, β will degrade the BER performance of the system 
as long as the aforementioned decoding approach is followed. 
This can be improved by using a more complex decoding 
approach such that the better estimate of the transmit symbol 
be obtained [8, 13]. Let the effective estimate of the transmit 
symbols be: 
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is the effective received symbol after channel 
compensation. This symbol contains the interfering terms 
which deplete the BER performance. In the next section, a 
method of eliminating the interference term discussed in [2, 8] 
is discussed. 

IV. FREE-INTERFERENCE QO-STBC WITH FULL 

DIVERSITY 

In this section, the approach for reducing the coupling 
(interfering) terms in the decoding matrix of the traditional 
QO-STBC system is discussed. The code structure adopted 
has been discussed in [8] following the QO-STBC method of 
code construction discussed in [6]. An interference free QO-
STBC system achieves full diversity (see [11]) and the 
decoding matrix  should be of the Equation 15 form [2, 13]. 
Equation 14 can be obtained as in [2, 8] by formulating: 
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This can be obtained as in [2, 8] by formulating: 
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Where V is the eigenvector as: 
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From Equation 16, 
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Where
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Now the resulting virtual channel matrix would be; 
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Following the channel matrix of Equation 17 and the 

tradition in [3, 12], the encoding matrix can be formulated as: 
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By deleting the fourth column of the new matrix, the new 

matrix for a 3x1 QO-STBC can be formed thus; 
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By nulling the fourth antenna elements of the channel 

matrix in Equation 8, then the equivalent channel matrix for 
3×1 can be formed. 
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As it would be expected, the 4 x 1 QO-STBC 
outperforms the 3 x 1QO-STBC as shown in Figure 1. 

Fig 1. Comparison of Traditional QO-STBC and Interference-free QO-

STBC 

It is observed that interference elimination approach 
achieves circa 2dB gain with respect to the traditional QO-
STBC for both 4 × 1 QO-STBC and 3 × 1 QO-STBC. This 
approach is then extended to include the OFDM as discussed 
in the next section. 

V. THE QO-STBC OFDM SYSTEM MODEL 

Combining the QO-STBC scheme and the OFDM system 
presented in Section II, the QO-STBC OFDM architecture is 
represented in Figure 2. The combination of QO-STBC 
scheme with OFDM drives the system towards achieving 
maximum diversity gain since in achieving maximum 
diversity gain, the number of subcarriers, N, must be larger 
than or equal to the number of independent delay paths, L, 
[11].  

 
Fig 2. Design Architecture for QO-STBC OFDM System  

This architecture is shown for a QPSK system with b(n) as 
the resulting QPSK mapped symbols in the transmitter. Its 
encoding is according to the descriptions of the QO-STBC 
above. According to the number of the required transmit 
antennas, the output QO-STBC coded symbols C0, …, Ck-2, 
Ck-1 (where k is the maximum number of transmit antennas) 
are individually modulated by the OFDM modulation scheme. 
After traversing the channel the OFDM symbols are received 
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as 120 ,,,  kk rrr   corresponding to each transmission 

branch. Then, the estimates are demodulated by the OFDM of 
each transmission branch to obtain the estimates of the QO-

STBC encoded symbols, 120 ˆ,ˆ,,ˆ  kk ccc  , for onward QO-

STBC decoding. These estimates of the OFDM modulated 
symbols are obtained by performing an N-point inverse 
Fourier transform (IFFT) and removing the CP. After 

decoding, an estimate of the transmitted symbol, )(ˆ nb , is 

obtained. This is fed to the QPSK de-mapping block and then 
for error computation.  

VI. NUMERICAL SIMULATION RESULTS AND DISCUSSION 

In the simulation, the symbols are constructed according to 
the codes. The codes provide, for three transmit antenna 
system, three time slots. So, the QO-STBC OFDM system 
symbols will be quasi-static for three slots. Also, for four time 
slots where no column of the encoding matrix is eliminated, 
then the QO-STBC OFDM symbols will be quasi-static for 
four time slots. The OFDM was designed with a CP length of 
25%. Recall that one of the major advantages of OFDM 
system is that it converts a frequency selective transmission 
channel to a non-frequency selective channel such that 
correlation difference of one channel impulse response to 
another is highly negligible. In addition to this advantage, this 
study investigated a scenario where the channel is necessarily 
correlated. This condition is described for a frequency non-
selective transmission. Thus, the flat fading channel has the 
characteristics that the channel coefficients are strictly 
uniform for each transmission branch. The results in Figure 3 
are identical in behaviour to the results earlier reported in 
Figure 1. It is shown that for all cases the QPSK QO-STBC 
interference-free OFDM systems outperformed the traditional 
QPSK QO-STBC OFDM systems. Notice that the interference 
free method is designated in Figure 3 after the name of the 
proposer, Dama et al. 

 
Fig 3. Comparison of Simulated results of interference QO-STBC OFDM 

system with traditional QO-STBC OFDM system 

It is necessary to emphasize that the OFDM is 
characterized with better performance than the theoretical 
result. In QO-STBC OFDM, diversity advantage improves 
with the number of subcarrier. Also, the presence of cyclic 

prefix provides a phenomenon that reduces the irreducible 
error that is not possible in the traditional systems. In that 
sense, the inter-symbol interference are well overcome. 

VII. CONCLUSION 

QO-STBC scheme that improve the performance of multi 
antenna system using diversity over OFDM system has been 
presented. Traditional QO-STBC systems achieve only full 
transmission rate but not full diversity. The full diversity 
limitation has been shown to be consequent on the interfering 
terms incurred during decoding. These interfering terms exist 
as off-diagonal elements in the decoding matrix, which when 
there is no interference the matrix is a diagonal matrix and so 
permit linear decoding. An interference elimination technique 
was used in the case of a QO-STBC OFDM system to 
improve the performance of the QO-STBC scheme over an 
OFDM system. The decoding matrix of the QO-STBC is 
constructed for a free-interference decoding which improves 
the system performance. It was observed that the scheme 
achieved about 2dB gain both in theory and when OFDM 
system was applied during simulation. Consequently, the 
interference elimination method must be considered in the 
deployment of QO-STBC for multi antenna transmission in 
OFDM systems. 
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Abstract—Software development industry identifies that 

human-based give a significant problem in Requirement 

Engineering. To that reason, education gives a substantial impact 

in delivering a skill worker and should be a medium to reduce 

the problem. Survey question was distributed among ICT for this 

pilot study to the organization of MSC status in Malaysia for 

pilot study. 15.53% (N = 32) respondent successfully return their 

respond back. The result shows that only 27 person is analyzed 

regarding to misfit data provided by Rasch Measurement Model. 

The unidimensionality, person-item map and misfit data are 

discussed. Research objective to identify the undergraduate 

problem in Requirement Engineering education is achieved. 

Future work will be discussed on further analysis on actual 

survey to improve employability skill among software 
engineering undergraduate students. 

Keywords—Higher Learning Education; Requirement 

Engineering; Education; Rasch Measurement Model; 

Employability Skill; Undergraduate Problem; Rasch Analysis; 

Unidimensionality;  Human-based Problem. 

I. INTRODUCTION 

Requirement Engineering is a fundamental process to meet 
stakeholder’s needs in software development project. Failure 
in meeting stakeholder satisfaction will contribute to delay 
software development project, waste of time, energy, 
resources and poor quality [22]. The argument of this matter 
was widely discussed relying on the industry perspective. 
Industry was spent lots of money in research and development 
to identify the problem occurs in establishing a strong rapport 
within stakeholder. 

Human-based give a weighty problem to the Requirement 
engineering. The classification of requirements problems 
include 1) lack of customer, user and developer 2) lack of 
communication 3) lack of training 4) lack of define 
responsibility 5) unstable workforce (low staff retention) 6) 
inappropriate skills 7) poor time and resource allocations [22]. 

To that reason, education should be a medium to reduce 
the human-based problem.  

II. BACKGROUND 

Requirement engineering education can be a weapon to 
sharpen the human-based skill particularly. Five evidence 
shows that Prophet Muhammad S.A.W. is an educator that 

takes into account individual differences in delivering 
teaching that consist of [1]: 1) provide appropriate advice in 
accordance with the difference that each seeking some advice 
2) give a different answer to the same question that tailored to 
the individual who asked 3) behave and be different 
accordingly to the suitability of the mix therewith 4) deliver 
and legal adapted to the ability for the person to receive it and 
5) implement and receive behavior but a person nor receive 
from someone else because of the different situations. 

Each Higher Learning Education (HLE) has set objectives 
differently. Towards CGPA or student result, it goes the same 
meaning for all HLE. Cumulative Grade Point Average or 
CGPA is used widely in a developing country. Many people 
assuming that the highest CGPA student will have the highest 
performance to show their competency [9, 10, 11].  

However, the validity of Cumulative Grade Point Average 
(CGPA) is purely the mean of raw scores, lack precision and 
linearity [8] to meet criteria for measure human-based skill 
should be revised back. The objective of this paper is to 
identify the problem in the current Requirement Engineering 
education practice using Rasch Measurement Model. 

Figure 1 depicts the current practice process in Higher 
Learning Education (HLE) that give an input to the current 
problem arose in HLE. This practice will further analyze in 
Figure 7. 

III. METHODOLOGY 

The survey was administered randomly from 2201 ICT 
Malaysia Status Company (MSC) that registered under 
Multimedia Development Corporation (MDeC). The 
companies categorized from Shared Service Outsourcing, 
InfoTech, Creative Multimedia and IHL & Incubator industry 
[MDEC, 2012]. Klang Valley is chosen as a location for this 
pilot study because of an easy accessible respondent and 
majority MSC organization is located at Klang Valley.  

The main objective of this pilot study is to identify the 
correctness of the questionnaire. Somehow, the questionnaire 
is expected to give a similar meaning (consistency) to all 
respondent. If not, some of the questionnaire will be rephrased 
or removed based on the analysis after data collection in this 
pilot study. To that reason, consistency in response will be 
analyzed. In addition, pilot test is used to know an expected 
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outcome based on difficult and easy task respond from the 
respondent. 

All observations begin as counts. But raw counts are only 
indications of a possible measure. Raw counts cannot be the 
measures sought because in their raw state, they have little 
inferential value. To develop metric meaning, the counts must 
be incorporated into a stochastic process which constructs 
inferential stability. 

Motivation
General Learning 

Activities
Assessment

Current Practice In Requirement 

Engineering Education

Lecturer

Presentation

Exercise

Case study

Assignment

Quiz

Self

Team Member

Final Exam

Project

Pre-REE

Post-REE

In-Progress REE

 
Fig. 1. Process of Current Practice in HLE 

Thus, in order to construct inference from observation, the 
measurement model must: (a) produce linear measures, (b) 
overcome missing data, (c) give estimates of precision, (d) 
have devices for detecting misfit, and (e) the parameters of the 
object being measured and of the measurement instrument 
must be separable. Only the Rasch measurement models solve 
these problems. Rasch provide empirical evidence.  

IV. VALIDITY OF INSTRUMENT 

The questionnaire is revision based on the Cognitive 
Domain [4], Bloom’s Revised Taxanomy [17] for 
undergraduate practice [10].  Content [7,12], construct [3] and 
predictive [13] validity is crucial in getting the sufficient result 
of the study. Survey questionnaire in this research used two 
types of scale. First, the dichotomous scale [18] that comprise 
of 1 – 2 scale for ‘Yes’ and ‘No’. The scale is based on 
management style of decision making. Second, Likert [23] 
scale (1 – 2 – 3 – 4 – 5) used for descriptive response 
categories (never - rarely - sometime - often - always) as a 
means of partitioning the underlying latent quantitative 
continuum into successively increasing (or decreasing) 
amounts of the variable [2].  

It leads wrong contextualize the result if we only using 
ordinal data to achieve the sufficient result. As a solution, a 
reliable instrument is needed. Rasch shows differently. Rasch 
transform an ordinal data which is qualitative data into ratio 
data. Rasch Analysis is deployed vigorously. It used to 
achieve an effective instrument construct of precision.  Rasch 

able to sieve the instrument clean from any item misfit hence 
potential data defects [19, 20]. 

V. RASCH MEASUREMENT MODEL 

Rasch Model is used to analyze data. Application of the 
Rasch model through software such as Winstep [14] and other 
Rasch software provide estimates of person and threshold 
locations on the latent variable scale. The software also yields 
indices of item and person fit to show that the requirement of 
unidimensionality is met.  

Rasch answer on how to have the right measurement with 
valid instrument. Instrument is extremely crucial if involve 
human life. Based on Linacre (2011), things would change 
appreciably when you want a thermometer fit for an open 
heart surgery. Certainly we will need a more precise 
measurement instrument. Life is at stake, so it is necessary to 
have the correct instrument in place. Cost is no more the issue; 
precision and reliability overrides all. So it goes in an 
instrument construct; the Standard Error of Measurement and 
Item Reliability matters most that ought to be given priority 
when it comes to high stake measurement. 

A.  Rasch Analysis 

The normal solution is to apply the regression approach. It 
shows the best fit line that inline with the points as best as 
possible.  Then, it can be used to make the required 
predictions by interpolation or extrapolation [8] as necessary 
as shown in Figure 2. 

y = β0 + β1m    Equ .. (l) 
In obtaining the best fit line, there exist differences 

between the actual point; y and the best line, the predicted 
point; ý. The difference is referred to as error; e. 

yi – ýi = ei    Equ .. (2) 
By accepting the fact that there is always error involved in 

the prediction model, the deterministic model of equation:  1) 
can be transformed into probabilistic model by including the 
prediction error into the equation; Equ. 3) Rasch moves the 
concept of reliability from establishing "best fit line" of the 
data into producing reliable repeatable measurement 
instrument. Rasch focuses on constructing the measurement 
instrument rather than fitting the data to suit the measurement 
model.  y = β0 + β1m + e         Equ .. (3) 

 
Fig. 2. Best fit line: Linear Regression Model 

VI. DISCUSSION 

Only 15.53% (N = 32) personnel were successfully 
returned the survey question. Majority feedback is coming 
from Shared Service Outsourcing. The services sector is a 
vital contributor to the growth of the Malaysian economy and 
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functions include Information Technology (IT) services, 
shared services and business process outsourcing (BPO), 
regional headquarters, research and development (R&D), 
training and environmental management.  

Malaysia has a vibrant ICT and Services industry that is 
world-class, confirmed by the AT Kearney 2004 and 2005 
Offshore Location Attractiveness Index, which ranks Malaysia 
as the world's third most attractive Shared Services & 
Outsourcing (SSO) location [16]. Rasch help evaluate small 
sample size that give 95% confidence level. 

A. Summary Statistic 

Result shows in Figure 3 with 84% (N = 27) of 
respondents is a valid response after clean the misfit data. 
Besides, 77% of an item is measured after clean the invalid 
item. A total of 2295 data points arising from 27 respondents 
on 85 items was analyzed. It yields a Chi-Square value of 
3493.40. Cronbach-α value is 0.90, which contribute high 
reliability of raw score for the instrument in measuring the 
undergraduate problem.  

The optimal categorization [15] in which provides the best 
construct definition, best separates respondents along the 
variable, and produces the best fit of data to model. Targeting 
is at 0.81 logit (S.E. = 0.13) which referring to MeanPerson – 
MeanItem (0.81 logit – 0.00 logit). Targeting is less than 1 
logit. Based on a rating scale instrument quality criteria; if 
targeting < 1 error, then it is good targeting. So, the instrument 
is on target. 

In a mean time, it showed a “Good” reliability (Fisher, 
2007) for both item and person reliability. The item is 
sufficient at 0.71 that above from 0.7 (reliability > 0.7) give a 
meaning that the instrument has acceptable number of items to 
measure what is supposedly to be measured in the 
underpinning theory. 

 

 

 

 

 

 
 

 

 

Fig. 3. Summary of Measured 85 Items 

The person reliability is sufficient at 0.90 indicates a high 
reliability. This gives an indication that the instrument can 
differentiate the person ability with the difficult past practices 
in undergraduate study. Furthermore, the item was sufficient 
to separate the person; PSI 3.08 logit into four groups, which 
match the expectation (CGPA categories).  Expected person 
based on CGPA categories is 0.00-1.99 (D), 2.00 - 2.99 (C), 
3.00 – 3.49 (B) and 3.50 – 4.00 (A). No person is in D 
categories.  

MeanItem from Figure 4 is set to an arbitrary 0.00. The 
instrument where ‘zero-setting’ all items is at 50:50 situation. 
Error 0.37 ( > 0.25) is slightly high.  MeanPerson  give a 

value of +0.81 logit; Person meet expectation.  The person-
item map in Figure 6, reveals that there  is one poor person is 
located below MeanItem  and has low ability with -0.28 logit. 
The Excellent person is at 2.79 logit, which above the highest 
located practice at 1.94 difficulty logit. Inspite of the good 
reliability, more difficult items. However, the items need to be 
introduced for that gap of 0.95 logit 

Fig. 4. Summary of Measured 27 Persons 

B.   Person and Item Fit 

 To fit the item into the model, we should first identify the 
sum of Mean and Standard Deviation (SD) to clean the data 
based on Point Mean Correlation (PTMEA), Mean Square 
(MNSQ) and z-standard (ZSTD). If the data is indicated high 
z-std that bigger than 1.29 logit, it is person misfit. Figure 5 
shows person 20, 27, 31, 32 and 13 are misfit with MNSQ > 
1.25 logit and z-std > ±2 logit. Item whose MNSQ is nearer to 
1 and z-std nearer to 0 is deemed a better fit. However, Point 
of Mean (PTMEA) Correlation allow the negative response 
because the study is to identify the competence graduates 
students that get low CGPA but has a high skill. Ignore if in 
between the range of 0.5 < MNSQ < 1.5 and ZSTD ±2 logit.  

 
Fig. 5. Person Fit 

It goes the same to item fit, from 110 item constructed, 25 
item deleted. Again, the suggestion is based on Point Mean 
Correlation (PTMEA), Mean Square (MNSQ) and z-standard 
(ZSTD). Item whose MNSQ is nearer to 1 and z-std nearer to 
0 is deemed a better fit. Remain the same if the item is in 
between the range of 0.5 < MNSQ < 1.5 and ZSTD ±2 logit. 
Remain the same to this item whose MNSQ is a measure the 
same but different group of the item to be measured because 
of content validity is preserved in Figure 6. 

        RAW                MODEL    INFIT        OUTFIT     
        SCORE COUNT MEASURE ERROR  MNSQ ZSTD   MNSQ ZSTD  

 

  MEAN  58.0  27.0    .00    .37   1.00   .0    .99  -.1  

  S.D.  18.2    .0    .72    .08    .18   .9    .18   .8   

  MAX.  88.0  27.0   1.94    .74   1.46  1.9   1.49  1.8  

  MIN.  34.0  27.0  -1.88    .29    .48 -2.8    .49 -2.6  

 

  REAL RMSE .39 ADJ.SD .61 SEPARATION 1.57 Item RELIABILITY .71  

  MODEL RMSE.38 ADJ.SD .62 SEPARATION 1.63 Item RELIABILITY .73    

  S.E. OF Item MEAN = .08                                                        

        RAW                MODEL    INFIT        OUTFIT     
        SCORE COUNT MEASURE ERROR  MNSQ ZSTD   MNSQ ZSTD  

 

  MEAN 182.5  85.0    .81    .20    .99  -.1    .99   .0 

  S.D.  16.6    .0    .66    .02    .23  1.9    .20  1.6   

  MAX. 226.0  85.0   2.79    .28   1.47  3.5   1.39  3.2  

  MIN. 154.0  85.0   -.28    .19    .53 -4.8    .50 -3.8  

 

  REAL RMSE .21 ADJ.SD .62 SEPARATION 3.03 Person RELIABILITY .90  

  MODEL RMSE.20 ADJ.SD .63 SEPARATION 3.16 person RELIABILITY .91    

  S.E. OF Item MEAN = .13                                                       
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Fig. 6. Consolidated Item Misfit 

C.  Unidimensionality 

To ensure the measurement is measuring the specific 
objective, thus, unidimensionality is crucial. Rasch Analysis 
applies the Principal Component Analysis (PCA) of the 
residuals to know on how much variance of the instrument 
measuring that supposedly to measure. The raw variance 
explained by measures is 24.8% closely match the expected 
23.7%. However, the analysis shows that only 20% of 
unidimensionality requirement minimum. Rasch cut-low point 
of 40% is not achieved [5, 19]. Nevertheless, the unexplained 
variance in the 1st contrast of good 11.4% is obtained as 
tabulated in Figure 7. 

 

Fig. 7. Standardized Residual variance (in Eigenvalue units) 

VII. PERSON-ITEM MAP 

A.  Item Analysis 

Figure 5 depict the location of the undergraduate practice 
based on industry personnel experience during their 
undergraduate study in Requirement Engineering. The 
location of practice is according to industry personnel ability 
and difficulty logit. Twenty-nine out of eighty-five items 
discussed in this paper is referring to identify problem in 
undergraduate study based on industry personnel experience. 

Industry personnel experienced on difficulty which 
involved seventeen (0.59%) items. They are hardly endorsing 
this item that above ItemMean. Eight items in between 
ItemMax and PersonMean which can be considered as the 
most difficult item and seventeen industry personnel not 
experience those items. Final Examination and Motivation 
from Lecturer measured inline MeanItem 0.00 logit. This two 
items show normality of undergraduate Requirement 
Engineering study.  All industry personnel agreed, to easily 
endorse ten items that below ItemMean. 

B. Person Analysis 

There are six female and twenty-one male industry 
personnel randomly picked from Sharing Services 
Outsourcing was evaluated.  The person-item map shown 
there is five A’s person, eighteen B’s person and two C’s 
person. We can generalize that Sharing Services Outsourcing 
hire more industry personnel from B’s person rather than A’s 
and C’s person. 

The most excellent industry personnel is at highest ability 
2.79 logit and seen out of the target. The off target person is 
the one without corresponding items.  The poor industry 
personnel are at -0.28 logit. The difference between 
PersonMax and PersonMin is 2.51 logit. The difference is 
slightly over Standard Deviation (SD) of 0.60 logit. This 
shows the There are 0.56% (N = 15) industry personnel 
located above MeanPerson and 0.04% (N = 1) is below than 
minimum MeanPerson. In between A’s person, located a C’s 
industry personnel above from MeanPerson.  

The highest industry personnel at 2.79 logit is female, 23 - 
27 years old, hold a first degree from Software Engineering. 
Earn CGPA 3.50-3.67 and get requirement grade is in between 
A- to A. Working as software developer with experience five 
years and less in software industry. Motivates in successfully 
finishing project are self-esteem, token from company and 
responsibility. She involved in 6 to 10 projects in HLE and 
software industry that involved web-based and multimedia 
project. She had an experience as developer and system 
designer.  

Other A’s person that close to ItemMax is male. His age is 
33 and above. Hold Master in Information Technology (IT). 
He earn CGPA 3.50-3.67 during his first degree with grade A- 
to A in Requirement Engineering subject. He had an 
experience 10 years and above which involved web-based, 
networking, stand-alone system, others project software 
development. Experience in doing a software development 
project is 10 and above project at HLE and software industry. 
He had an experience as developer, system engineer, system 
developer, documenter and project manager. 

There is B’s person below PersonMin is male, age in 
between 33 and above. He holds First Degree in Computer 
science. He manages to get CGPA 2.50-2.99 with grade D- to 
D in Requirement Engineering. He has five and less 
experience in networking, He had 5 and less experience in 
HLE and one to five project at industry as a developer.  

C’s person that range in between A’s person is male, age 
33 and above, diploma, network, 2.00-2.49,C- to C, system 
engineer, experience 5 years and less, manufacturing, 
motivates in successfully finishing project is token from 
company, rate current learning is average, involved web-
based,5 and less project in HLE, 1-5 in working environment, 
need training after HLE, need tool to capture requirement, 
average in using internet to finish the project.  

Contradict with C’s person above PersonMin and B’s 
person is male, age 33 and above, diploma, computer science, 
2.00-2.49, C- to C+, software engineer, 5-10 year experience, 
multimedia project, 5-less project in HLE, 5-10 project 
experience,  experience as developer only. 

However, all persons (A’s, B’s and C’s person) agree that 
they need training after Higher Learning Education (HLE). In 
increasing the skill among undergraduate students, tool is 
much recommended to capture requirement from stakeholder. 
Internet is very useful to finish the project. 
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VIII. CONCLUSION 

As a conclusion, Rasch help to identify missing data. 
Person and item misfit is managed with careful manner. 
Content, construct and predictive validity are maintained. 
Based on Person-Item Map in Figure 8, the unidimensionality 
is achieved. Research objective to identify the problem during 
undergraduate study based on industry personnel is achieved 
and successfully discussed using Rasch Measurement Model. 
The industry field required more than CGPA achievement. 
They are facing the real development project which need a 
skill worker to handle it. The average CGPA needed by the 
industry is in range 2.50 and above. The skill worker that have 
the experience in handling the project more than five 
development project were very highly recommended to field 
the position in the software industry.  

Future work will be discussed on further analysis based on 
expert recommendation using QSR NVIVO tool to enhance 
employability skill for Software Engineering undergraduate in 
HLE. 
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Fig. 8. Person-Item Map for Requirement Engineering Education (REE) 
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Abstract—This paper is to create a pragmatic steganographic
implementation to hide black and white image which is known
as stego image inside another gray bitmap image that known as
cover image. First of all, the proposed technique uses k-Modulus
Method (K-MM) to convert all pixels within the cover image
into multiples of positive integer named k. Since the black and
white images can be represented using binary representation, i.e.
0 or 1. Then, in this article, the suitable value for the positive
integer k is two. Therefore, each pixel inside the cover image is
divisible by two and this produces a reminder which is either
0 or 1. Subsequently, the black and white representation of the
stego image could be hidden inside the cover image. The ocular
differences between the cover image before and after adding the
stego image are insignificant. The experimental results show that
the PSNR values for the cover image are very high with very
small Mean Square Error.

Keywords—Image steganography, Information hiding, Security,
k-Modulus Method.

I. INTRODUCTION

Recently, there has been great interest in image steganogra-
phy and its implementation in the filed of information security.
The word steganography has been originated from the Greek
words stegos which means covered and graphia which means
writing. Actually, the word steganography refers to the process
of concealing secret data into any kind of media such as
image, video, or audio [12]. The essential concept in every
data hiding method is the feebleness of human perception
such as vision, listening, and hearing. It must be differentiated
between steganography and cryptography because both of
them are used to hide secret data. The basic dissimilarity
between steganography and cryptography is that cryptography
focuses on preserving the contents of the message confidential.
In the other hand, steganography concentrates on preserving
the existence of a message confidential at the first place
[13]. Hence, if the notion is to conceal the existence of the
secret message, then the method of steganography is preferred
[13]. Also, it must be differentiated between steganography
and watermarking because of the common confusion between
them. The essential difference between steganography and
watermarking is the absence of an adversary. In watermarking
there is an active adversary that would try to forge the
watermarks. On the contrary, in steganography there is no such
an active adversary [4]. Recently, there are several methods

have been proposed for image based steganography by many
authors. The simplest and the most common method is the
Least Significant Bit (LSB) which replaces the least significant
bits from the right of a pixel to hide the information [6].
Furthermore, there are wide manifold techniques with their
own pros and cons were developed in steganography. Many
authors have researched the method of hiding information
inside image via steganographic technique [3][16][15]. Also,
an excellent theoretical background about steganography could
be found in [2].

The organization of this article is as follows: In section
II, a brief discussion about k-Modulus Method was presented.
The proposed steganographic technique was discussed in Sec-
tion III. In addition, experimental results and conclusions are
presented in Sections IV and V, respectively.

II. k-MODULUS METHOD

The first origination of k-Modulus Method was as an image
compression method that was proposed by [7]. The basic
concept of Five Modulus Method is to transform the whole
pixels inside the original image into multiples of five. After
that, a generalization of Five Modulus Method was established
and named k-Modulus Method (k-MM) where k is any positive
integer [6]. The k-Modulus method as an image transformation
method proven its ability to mimics the original image before
the transformation. In other words, the human eye can not
differentiate between the original image and the transformed
k-Modulus Method image, fig 1.

Actually, k-Modulus Method transform could be consid-
ered as a suitable carrier to convey data inside. The conveyed
data could be hidden inside the non-divisible integers of k.
Therefore, any pixel that is not divisible by k with reminder
zero, this implies that there is hidden information in this pixel
and so on. Since the aim of this research is to hide black
and white images inside gray image, then the demand for two
binary representations is arise. Therefore, choosing k is equal
to two is compulsory for two reasons. The first reason is to hide
binary data as 0 or 1. The second reason is that whenever there
is an increase in k, the transformed image could be distorted.
Hence, the best expedient that could be used to preserve the
original pixel values as could as possible.
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As the topic of k-Modulus method considered as a new
born topic, it has many applications is image processing field.
According to [9], the embedding of k-Modulus Method into
JPG image format to increase the compression ratio was
discussed. Moreover, in accordance to [10], increasing the
compression ratio in PNG file format was also obtained by the
assistant of k-Modulus Method. Finally, the implementation
of k-Modulus Method in steganography in two approaches.
The first approach, is by hiding text in an image using Five
Modulus Method which was discussed by [11]. The second
approach which was researched by [8], was the first seed to
hide small size image into another larger image.

(a) Original Lena (b) Transformed Lena

Fig. 1: k-Modulus Method Transformation (k=2) with
PSNR=50.7787

III. PROPOSED STEGANOGRAPHY TECHNIQUE

As mentioned previously, k-Modulus method could be
treated as a robust host to convey information. The proposed
technique starts with transforming the original image into gray
scale image. This step is to reduce image size because the
color bitmap image is three times higher in size than gray
scale image with the same dimensions. Hence, in this research,
a gray scale bitmap image could be used as a cover image.
The resulted gray scale bitmap image is now ready for the
k-Modulus Method transformation with k=2, as mentioned in
the previous section. Now, the numerical values for all the
pixels within the gray scale bitmap image are of multiples
of two. Mathematically speaking, the reminder of dividing
any positive integer number by two yields either zero or
one. Fortunately, this may be treated as a robust host to
accommodate images with binary representation, i,.e. black
and white images. Concerning stego (secret) image, it must
be a binary (black and white) image. Obviously, the black and
white images are the images that consist of zeros and ones.
Till this step, two images were constructed which are the cover
gray scale bitmap image and the stego black and white image.
The final step consists of adding the cover and the stego images
together. The resulted image pixels are either multiples of two
or multiples of two plus one. If the reminder of the pixel is
zero, then it is treated as zero representation, otherwise it is
one. hence, one can easily extract the hidden secret black and
white image. The reason for choosing black and white image
in the proposed steganographic technique is to hide images that
contain an essential information such as maps and geometric
line. Now, an illustrative example will be discussed to clarify
the proposed technique.

Firstly, an arbitrary 10×10 block from Lena gray scale
bitmap image will be considered as a cover image, table
I. Secondly, the k-Modulus method transformation will be
applied to the 10×10 block, tableII. Thirdly, a random 10×10
block from any black and white image will be used as a stego
image, table III. Finally, the addition of the cover and stego
images could be presented in table IV. Clearly, the resulted
block could be divisible by two and produces two reminders
which are zero and one. Obviously, the resulted reminders
could be formulate the stego (secret) image exactly.

TABLE I: 10×10 Block from Original Lena image

93 95 100 96 98 100 101 97 99 102
96 95 92 100 94 97 97 93 102 106
97 99 98 101 98 98 95 96 99 100
96 95 95 96 100 97 98 97 100 103
100 95 98 97 100 104 98 97 101 101
92 97 93 100 99 98 99 96 101 102
98 96 95 94 99 101 97 100 102 103
95 94 96 98 101 102 95 101 105 100
101 98 99 100 92 104 101 102 105 105
100 100 105 103 102 99 98 100 103 104

TABLE II: 10×10 Block from Transformed Lena image

92 94 100 96 98 100 100 96 98 102
96 94 92 100 94 96 96 92 102 106
96 98 98 100 98 98 94 96 98 100
96 94 94 96 100 96 98 96 100 102
100 94 98 96 100 104 98 96 100 100
92 96 92 100 98 98 98 96 100 102
98 96 94 94 98 100 96 100 102 102
94 94 96 98 100 102 94 100 104 100
100 98 98 100 92 104 100 102 104 104
100 100 104 102 102 98 98 100 102 104

TABLE III: 10×10 Block from black and white Gadeer (Stego)
image

1 1 1 0 0 0 0 0 0 0
1 1 1 0 0 0 0 0 0 0
1 1 1 1 0 0 0 0 0 0
1 1 1 1 0 0 0 0 0 0
1 1 1 1 0 0 0 0 0 0
1 1 1 1 0 0 0 0 0 0
1 1 1 0 0 0 0 0 0 0
1 1 1 0 0 0 0 0 0 0
1 1 0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0 0

TABLE IV: 10×10 Block obtained by adding Gadeer to Lena

93 95 101 96 98 100 100 96 98 102
97 95 93 100 94 96 96 92 102 106
97 99 99 101 98 98 94 96 98 100
97 95 95 97 100 96 98 96 100 102
101 95 99 97 100 104 98 96 100 100
93 97 93 101 98 98 98 96 100 102
99 97 95 94 98 100 96 100 102 102
95 95 97 98 100 102 94 100 104 100
101 99 98 100 92 104 100 102 104 104
101 100 104 102 102 98 98 100 102 104

On the sender side, the sender will send the constructed
cover image that was presented in table IV. On the receiver
side, the recipient will divide the whole image by two and store
the reminder in a new array. The resulted array is exactly the
stego black and white image. It must be mentioned that, the
reason for using bitmap is that, bitmap image does not modify

(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 4, No. 8, 2013 

261 | P a g e  
www.ijacsa.thesai.org 



its structure since it is a lossless compression technique. In
other words, there was a need to preserve the constructed
image values exactly. Therefore, a lossless method of compres-
sion was proposed. On the contrary, if lossy compression was
used instead of lossless then a completely different results will
be obtained. In fact, lossy compression does not be appropriate
for the proposed technique because it is irreversible. In other
words, one can not retrieve the original pixels when using lossy
compression. Hence, JPG compression is not suitable for the
proposed steganographic techniqe.

IV. EXPERIMENTAL RESULTS

In this section, both a practical and visual evidences have
been implemented to support the proposed technique. Actually,
the proposed technique in this article has been implemented to
four 512×512 test images with different spatial and frequency
characteristics as cover images, fig. 2. Since the proposed
technique hide stego image with the same size of the cover
image, then six 512×512 black and white stego (secret)
images, fig. 3. According to [5], two error measures have been
utilized to evaluate the differences between the original and
the cover images. The first error measure is the widely and
simplest one which is the mean square error (MSE) that can
be expressed as:

MSE =
1

NM

N∑

x=1

M∑

y=1

[f(x, y)− g(x, y)]
2 (1)

The second error metric is the peak signal to noise ratio
(PSNR) which is the most preferable measure that computes
the dissimilarities between images in most of the image
processing fields [5]. The mathematical formula for the PSNR
is as follows:

PSNR = 20 · log10 MAX√
MSE

(2)

The computed error metrics for the proposed technique
have been evaluated and introduced in tables V and VI,
respectively. Clearly, the mean square error values in table V
seem to be very small which implies the closer the values
between the original and the constructed cover images. This
may consolidate the claim about the proposed technique in
which that there are almost tinny dissimilarities that can not
be distinguished by the human eye. Hence, any adversary can
not notice or even feel that the cover image contain any secret
information. Additionally, the PSNR values have been calcu-
lated and presented in table VI. The higher the value of PSNR,
the more quality the stego image will have. In accordance to
[1] [14], the reasonable range for the acceptable PSNR values
are between 30 and 50. Therefore, the computed PSNR values
are highly tolerable because all the computed PSNR values
are higher than 50. Consequently, this support the proposed
technique to hide black and white image confidentially in any
gray bitmap images.

V. CONCLUSION

In this paper, a novel confidential steganographic technique
was proposed. The essential conclusion that comes from the
proposed technique is the high confidentiality and conceal
ability to the embedded information inside the cover image.

(a) Lena (b) Peppers

(c) Saif (d) Aws

Fig. 2: Four cover Images

TABLE V: Mean Square Error

Lena Peppers Saif Aws
Gadeer 0.4977 0.4999 0.4977 0.4980
Noon 0.4993 0.4996 0.4992 0.4918
Text1 0.4996 0.5004 0.4992 0.4945
Text2 0.4988 0.4990 0.4994 0.4924
Mask5 0.4981 0.5000 0.4984 0.4945
Barcode 0.5001 0.5006 0.5003 0.5016

TABLE VI: PSNR values for the cover images

Lena Peppers Saif Aws
Gadeer 50.8132 50.4329 50.9543 51.1589
Noon 50.7993 50.4355 50.9416 51.2131
Text1 50.7967 50.4282 50.9411 51.1894
Text2 50.8038 50.4400 50.9392 51.2075
Mask5 50.8099 50.4315 50.9484 51.1891
Barcode 50.7926 50.4268 50.9318 51.1270

However, the proposed technique is very suitable in sending
black and white images like diagrams, line chart, secret maps,
etc. Moreover, the file size for the original image will remain
constant even after embedding the secret stego image inside.
This is one of the important benefits of the proposed technique
that helps not to suspect about the cover image and its
contents by any adversary. practically, experiment results have
demonstrated that the proposed technique produces high PSNR
values that makes no doubt that the suggested steganographic
technique does not affect the cover image at all.
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