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Abstract—Method for 3D rendering based on intersection 

image display which allows representation of internal structure is 

proposed. The proposed method is essentially different from the 

conventional volume rendering based on solid model which 

allows representation of just surface of the 3D objects. By using 

afterimage, internal structure can be displayed through 

exchanging the intersection images with internal structure for the 

proposed method. Through experiments with CT scan images, 

the proposed method is validated. Also one of other applicable 

areas of the proposed for design of 3D pattern of Large Scale 

Integrated Circuit: LSI is introduced. Layered patterns of LSI 

can be displayed and switched by using human eyes only. It is 

confirmed that the time required for displaying layer pattern and 

switching the pattern to the other layer by using human eyes only 
is much faster than that using hands and fingers. 

Keywords—3D object display; volume rendering; solid model; 

afterimage; line of sight vector  

I.  INTRODUCTION 

Computer input by human eyes only is proposed and 
implemented [1]-[3] together with its application to many 
fields, communication aids, electric wheel chair controls, 
having meal aids, information collection aids (phoning, search 
engine, watching TV, listening to radio, e-book/e-comic/e-
learning/,etc., domestic helper robotics and so on [4]-[15]. In 
particular, the proposed computer input system by human eyes 
only does work like keyboard as well as mouse. Therefore, not 
only key-in operations but also mouse operations (right and 
left button click, drag and drop, single and double click) are 
available for the proposed system.  

It is well known that hands, fingers operation is much 
slower than line of sight vector movements. It is also known 
that accidental blink is done within 0.3 second. Therefore, the 
proposed computer input system by human eyes only decides 
the specified key or location when the line of vector is fixed at 
the certain position of computer display for more than 0.3 
second. In other words, the system can update the key or the 
location every 0.3 second. It is fast enough for most of all 
application fields.  

Meanwhile, 3D image display and manipulation can be 
done with 3D display. Attempts are also done with 2D display 
for 3D image display and manipulation, on the other hands. 
Most of previous attempts are based on touch panel based 

manipulation by hands and fingers. As aforementioned, eyes 
operations are much faster than hands & fingers operations. 
Therefore, 3D image display and manipulation method by 
human eyes only is proposed in this paper. 

The proposed method is essentially different from the 
conventional volume rendering based on solid model which 
allows representation of just surface of the 3D objects. By 
using afterimage, internal structure can be displayed through 
exchanging the intersection images with internal structure for 
the proposed method. Through experiments with CT scan 
images, the proposed method is validated. Also one of other 
applicable areas of the proposed for design of 3D pattern of 
Large Scale Integrated Circuit: LSI is introduced. Layered 
patterns of LSI can be displayed and switched by using human 
eyes only. It is confirmed that the time required for displaying 
layer pattern and switching the pattern to the other layer by 
using human eyes only is much faster than that using hands 
and fingers. 

The following section describes the proposed method for 
3D volume rendering together with theoretical background 
followed by some experiments with CT scan of imagery data. 
Then its applicability for LSI pattern design of 3D display of 
the layered pattern is discussed. After that, conclusion is 
described together with some discussions. 

II. PROPOSED METHOD AND SYSTEM 

A. Basic Idea for the Proposed Method 

3D model that displays a picture or item in a form that 
appears to be physically present with a designated structure. 
Essentially, it allows items that appeared flat to the human eye 
to be display in a form that allows for various dimensions to 
be represented. These dimensions include width, depth, and 
height. 

3D model can be displayed as a two-dimensional image 
through a process called 3D rendering or used in a computer 
simulation of physical phenomena. The model can also be 
physically created using 3D printing devices. 

Models may be created automatically or manually. The 
manual modeling process of preparing geometric data for 3D 
computer graphics is similar to plastic arts such as sculpting. 

http://www.businessdictionary.com/definition/model.html
http://www.businessdictionary.com/definition/form.html
http://www.businessdictionary.com/definition/structure.html
http://www.businessdictionary.com/definition/item.html
http://www.businessdictionary.com/definition/flat.html
http://www.businessdictionary.com/definition/dimension.html
http://en.wikipedia.org/wiki/3D_rendering
http://en.wikipedia.org/wiki/Computer
http://en.wikipedia.org/wiki/Simulation
http://en.wikipedia.org/wiki/3D_printing
http://en.wikipedia.org/wiki/Plastic_arts
http://en.wikipedia.org/wiki/Sculpting
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There are some previously proposed methods for 3D 
display such as tracing object contour and reconstruct 3D 
object with line drawings, and wireframe representation and 
display 3D object with volume rendering. There is another 
method, so called OCT: Optical Coherence Tomography. It, 
however, quit expensive than the others. 

Fundamental idea of the proposed method is afterimage. 
Response time of human eyes is that the time resolution of 

human eyes: 50ms～100ms. An afterimage or ghost image or 
image burn-in is an optical illusion that refers to an image 
continuing to appear in one's vision after the exposure to the 
original image has ceased. One of the most common 
afterimages is the bright glow that seems to float before one's 
eyes after looking into a light source for a few seconds. 

Afterimages come in two forms, negative (inverted) and 
positive (retaining original color). The process behind positive 
afterimages is unknown, though thought to be related to neural 
adaptation. On the other hand, negative afterimages are a 
retinal phenomenon and are well understood. 

Example of 3D image on to 2D display is shown in Figure 
1. This is the proposed system concept. In the example, "A" 
marked 3D image of multi-fidus which is acquired with CT 
scanner is displayed onto computer screen. "B", "C", ... are 
behind it. 

 

Fig. 1. System Concept 

Such this layered 3D images are aligned with depth 
direction. Attached character "A" to "Z" are transparent and 
displayed at just beside the layered image at the different 
locations.  

Therefore, user can recognize the character and can select 
one of those characters by their eye. Arrow shows the line of 
sight vector. Curser can be controlled by human eyes only. By 
sweeping the character, 3D images are displayed by layer by 
layer. Therefore, it looks like time division delay of 3D 
images.  

B. Automatic Mode and Eye Cotroll Mode 

There are two modes of 3D display, automatic and eye 
control modes. In the automatic mode, the layered intersection 
of images is switched in accordance with the layer order for 
displays while the displayed intersection of image is switched 
by human eye in the eye control mode.  

III. IMPLEMENTATION AND EXPERIMENTAL RESULTS 

C. Displayed Image in Automatic Mode 

Implementation of the proposed system is conducted. By 
using mouse operation by human eyes only, 3D image with 
different aspects can be recreated and display. It is confirmed 
that conventional image processing and analysis can be done 
with mouse operation by human eyes only. 

Figure 2 shows the example of displayed layered images. 
In this example, 1024 of layer images are prepared for 3D 
object. By displaying the prepared layered images 
alternatively in automatic mode, 3D object appears on the 
screen. Furthermore, as shown in Figure 2, internal structure is 
visible other than the surface of the 3D object. It looks like a 
semi transparent 3D surface and internal structure in side of 
the 3D objects. 

 

 
(a)#1 layer   (b)#128 layer 

 
(c)#256 layer   (d)#512 layer 

 
(e)#768 layer   (f)#1024 layer 

Fig. 2. Example of displayed layered images. 

D. Displayed Image in Eye Cotroll Mode 

The configuration of the proposed system is shown in 
Figure 3. As shown in the figure, a user looking at the screen 
while camera put on top of screen display.  

http://en.wikipedia.org/wiki/Optical_illusion
http://en.wikipedia.org/wiki/Human_eye
http://en.wikipedia.org/wiki/Neural_adaptation
http://en.wikipedia.org/wiki/Neural_adaptation
http://en.wikipedia.org/wiki/Retina
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Only camera which mounted on top of screen display is 
required. Optiplex 755 dell computer with Core 2 Quad 2.66 
GHz CPU and 2G RAM is used. We develop our software 
under C++ Visual Studio 2005 and OpenCv Image processing 
Library which can be downloaded as free on their website. 
The specification of IR camera is shown in Table 1. The 
pointing value is determined based on head poses and eye 
gaze. 

 

Fig. 3. Camera mouse configurations. 

TABLE I.  SPECIFICATION OF IR CAMERA 

Pixel 

Resolution 

Frame rate 

Dimension 

Weight 

Operating condition 

Interface 

IR Illumination 

1.3 M 

1280×1024 

1280 x 1024：7.5fps, 640 x 480：30fps 

52mm (W) × 65mm (D) × 70mm (H) 

85g 

0 - 40deg.C 

USB 2.0 

7 IR LED 

 
Figure 4 shows definition of success criteria of key input 

by human eye only.  

 

Fig. 4. Accuracy affected by gaze instability and key size 

We classify the parameters affected by eye-based Human 
Computer Interaction: HCI in regard to accuracy as: 

-  instability of gaze, 

- Size of keys and number of keys,  

- Position of keys (“zero position” has maximum 

accuracy because it seems ideal for the eye). 

Figure 4 shows how accuracy is affected by gaze 
instability and key size. The targeted key could be wrong hit if 

gaze instability is larger than key size. Gaze instability could 
be caused by: 

- Poor camera image resolutions 

- Noise,  

- Environmental disturbances such as external light 

source.  

As a result, the method for detecting eye performance has 
become somewhat unreliable. In addition to the 
aforementioned factors, distance between eye and target 
display have also played a part. Accuracy decreases with 
distance of subject from key and increases when subject gets 
closer. This phenomenon is a result of the flicker of the 
camera influencing the calculation of eye gaze, and accuracy 
is proportional to distance from the key.  

 

Fig. 5. Instability affected by distance of user-target 

The relationship between instability and distance is 
depicted in Error! Reference source not found.5. It shows 
that the instability is proportional with distance formatted as 
follow, 

2

1

2

1

d

d

i

i
      (1) 

 
where i and d are instability and distance respectively. 

Although gaze instability could be minimized, making it 
become perfect is difficult due to external disturbances. Now, 
we would like to show how we achieved perfect accuracy 
allowing for disturbances. If we assume that key size is S and 
the instability of gaze result is SD, the accuracy can be 
formulated as, 

%100x
SD

S
A  , if SD   S 

(2) 

%100A , if SD < S (3) 

Gaze estimation accuracy is measured at the middle center 
to horizontally aligned five different locations with the 
different angles as shown in Figure 6. The experimental result 
shows the gaze estimation error at the center middle (No.1) 
shows zero while those for the angle ranges from -5 to 15 
degrees is within 0.2 degree of angle estimation error as 
shown in Table 2. Because the user looks at the center middle 
with 5 degree allowance results in 0.2 degree of gaze 
estimation accuracy. 

User

IR Camera Eye detection and tracking

Eye Gaze Estimation

Open-Closed Mouth 

detection

Blinking detection

Head Poses Estimation
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Fig. 6. Measuring accuracy 

TABLE II.  GAZE ESTIMATION ACCURACY AT THE 

DESIGNATED VIEWING ANGLES 

Point  1  2 3  4  5  

Error(degree)  0  0.2  0.2  0.2  3.12  

 

In the eye control mode of 3D display, layer images are 
switched with human eyes only. Accidental blink is done 
within 0.3 seconds. Therefore, layer image is changed when 
user look at the corner of the image (the number of frame is 
written here) for more than 0.3 seconds (in this case, it is set at 
0.7 seconds: 0.3 by 2 +0.1 second of margin). At the corner of 
the layer image, there is enlarged frame number as shown in 
Figure 7.  

The frame number is displayed about one quarter of the 
screen size. Therefore, it does not require too much accuracy 
of the line of sight estimation. It is peripheral visual field; or 
peripheral vision for intersection of 3D object while the frame 
number is focused image.  

Viewing at around the center of field of view allows 
acquisition of color and shape information of the objective 3D 
image while viewing of the peripheral visual fields allows 
movement and the location of 3D object pattern, in general. 
Therefore, throughout looking at frame number, user is 
looking at the 3D object in the peripheral visual fields and is 
looking at the frame number precisely in the eye control mode. 

 

 

Fig. 7. User can select layer image by frame by frame by looking at the 

corner of the layer image 

 

Thus layer selection for display can be done with human 
eye only. One of the applications of the proposed 3D object 
display is that LSI patter design as shown in Figure 8. It is 
getting easier to check through holes connectivity between 
layers by switching the displayed layer image by human eye 
only. Now a day, new model of LSI for mobile phone has to 
be delivered every three months. Therefore, there is a strong 
demand of LSI pattern design as much as they could. In this 
connection, the proposed eye control mode of layered image 
pattern representation is desired for this. 

 
Fig. 8. Check the through holes of the layered LSI pattern with the 

proposed 3D object display method 

E. Comparison of Processing Time Required for Switching 

Layer Images by  betweenUusing Hands anf Fingers and 

Human Eye 

Processing time by eye is as follows, 

Eye fixation = 230 [it is ranged from 70 to 700] milliseconds 
Eye movement = 30 milliseconds 

Perceptual Processor = 100 [it is ranged from 50 to 200] 

milliseconds 

Cognitive Processor = 70 [it is ranged from 25 to 170] 

milliseconds 

On the other hand, the time required for press a key or 

button is as follows, 

Best typist = 0.08 seconds 

Good typist = 0.12 seconds 

Average skilled typist = 0.20 seconds 

Average non-secretary = 0.28 seconds 
Typing random letters = 0.50 seconds 

Typing complex codes = 0.75 seconds 

Worst typist = 1.2 seconds 

These are measured by Card, Moran and Newell [16]. 
Meanwhile, the time required for point with a mouse 

(excluding click) = 1.1 seconds. Furthermore, the time 
required for move hands to keyboard from mouse (or vice-
versa) = 0.4 seconds in addition to mentally prepare = 1.35 
seconds. 

Another experiments show that, in the eye control mode, it 
requires around 700 milliseconds for selection of function by 
human eye. On the other hand, it requires 1.5 to 2 seconds for 
selection of function by human hand and fingers.  

As a conclusion, the time required for mouse operations 
and or key-in operations by human eye is faster than that by 
hand and or fingers. Therefore, eye control mode of operations 
is faster than hand / finger operations. In particular for LSI 
pattern design of which it requires quick operation, eye control 

 

1 2 345

5° 5° 5° 5°

http://ejje.weblio.jp/content/peripheral+visual+field
http://ejje.weblio.jp/content/peripheral+vision
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mode is useful because through hole between LSI layers can 
be checked easily and fast. 

IV. CONCLUSION 

Method for 3D rendering based on intersection image 
display which allows representation of internal structure is 
proposed. The proposed method is essentially different from 
the conventional volume rendering based on solid model 
which allows representation of just surface of the 3D objects. 
By using afterimage, internal structure can be displayed 
through exchanging the intersection images with internal 
structure for the proposed method.  

Through experiments with CT scan images, the proposed 
method is validated. Also one of other applicable areas of the 
proposed for design of 3D pattern of Large Scale Integrated 
Circuit: LSI is introduced. Layered patterns of LSI can be 
displayed and switched by using human eyes only. It is 
confirmed that the time required for displaying layer pattern 
and switching the pattern to the other layer by using human 
eyes only is much faster than that using hands and fingers. It is 
also found the followings, 

Afterimage based 3D object representation onto 2D 
display works well 

Automatic and manual (eye control) modes are available 

Automatic mode works for continuous display while 
manual mode works for detail display in accordance with 
users’ intension. 
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