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Abstract—As users continue to rely on online hotel reviews 

for making purchase decisions, the trend of posting deceptive 

reviews to heap praises and kudos is gradually becoming a well-

established e-business malpractice. Conceivably, it is not trivial 

for users to distinguish between genuine and deceptive kudos in 

reviews. Hence, this paper identifies three linguistic cues that 

could offer telltale signs to distinguish between genuine and 

deceptive reviews. These linguistic cues include readability, genre 

and writing style. Drawing data from a publicly available 

secondary dataset, results indicate that readability and writing 

style of reviews offer useful clues to distinguish between genuine 

and deceptive reviews. Specifically, genuine reviews could be 

more readable and less hyperbolic compared with deceptive 

entries. With respect to review genre however, the differences 

were largely blurred. The implications of the findings for theory 

and practice are highlighted. 
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I. INTRODUCTION 

Users increasingly rely on online reviews for making 
purchase decisions. In particular, they are often inclined to trust 
positive reviews, which are meant to applaud products and 
services, as confirming evidence before making a choice [1]. 
Furthermore, positive reviews are usually more abundant in 
review websites than those with either negative or mixed 
opinions [2]. As a result, it is conceivable that praises and 
kudos in reviews could significantly impact users‟ purchase 
decisions. 

However, users need to exercise caution while interpreting 
positive reviews. Since positive reviews have the potential to 
boost sales of a given product or service, they offer adequate 
incentives for organizations to indulge in e-business 
malpractices such as opinion spamming [3, 4]. For the purpose 
of this paper, opinion spamming involves posting deceptive 
reviews containing fictitious praises and kudos with a 
deliberate attempt to resemble genuine entries. Such a practice 
is gradually growing into one of the popular e-business tactics 
among businesses [5, 6, 7]. Hence, consumers could be misled 
while making purchase decisions. 

While it may not be easy to distinguish between genuine 
and deceptive positive reviews, there could be subtle 
differences in ways they are written. Hence, this paper seeks to 
uncover linguistic nuances unique to genuine and deceptive 
kudos in reviews.  

To achieve the objective, it examines authenticity of 
positive reviews based on three linguistic cues, namely, 
readability, genre and writing style. Readability refers to the 
effort and expertise required on the part of users to 
comprehend the meaning of reviews [7, 8, 9]. Genre refers to 
the degree to which reviews are informative, which in turn, 
could influence their distribution of part-of-speech (POS) tags 
[10, 11, 12]. Writing style refers to authoring approaches such 
as the use of affective cues, perceptual words and future tense 
[13, 14, 15, 16]. 

This paper is significant for both theory and practice. On 
the theoretical front, it builds on the research areas related to 
genuine and deceptive reviews through a linguistic analysis. It 
confirms that nuances in readability and writing style of 
positive reviews help distinguish between genuine and 
deceptive entries with reasonable accuracy. In contrast, it 
suggests that differences between the two could be largely 
blurred in terms of genre. On the practical front, this paper 
calls for caution in interpreting reviews, and honesty while 
posting entries. 

The remainder of this paper is structured as follows. The 
next section presents the related literature. This is followed by 
the details of the dataset, as well as the operationalization and 
analysis procedures. The results are presented next. Thereafter, 
three key findings gleaned from the results are discussed. 
Finally, the paper concludes with notes on limitations, 
implications, and directions for future research. 

II. LITERATURE REVIEW 

The profusion of Web 2.0 has made user-generated content 
ubiquitous. A specific form of user-generated content that has 
exponentially grown in popularity and acceptance includes 
online reviews, which are meant to evaluate products and 
services. Specifically, reviews for hotels are widely used by 
users prior to making a booking [17, 18]. They are often 
perceived as being more genuine and credible vis-à-vis third-
party advertisements [19]. Hence, it is no wonder that more 
than some 80% consumers tend to choose their holiday 
accommodation based on properties that had been widely 
applauded in reviews [18]. 

Users‟ growing proclivity for hotel reviews thus provides 
an ideal opportunity for businesses to indulge in opinion 
spamming. Specifically, positive deceptive reviews heaping 
praises and kudos are considered priceless. After all, such 
entries could result in significant financial gains and fames for 
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businesses [5, 6, 20]. Hence, it is not surprising that posting 
positive deceptive reviews is fast becoming a well-established 
e-business malpractice [7]. 

To aggravate the problem, deceptive reviews are 
deliberately written to appear genuine. As a result, the lines 
between them could often be blurred. Nonetheless, drawing 
from prior studies, this paper argues that even though genuine 
and deceptive reviews are not easily distinguishable, there 
could be subtle telltale signs in terms of their readability, genre, 
and writing style [7, 16, 21]. These three linguistic cues are 
explained in greater details as follows. 

A. Readability 

Readability refers to the effort and expertise required on the 
part of users to comprehend the meaning of reviews [7, 8, 9]. 
Since genuine and deceptive reviews are written in different 
contexts, the readability of the two could be different from 
each other. 

Writing genuine reviews is cognitively less challenging 
than articulating deceptive entries [22]. Moreover, individuals 
performing a writing task with a high cognitive load tend to 
write more lucid language than those performing the same task 
with a lower cognitive load [23]. Hence, deceptive reviews 
could be more lucid compared with genuine reviews. Stated 
otherwise, genuine reviews could be less readable vis-à-vis 
deceptive ones. 

However, another school of thought suggests that genuine 
reviews could be more readable compared with deceptive 
entries. This is because when users browse reviews, they not 
only read the entries but also gauge the intelligence of their 
contributors [24, 25]. Too simplistic reviews might suggest 
incompetence of the respective contributors in writing 
sophisticated reviews. Hence, deceptive reviews could be 
deliberately written using sophisticated language to showcase 
contributors‟ competence. This in turn might take a toll on 
readability. 

B. Genre 

Genre refers to the degree to which reviews are informative 
[10, 11, 12]. Writing genuine reviews requires articulating real 
experiences. On the other hand, writing deceptive reviews 
requires articulating imaginary experiences that did not occur 
in reality. Texts written based on real experiences could differ 
in terms of their genre from accounts based on imagined 
experiences [26]. 

There are four genres of text, namely, conversational, task-
oriented, informative and imaginative [12]. Among these, 
genuine reviews could be more informative while deceptive 
reviews could lean towards being imaginative [11]. Texts of 
informative genre differ from those of imaginative genre in 
their distribution of POS tags [10, 11, 12]. Specifically, 
informative texts contain more adjectives, articles, nouns, and 
prepositions. In contrast, imaginative texts contain more 
adverbs, verbs, and pronouns [10, 24]. 

Among pronouns, personal pronouns in the form of self-
references has attracted special attention among the scholarly 
community. On the one hand, spammers could feel the pangs 
of conscience while writing deceptive reviews [27]. As a result, 

they might use fewer personal pronouns to dissociate 
themselves from their deceptive comments. On the other hand, 
spammers could also be enthused by the prospect of deceiving 
others easily. With great resolve to conceal their deception, it is 
also possible for them to deliberately enrich deceptive reviews 
with personal pronouns [16, 28].  

C. Writing Style 

Writing style refers to authoring approaches used in 
reviews. For the purpose of this paper, writing style entails the 
use of affective cues, perceptual words, and future tense [13, 
14, 15, 16]. Deceptive reviews could be replete with positive 
affective cues as a form of exaggeration to create a lasting 
impact among readers in the online community [29]. 

Besides, users‟ physical experiences with hotels are 
affected by their sensory perceptions [30]. For instance, users‟ 
opinion about a hotel could be a function of visual cues such as 
artwork and aural cues such as music [15]. These cues are 
reflected in reviews through the use of perceptual words. 
Conceivably, genuine reviews written after real post-trip 
experience could be rich in perceptual words. 

Additionally, given that positive reviews could favorably 
impact future sales and revenues of a given hotel [13, 20], 
deceptive reviews might be articulated not only to describe past 
experiences in the hotel, but also to express future desires of 
staying in the same hotel again. Such a writing style might 
suggest that the positive experiences described in the deceptive 
reviews are far from being ephemeral. On the other hand, 
genuine reviews could simply describe past experiences. 
Hence, they might contain fewer future tense compared with 
deceptive reviews. 

III. METHODS  

A. Dataset 

A major challenge that hinders research on genuine and 
deceptive reviews is the difficulty in ascertaining ground truth 
[31]. After all, it is challenging to validate what is genuine, and 
what is deceptive in the first place [32]. This has often led 
scholars to alternatively employ heuristic annotation 
approaches. For example, [3] deemed duplicate or near 
duplicate reviews as deceptive ignoring that duplications might 
at times stem from technical glitches or human errors. 
Moreover, [33] labeled reviews as either genuine or deceptive 
with the help of some annotators, who had read a few articles 
on ways to identify spam. Despite being intuitive, the validity 
of such heuristic annotation approaches is questionable. 

This paper therefore draws ground truth from a publicly 
available secondary dataset of 800 positive reviews [11]. 
Specifically, the dataset comprises 400 genuine reviews, and 
400 deceptive reviews uniformly distributed across 20 popular 
hotels in Chicago. Thus, for every hotel, the dataset contained 
20 genuine reviews (20 hotels x 20 genuine reviews = 400 
genuine reviews altogether), and 20 deceptive reviews (20 
hotels x 20 deceptive reviews = 400 deceptive reviews 
altogether). 

This dataset was selected for analysis due to two reasons. 
First, it is one of the recent works on linguistic differences 
between genuine and deceptive reviews. Of late, it has been 
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widely cited by the scholarly community [e.g., 21, 34, 35]. 
Second, to the best of our knowledge, it is the only publicly 
available dataset of genuine and deceptive positive reviews till 
date. 

B. Operationalization and Analysis 

 Readability was operationalized based on four metrics, 
namely, Gunning-Fog Index (FOG) [36], Coleman-Liau Index 
(CLI) [37], Automated-Readability Index (ARI) [38], and 
Flesch-Kincaid Grade Level (FKG) [39, 40]. Each metric 
employs a set of unique constants and depend on factors such 
as number of characters per word, number of words per 
sentence, and number of syllables per word. More detailed 
description about these metrics can be found in works such as 
[8], [9] and [41]. A Java program was written to compute these 
metrics. Lower values for the readability metrics suggest 
greater readability. Among the four metrics, FOG and CLI 
specifically indicate complexity, while ARI and FKG are 
proxies for reading difficulty [8]. Therefore, FOG and CLI 
scores for every review were averaged to create a composite 
index for complexity. Likewise, ARI and FKG scores for every 
review were averaged to create a composite index for reading 
difficulty. Finally, review readability was measured in terms of 
two indicators, namely, (1) complexity, and (2) reading 
difficulty. 

Review genre was operationalized on the basis of the POS 
tag distributions in reviews. Specifically, the following eight 
POS tags were considered: (1) adjective, (2) article, (3) noun, 
(4) preposition, (5) adverb, (6) verb, (7) pronoun, and (8) 
personal pronoun. While the first four are expected to be higher 
in genuine reviews, the next four could be higher in deceptive 
reviews [10, 12, 16]. The fractions of each of these POS tags in 
reviews were computed using Stanford Parser‟s POS tagger 
[42]. 

Review writing style was operationalized as the proportion 
of (1) positive cues, (2) perceptual words, and (3) future tense 
used in reviews. These indicators were measured using the 
Linguistic Inquiry and Word Count (LIWC) software [43]. It is 
an automated text analysis tool that offers reliable dictionaries 
to compute such linguistic indicators. 

 To sum up, this paper includes a total of 13 independent 
variables (IVs) for analysis as follows: the two readability 
indicators, the eight POS tags, and the three writing style 
indicators. The categorical dependent variable (DV) comprises 
review authenticity. Since this paper seeks to examine review 
authenticity as a function of readability, genre and writing 
style, the DV was dummy-coded such that 1 indicates genuine 
reviews and 0 denotes deceptive reviews. Given its 
dichotomous nature, binomial logistic regression was used for 
data analysis [44]. The coefficients of logistic regression 
estimate the odds ratio, indicating the extent to which the IVs 
in the model could predict review authenticity. 

To diagnose potential problems of multicollinearity in the 
logistic regression model, the variance inflation factors (VIF) 
for all the 13 IVs were examined. The VIF values were found 
to be less than 10, suggesting that multicollinearity did not 
exist [45]. Another potential problem of logistic regression is 
the presence of outliers in the solution [46]. In particular, cases 
with standardized residual values of above 2.5 or below -2.5 
could be problematic [47]. Only one out of 800 reviews was 
found to have exceeded the acceptable threshold, and was 
retained for the analysis. 

After analysis, the performance of the logistic regression 
model was probed using Omnibus test, and Hosmer-Lemeshow 
goodness-of-fit test. The extent to which the model could 
account for the variability in the dependent variable was 
examined using two pseudo-R2 measures, namely, Cox and 
Snell R2, as well as Nagelkerke R2 [47]. Finally, the ability of 
the model to differentiate between genuine and deceptive 
reviews was checked using 10-fold cross-validation. This 
facilitates checking the model‟s stability in distinguishing 
between genuine and deceptive reviews for unknown datasets. 

IV. RESULTS 

Table I presents the non-parametric inter-correlations 
among the variables involved in the analysis. Variables 1 
through 13 represent the 13 IVs, while variable 14 comprises 
the DV, namely, review authenticity. With respect to the DV, 
10 of the 13 IVs had statistically significant correlations. 

TABLE.I. SPEARMAN NON-PARAMETRIC INTER-CORRELATIONS BETWEEN VARIABLES INVOLVED IN THE ANALYSIS 

Variables 1 2 3 4 5 6 7 8 9 10 11 12 13 14 

1 Complexity 1              

2 Reading diff. .92* 1             

3 Adjective .09* .02 1            

4 Article -.01 .01 -.02 1           

5 Noun .14* .07 .02 .07* 1          

6 Preposition .15* .20* -.27* -.05 .06 1         

7 Adverb -.20* -.19* .06 -.19* -.33* -.26* 1        

8 Verb -.34* -.31* -.10* -.11* -.50* -.31* .26* 1       

9 Pronoun -.16* -.08* -.40* -.31* -.48* -.04 .12* .39* 1      

10 Pers. pronoun -.13* -.07* -.42* -.28* -.41* .01 .11* .33* .86* 1     

11 Positive cues .09* -.01 .39* -.03* -.02 -.29* .14* -.02 -.13* -.14* 1    

12 Percep. words .05 .02 .10* -.09* -.01 -.01 -.03 -.02 .02 .02 .11* 1   

13 Future tense -.01 -.01 -.05 -.12* -.18* -.12* .24* .17* .14* .12* .04 .01 1  

14 DV -.19* -.18* .12* .06 .15* .02 -.03 -.10* -.31* -.33* -.11* -.11* -.14* 1 
* p < 0.05 
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Descriptive statistics of the dataset are presented in Table II 
and Table III. In particular, Table II provides mean, standard 
deviation, minimum and maximum of the 13 IVs for the full 
dataset of 800 reviews (full), the subset comprising 400 

genuine reviews (genu), and the subset containing 400 
deceptive reviews (decep). Thereafter, range as well as first, 
second and third quartiles of the IVs are presented in Table III. 

TABLE.II. MEAN, STANDARD DEVIATION, MINIMUM AND MAXIMUM OF THE 13 IVS

IVs Mean Standard Deviation Minimum Maximum 

full genu decep full genu decep full genu decep full genu decep 

Complexity 9.26 8.94 9.59 2.42 2.67 2.09 3 3 4 27.5 27.5 18.5 

Reading diff. 6.78 6.53 7.04 3.62 4.39 2.63 .5 .5 1.5 45.5 45.5 23.5 

Adjective 10.48 10.88 10.09 3.33 3.47 3.14 2 2 3 27 27 23 

Article 10.10 10.26 9.95 2.75 2.90 2.57 0 0 2 18 18 18 

Noun 26.90 27.67 26.13 4.97 5.18 4.64 15 15 15 44 44 43 

Preposition 12.13 12.19 12.07 3.02 2.93 3.12 2 3 2 20 20 20 

Adverb 5.11 5.00 5.23 2.60 2.36 2.82 0 0 0 18 15 18 

Verb 12.24 11.87 12.60 3.24 3.17 3.27 2 2 3 24 20 24 

Pronoun 10.59 9.38 11.80 3.96 3.63 3.91 0 0 1 23 21 23 

Pers. pronoun 7.04 5.96 8.12 3.31 2.92 3.33 0 0 0 17 14 17 

Positive cues 6.89 6.63 7.15 2.95 2.99 2.89 0 0 1 19 19 19 

Percep. words 2.08 1.90 2.26 1.59 1.52 1.65 0 0 0 9 9 8 

Future tense 0.84 0.71 0.98 0.87 0.77 0.95 0 0 0 5 4 5 

 

 

TABLE.III. RANGE AND QUARTILES OF THE 13 IVS 

IVs Range First Quartile Second Quartile Third Quartile 

full genu decep full genu decep full genu decep full genu decep 

Complexity 24.5 24.5 14.5 8 7.5 8 9 8.5 9.5 10.5 10 11 

Reading diff. 45 45 22 5 4.5 5.5 6.5 6 6.5 8 7.5 8.5 

Adjective 25 25 20 8 9 8 10 10 10 12 13 12 

Article 18 18 16 8 8.3 8 10 10 10 12 12 12 

Noun 29 29 28 24 24 23 26 27 26 30 31 29 

Preposition 18 17 18 10 10 10 12 12 12 14 14 14 

Adverb 18 15 18 3 3 3 5 5 5 7 6 7 

Verb 22 18 21 10 10 10 12 12 12 14 14 15 

Pronoun 23 21 22 7 7 9 11 9 12 13 12 14 

Pers. pronoun 17 14 17 4 4 6 7 6 8 9 8 11 

Positive cues 19 19 18 5 5 5 6 6 7 8 8 8.75 

Percep. words 9 9 8 1 1 1 2 2 2 3 3 3 

Future tense 5 4 5 0 0 0 1 1 1 1 1 1 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Special Issue on Extended Papers from Science and Information Conference 2014 

32 | P a g e  

www.ijacsa.thesai.org 

For the logistic regression model, result of the Omnibus test 
indicates acceptable performance of the model (χ2 = 206.74; df 
= 13; - 2 log likelihood = 902.29; p < 0.001). The Hosmer-
Lemeshow goodness-of-fit test indicated a non-significant 
result (χ2 = 7.11; df = 8; p = 0.53), which suggests that the 
model fits well with the data. Cox and Snell R2 was 0.27 while 
Nagelkerke R2 was 0.36. Thus, around 27% to 36% of the 
variability in review authenticity could be explained by the 
model. Using 10-fold cross-validation, the model accurately 
predicted 281 of the 400 genuine reviews, and hence had a 
genuine review prediction accuracy of 70.25%. On the other 
hand, it could accurately predict 283 of the 400 deceptive 
reviews, and hence had a deceptive review prediction accuracy 
of 70.75%. Overall, it recorded an accuracy of 70.50%. 

Results further indicate that the two readability indicators, 
namely, complexity and difficulty could significantly predict if 
reviews were genuine or deceptive. In particular, complexity 
was negatively related to review authenticity [β = -0.75, Exp(β) 
= 0.47, p < 0.001]. The higher the value of complexity for a 
given review, the lower was its likelihood to be genuine. Put 
differently, genuine reviews had lower values for complexity 
compared with deceptive reviews, suggesting that the former is 
linguistically less complex than the latter. However, reading 
difficulty was positively related to review authenticity [β = 
0.37, Exp(β) = 1.45, p < 0.001]. In other words, genuine were 
generally more difficult to be read compared with deceptive 
entries. 

The discordant finding between complexity and reading 
difficulty could be vestige of the uniqueness of the four 
readability metrics. Furthermore, it supports the argument that 
the two readability indicators, namely, complexity and reading 
difficulty, do not necessarily imply each other [8]. However, to 
the best of our knowledge, not much research hitherto has 
disinterred the nuances between complexity and reading 
difficulty in the context of genuine and deceptive reviews. To 
further tease out nuances, the factors that affect FOG, CLI, 
ARI and FKG were delved deeper. 

These four readability metrics are primarily affected by 
three constituent factors, namely, (1) average characters per 
word, (2) average words per sentence, and (3) average syllables 
per word [8, 9, 41]. To disinter variations between genuine and 
deceptive reviews based on the three factors, independent 
samples t-tests were performed. In terms of average characters 
per word, genuine reviews (M = 4.40, SD = 0.28) did not 
significantly differ from deceptive reviews (M = 4.40, SD = 
0.30). With respect to average words per sentence too, there 
was no significant difference between genuine (M = 14.46, SD 
= 9.72) and deceptive reviews (M = 15.07, SD = 5.26). 
However in terms of average syllables per word, there was a 
significant difference between genuine reviews (M = 1.40, SD 
= 0.10) and deceptive reviews (M = 1.44, SD = 0.12) 
[t(779.85) = 4.53, p < 0.001]. Given that genuine reviews used 
significantly lower number of syllables per word compared 
with deceptive reviews, the former seems to fare better in terms 
of readability. 

Among the eight POS tags, articles, pronouns and personal 
pronouns turned out to be significant predictors of review 
authenticity. All three were negatively related to the DV as 

follows: articles [β = -0.12, Exp(β) = 0.89, p < 0.01], pronouns 
[β = -0.11, Exp(β) = 0.89, p < 0.05], and personal pronouns [β 
= -0.19, Exp(β) = 0.82, p < 0.001]. In other words, reviews 
with fewer articles, pronouns and personal pronouns were more 
likely to be genuine. On the other hand, reviews that comprised 
more articles, pronouns and personal pronouns were more 
likely to be deceptive. 

With respect to writing style, all the three metrics, namely, 
the use of positive cues, perceptual words and future tense, 
emerged as significant predictors of review authenticity. All 
three were negatively related to the DV as follows: positive 
cues [β = -0.10, Exp(β) = 0.90, p < 0.01], perceptual words [β 
= -0.15, Exp(β) = 0.86, p < 0.01], and future tense [β = -0.30, 
Exp(β) = 0.74, p < 0.01]. Thus, it appears that deceptive 
reviews were generally more richly embellished with positive 
cues, perceptual words and future tense compared with genuine 
reviews. Table IV summarizes the extent to which the 13 IVs 
in the model could predict review authenticity. 

TABLE.IV. RESULTS OF THE LOGISTIC REGRESSION MODEL 

***
 P < 0.001, **

 P < 0.01, * P < 0.05 

V. DISCUSSION 

Three key findings could be gleaned from the results. First, 
in terms of readability, genuine reviews were more readable 
than deceptive reviews. For example, a readable genuine 
review in the dataset indicated, “…the hotel is centrally 
located…is less than a block away. perfect location! the suites 
are huge with comfy beds…also they have a free dinner…” In 
contrast, a less readable deceptive review stated, “…boasts a 
modern fitness center that feature free weights, a cardio room, 
dry saunas, as well as, masseurs…elegant with a touch of 
historic decor…breath-taking view of Chicago, as well as, had 
an in-room mini-bar, terry-cloth bath robes, over-sized desks, 
high-speed internet access, and a 37-inch Hi Def LCD 
Television…” This finding is consistent with prior research 
which suggested that deceptive content could be less readable 
than the genuine counterpart [21, 48, 49]. Unlike users 
articulating genuine experiences, spammers were overly 
ostentatious in reflecting their competence in writing 
sophisticated reviews [24, 25]. That could be why deceptive 
reviews comprised significantly higher syllables per word as 
compared with genuine entries. Interpreting this finding on the 
basis of self-presentation effect [50], users writing genuine 

Linguistic 

Cues 
IVs β SE Wald 

Exp(β) 

Readability Complexity*** -0.75 0.10 52.16 0.47 

Reading difficulty*** 0.37 0.07 31.87 1.45 

Genre Adjective 0.02 0.04 0.50 1.02 

Article** -0.12 0.04 10.69 0.89 

Noun -0.02 0.02 0.39 0.98 

Preposition -0.04 0.03 1.25 0.96 

Adverb -0.04 0.04 1.31 0.95 

Verb -0.06 0.03 2.67 0.95 

Pronoun* -0.11 0.04 6.50 0.89 

Personal pronoun*** -0.19 0.05 15.01 0.82 

Writing Style Positive cues** -0.10 0.03 9.52 0.90 

Perceptual words** -0.15 0.05 7.54 0.86 

Future tense** -0.30 0.10 8.52 0.74 

Pseudo-R2 0.27 (Cox and Snell), 0.36 (Nagelkerke) 

Accuracy 70.50% (10-fold cross-validation) 
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reviews appear less motivated than spammers to make 
ostentation of linguistic competence. 

Second, in terms of genre, genuine and deceptive reviews 
appeared to share similar levels of informativeness. For 
example, an informative genuine review pointed, “…large 
room with 2 double beds and 2 bathrooms, The TV was Ok, a 
27' CRT Flat Screen… The breakfast is charged, 20 
dollars…close to metro station…” Likewise, an informative 
deceptive review expressed, “…located in the heart of…has a 
24 hour business center providing high-speed internet access, 
fax, and photocopying services…in-room mini-bar…and a 37-
inch Hi Def LCD Television…” Prior research suggests that 
genuine and deceptive reviews could be informative and 
imaginative respectively [11, 12]. While the former could 
contain more adjectives, articles, nouns and prepositions, the 
latter could be richer in adverbs, verbs, pronouns and personal 
pronouns. However, only articles, pronouns and personal 
pronouns could significantly distinguish between genuine and 
deceptive reviews. Furthermore, the finding that reviews with 
fewer articles were more likely to be genuine contradicts 
literature on text genre [10, 12]. The dominance of personal 
pronouns in deceptive reviews over genuine entries reflects the 
lack of guilt among spammers. Although prior research expects 
them to feel guilty and use less self-references to dissociate 
themselves from deceptive content [26, 27, 51], such a 
phenomenon was generally inconspicuous. A deceptive review 
rich in personal pronouns stated, “…I came with very little…my 
deluxe room supplied me with everything that I needed…I will 
be back…” This suggests that spammers could be adept enough 
to blur the lines between genuine and deceptive reviews with 
respect to text genre. 

Third, in terms of writing style, genuine reviews appeared 
less hyperbolic compared with deceptive ones. Consistent with 
extant literature [16, 29], deceptive reviews seemed to include 
significantly more positive affective cues than genuine 
reviews. For example, a deceptive review pointed, “The hotel 
was very nice; Service was great, everyone was very friendly. 
The room was very elegant…had a great experience…pleasant 
staff…I left here well rested and happy.” In order to steer users‟ 
impression on hotels towards a positive light, deceptive 
reviews seemed to contain more perceptual words than genuine 
entries. This was perhaps deliberately done to appeal to the 
sensory perceptions of the online community [15, 30]. A highly 
perceptual deceptive review illustrated, “…view from my 
windows was stunning, as I looked out I could see the 
beautiful…room had a nice airy feel but was also warm…bed 
was very comfortable…” The excessive use of future tense in 
deceptive reviews might have been used to assure that the 
positive experiences at the hotel were not ephemeral. After all, 
positive reviews could be highly influential in stimulating 
future sales and revenues of a given hotel [13, 20]. A deceptive 
review rich in future tense expressed, “…will leave you 
absolutely relaxing…will leave you wanting to visit the moment 
you leave.” 

VI. CONCLUSION 

As users continue to rely on online hotel reviews for 
making purchase decisions, the trend of posting deceptive 
reviews to heap praises and kudos is gradually becoming a 

well-established e-business malpractice. Hence, this paper 
attempted to distinguish between genuine and deceptive 
reviews using linguistic analysis. In particular, it investigated 
the extent to which linguistic differences between genuine and 
deceptive reviews in terms of readability, genre, and writing 
style could predict review authenticity. Drawing data from a 
publicly available secondary dataset, results indicate that 
readability and writing style of reviews are useful clues to 
distinguish between genuine and deceptive reviews. 
Specifically, genuine reviews could be more readable and less 
hyperbolic compared with deceptive entries. With respect to 
review genre however, the differences were largely blurred. 

It should be acknowledged that the findings of the paper are 
somewhat constrained by the dataset used for analysis. For one, 
it comprised only positive reviews. Even though it facilitated 
distinguishing between genuine and deceptive kudos in 
reviews, the findings are not generalizable to negative reviews 
that are meant to criticize hotels, or mixed reviews that 
highlight both merits and demerits of hotels. Moreover, the 
reviews were meant for some popular hotels in Chicago. 
Hence, it is unknown if the findings could be extrapolated to 
all types of hotels located in various geographical locations. 
Moreover, the dataset size of 800 reviews was not overly large. 
This could have resulted in inaccurate findings. Nonetheless, 
this paper does offer implications for both theory and practice. 

On the theoretical front, this paper augments prior studies 
such as [3, 7, 11] by conducting a linguistic analysis of genuine 
and deceptive reviews. It demonstrates that readability and 
writing style of reviews could significantly distinguish between 
genuine and deceptive reviews. While genuine reviews could 
be more readable vis-à-vis deceptive entries, the former could 
be articulated with a less hyperbolic writing style. In terms of 
genre however, this paper demonstrates that genuine and 
deceptive reviews are equally informative. This finding is at 
odds with prior studies such as [52] and [26], which expected 
genuine reviews to be more informative than the deceptive 
counterpart. 

On the practical front, this paper serves as an eye-opener 
pointing that all positive reviews should not be trusted. Prior 
research suggests that when users browse reviews, they could 
be tempted to trust positive entries that are generally abundant 
[1, 2, 53]. However, not every positive review is necessarily 
authentic [7, 11]. Hence, users need to exercise caution. They 
could lean on the findings of this paper to conjecture which 
reviews are likely to be genuine accounts of post-trip 
experiences and hence, can be relied for travel planning. Based 
on the findings, moderators of review websites could 
automatically recommend reviews that are potentially genuine 
and flag off those that are likely to be deceptive. The findings 
can thus play a significant role in preventing users from being 
victims of deceptive opinion spamming. This will aid more 
informed travel planning, thereby mitigating hotels‟ e-business 
malpractice of promoting themselves through deceptive kudos 
in reviews. 

This paper further offers a few potential directions for 
future research. For one, the dataset could be expanded beyond 
reviews for hotels to include those for other products and 
services such as consumer electronics, or downloadable 
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applications. Another possible direction could include analysis 
of the extent to which linguistic differences predict review 
authenticity across positive, negative and mixed reviews. Such 
studies could help extend the theoretical boundaries of this 
paper. Moreover, the finding that genuine and deceptive 
reviews are equally informative is significant for further 
research. Spammers are increasingly becoming smarter to blur 
the lines between the two. As they learn the patterns to mimic 
genuine reviews, it is important for the scholarly community to 
catch up. Perhaps in due course of time, linguistic analysis 
alone might no longer be sufficient to distinguish between 
genuine and deceptive reviews. In this vein, this paper serves 
to pique further scholarly inquiry into this research theme from 
aspects beyond linguistic analysis. 
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