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Abstract—Topics such as the sustainability and vulnerability
of land management practices on water quality and quantity are
very important in these days both for decision makers and for
citizens. The enviroGRIDS FP7 project addresses some of these
topics in the Black Sea Catchment area. One of the software tools
developed in this project is gSWAT. It allows the calibration of
SWAT hydrological models in a flexible development environment
and uses distributed computational infrastructures to speed-
up the simulations. The development of SWAT (Soil Water
Assessment Tool) hydrological models is a well-known procedure
for the hydrological specialists and this paper highlights, from the
end-users point of view, the scenarios related with the calibration
procedures available in the gSWAT application.

I. INTRODUCTION

Currently a lot of effort is put into topics such as sus-
tainability and vulnerability of land management practices
on water quality and quantity. Both decision makers and
citizens are interested in these aspects. The enviroGRIDS [1]
project, funded by the European Commission (EC) through 7th
Framework Programme (FP7) aimed at building capacity in the
Black Sea region providing specialists, decision makers and
citizens with tools and applications specialized in processing
spatial data, processing and visualization of satellite images,
calibration and simulation of hydrologic models, etc.

One of the software applications developed in this project
is gSWAT, targeting the calibration of SWAT [2] hydrologic
models. In the frame of the project a very complex SWAT
model of the Black Sea catchment basin has been developed,
which required a complex calibration process. For small and
medium scale models the calibration process can be easily
performed on a desktop computer and in a reasonable amount
of time. But for complex models this process is very difficult
to be made in this way, mainly because of the size of the model
(and the space that is needed in order to store all the results)
and in executing all the required simulations in a reasonable
amount of time. The gSWAT application addresses this issues
and allows a flexible calibration process of complex (but not
only) SWAT hydrologic models in a Web based environment.
The user has access to high power computational resources
and storage space. The execution of simulations is performed
in a distributed environment, Grid.

A distributed infrastructure offers high power computation
and storage resources, but the access to them is difficult for
many users mainly because the interaction with this kind
of infrastructure is not made in a graphical manner. For
this reason the gSWAT application is developed as a Web

application to allow users to access and use the computational
resources provided by the Grid infrastructure in the process of
hydrologic model calibration. Management of processes, data
distribution, task parallelization, monitoring, load balancing,
authentication and authorization, scalability represents topics
that are solved transparently by the gSWAT application from
the user point of view.

In this paper we are presenting the scenarios related with
the calibration process available in the gSWAT application. In
section 2 are presented notions related to hydrologic models,
calibration process, and execution. Several working sessions
are presented in section 3. Section 4 presents the architecture
and the module of the gSWAT application. Section 5 presents
the interoperability aspect of the application by using services
and the way in which this is implemented on some particular
case.. The performance evaluation is discussed in section 6,
section 7 presenting the conclusions.

II. HYDROLOGIC MODELS

Hydrological models are widely used for water resource
planning, flood prediction, water quality, etc. They represent,
in a simplified manner, the hydrological cycle which can be
used for hydrological prediction. Three phases are required in
order to provide a good hydrological model: development, cal-
ibration and evaluation. Model calibration aims at selecting the
best values for model parameters so that the real hydrological
behavior can be simulated [3]. Most hydrological models have
two types of model parameters, namely physical parameters
(represents physical properties of the catchment, which can be
measured) and process parameters (represents characteristics
which cannot be measured). The objective function measures
the difference between the simulated output of the hydrological
model and the measured output and in general is based on least
squares or maximum likelihood methods.

A classification of hydrological models based on their
model structure, spatial distribution, stochasticity, and spatial-
temporal application is presented in [4]. Metric models such
as Data Based Mechanic (DBM) [5] and Artificial Neural
Networks (ANN) [6] are based on observations. ANN uses
measured rainfall and runoff data to map the behavior of
the rainfall-runoff processes. Physic-based models are using
the equations of motion in order to represent hydrological
processes. The hybrid physically-based-conceptual models aim
at simplifying the model structure.

In the enviroGRIDS project the Soil and Water Assessment
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Fig. 1. Output visualization in gSWAT.

Tool (SWAT) has been used to model and simulate the Black
Sea catchment basin. SWAT is a continuous simulation model
that operates on a daily time step and quantifies the impact of
land management practices on water quality and vegetation
growth. The calibration and uncertainty analysis is a very
important step in the flow of creating a SWAT model. In
the enviroGRIDS project the Sequential Uncertainty Fitting
program SUFI-2 [7] was used. One advantage of using this
algorithm is that the simulations are independent one from an-
other, meaning that we can achieve a high level of parallelism.
It allows analyzing a large number of parameters which can
be specified by the users.

A recent research paper [12] showed that the Grid tech-
nology is suitable for hydrology domain mainly for reducing
the processing time. Different studies, such as in [13] and
[14] prove that a Grid infrastructure, using efficient planning
mechanisms, can lead to an increase of system performances.
In [15] the authors present a parallelization framework for
hydrological models calibration, but at a reduced scale, using
a 24 CPUs cluster. A method involving Message-Passing
Interface (MPI) is presented in [16]. A comparative analysis
of three method of parallelization of 2D hydraulic models is
presented in [17]. The usage of GPUs for processing a 2D
flood simulation model is presented in [18] and [19]. Other
methods of parallelization are described in [20] and [21].

III. WORKING SESSIONS

A. Projects

gSWAT is a Web based application supporting the cali-
bration of complex SWAT hydrological models. It offers both
computational resources to minimize the time needed to cali-
brate the models and storage resources to access remotely the
SWAT models and also the results of the calibration process.
This application is exposed to the users similar to the Software
as a Service (SaaS) level from Cloud. The complexity of the

underlying computational infrastructure is hidden and the users
can focus on the calibration process rather than aspects related
to Grid computing.

A project in gSWAT represents a SWAT model together
with other information related to it. The first step to create
a new project is to define the project name and description.
After this step the user specifies the SWAT model that will be
uploaded to the gSWAT server. At the server side the SWAT
model is remapped to the structure needed for the calibration
process, meaning a new directory structure. The new structure
is after that archived and stored on the Storage Element (SE),
the LFN (Logical File Name) for the archive being updated
in the database. A feedback with the status of this process is
provided to the user.

A calibrated model is obtained after a set of iteration steps,
each iteration step consisting in executing a variable number
of simulations. For each calibration project only one iteration
step is the active one, meaning that the user can start only one
execution at a time for a calibration process. When starting a
new iteration process the user has the possibility to save the
previous one, and has access to all iterations that are already
executed.

B. Process execution and monitoring

Only one iteration step can be active (in execution) for each
calibration project at a time. From the user’s point of view the
complexity of the calibration process execution over the Grid
infrastructure is transparent. From the graphical interface the
user selects the start calibration button which will trigger the
execution of the steps already detailed in a previous section.
Before starting the execution the user should modify all the
input parameters that will have an impact on the results.
The gSWAT database is periodically interrogated in order to
provide users with feedback about the execution (in terms of
total execution time and number of completed simulations).
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Fig. 2. gSWAT architectural modules.

The user has the possibility to stop the execution of the
current iteration step by clicking the stop calibration button.
This will trigger the cancelling of all the Grid jobs and cleaning
of the current iteration step intermediary files.

C. Input and output data visualization

After the internal structure of the SWAT model is created
the user has the possibility to explore it by using the graphical
user interface. The text files can be edited directly in the text
editor which supports opening multiple files at the same time,
and basic operations such as save file, save files, redo, undo,
copy and paste, etc.

The output results can be visualized as text or as charts.
The chart module parses the 95ppu.txt file and output this data
in a graphical manner. The chart presents the best estimated
parameters values together with the observed values (see
Figure 1). The user has the possibility to adjust the horizontal
axis which represents the temporal scale. All the output data
can be downloaded, as an archive, by the user. This archive is
created on the fly when the user tries to download it.

IV. GSWAT APPLICATION

The gSWAT application [22], [23] is based on the client-
server architectural model and uses Web 2.0 technologies in
order to provide a flexible calibration interface for different
categories of users, such as hydrology specialists or students.

By exposing an intuitive graphical interface, the gSWAT
application overcomes the command line based interface ex-
posed by gLite [8]. GANGA [9] offers a flexible programming
interface and facilitates the accessibility to Grid infrastructures.
DIANE (DIstributes ANalysis Environment) [10] provides an
efficient usage of Grid infrastructures and it is based on the
master-slave paradigm. The gSWAT application is using both

GANGA and DIANE to provide a flexible environment and to
minimize the execution time.

A. General architectures

The architecture is composed of three layers, where each
layer provides different functionalities (presented in Figure
2). The distributed infrastructure that is used to minimize
the calibration time is the Grid infrastructure. The services
layer offers services both for the graphical user interface and
for other applications that are interconnected with it, such as
BASHYT. The graphical user interface is built in Adobe Flex
and being a web based interface it can be used from different
devices (such as desktops, laptops or even tablets). The layers
are similar to the ones in Cloud computing, the infrastructure
level can be mapped to the Infrastructure as a Service (Iaas),
the Platform services can be mapped to the Platform as a
Service (PaaS) and the software applications can be mapped
to the Software as a Service (SaaS). An experimental study of
migration of scientific applications (where the experiment was
made on the gSWAT application) from Grid to Cloud Cluster
infrastructure was presented in [11].

B. gSWAT Modules

1) Data management: In gLite a Storage Element (SE)
offers a uniform access to various data storage resources
(such as disk or tape) and allows users and applications to
store/retrieve data in a very simple manner. From the users
point of view the file location is hidden, he has access to files
based on a logical file name. The data could be replicated
to several SEs in order to minimize the transfer cost or to

Fig. 3. Database structure.
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increase the availability of data. Files are shared by the users
in a Virtual Organization (VO) and are protected by security
mechanisms. In such environment the files (data) are written
once and they cannot be modified, the only solution for doing
this is by removing and replacing the files. The protocol that is
used by the SEs is GSIFTP which offers a high-speed, reliable
and secure data transfer.

This module is responsible mainly for exchanging data
to and from the Grids Storage Element. It offers services
related to this functionality which provides a transparent access
to data resources for the users. A specific data structure is
needed by the calibration process and this module creates the
necessary directory structure and store the SWAT model to the
SE. Another service provides the results from the execution of
calibration.

Figure 3 presents the database that stores all the infor-
mation related to projects, iterations, etc. In gSWAT, each
hydrological model is represented in the database as a calibrat-
ing model. The most important information about calibrating
model are the SWAT version (is used to know which executable
is needed in order to execute the model simulations), the
logical file path (is used to retrieve the SWAT model from
the SE after each job is started on a WN), status (is modified
by the execution module to update the state of the calibration
process and is used by the graphical user interface to inform
the users about the current state).

The status of the calibrating model could be one of the
followings:

1) Empty the project doesnt have a valid SWAT model
attached to it;

2) Uploading the SWAT model archive is fetched to
the gSWAT server, validated and transformed to the
structure needed by the calibration process and finally
uploaded to the SE;

3) Incomplete uploading the SWAT model is not valid,
or another problem occurred when storing the model
on the Grid repository (missing Grid certificates,
problem in communicating with LFC server, transfer
error, etc.);

4) Loaded the project contains a valid SWAT model
stored on the SE and on which the calibration process
can start;

5) Finished - the current iteration execution is completed
and the model can be used to define and execute
scenarios;

6) Running a iteration execution is currently ongoing;
7) Incomplete iteration some errors occurred during the

execution (bad SWAT model, missing files, etc.).

For each calibrating model there can be zero to many
iterations steps, but only one is currently active (meaning is in
running). The users have the option to visualize all the input
and output data related to one iteration. The start and finish
time of the execution is stored in the database, the execution
time for each individual simulations can be retrieved from the
output files. The number of simulations that are completed
is updated by the monitoring module and is reflected in the
graphical user interface.

In a dynamic environment, such as Grid, errors can occur
at different level, data or execution. In order to minimize the

possible errors due to data the data management module tries
to detect and recover the execution.

2) Execution: In order to validate a SWAT model a
complex calibration process is being conducted, this process
being completed when a calibration criteria is satisfied. By
performing a variable number of iteration steps we try to
accomplish this goal. In each iteration step several simulations
of the SWAT model are executed (independently on the other
ones) by performing 3 phases (presented in Figure 4): pre-
processing, actual execution and post-processing.

Because the complexity of the pre-processing phase is not
very high this phase is performed at the server side, once for
each iteration step. The user has the possibility to modify some
parameters of the SWAT model by defining intervals from
which, by using the Latin hypercube sampling method, new
parameters values are generated. The outcome of this phase is
a list of new parameters values (one list for each simulation
needed) which will be propagated in the next step in the SWAT
model.

The most complex step is the actual execution of simu-
lations. The execution module uses DIANE and GANGA to
interact with Grid jobs. DIANE is used to start and manage
the execution of simulations. Each simulation is mapped in
DIANE as a task which will be executed on a Grid WN.
GANGA starts the Grid jobs and connects to DIANE master

Fig. 4. Calibration steps.
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Fig. 5. Monitoring module flow of actions.

in order to receive tasks to be executed. Because the number
of simulations that should be performed is very high (varying
in general from 200 to 1000) and in order to minimize the
number of Grid resources that are used each Grid job will
execute one or more simulations.

The following steps are performed by the execution mod-
ule:

• Define the script that will be executed by the Grid
job. This script will copy locally the SWAT model
archive (stored on the SE), extract the files, modify
the model parameters accordingly to the new values
generated in the pre-processing phase, execute the
SWAT simulation and in the end archive and send back
the SWAT outputs;

• Define the DIANE script that maps the simulations to
be performed to tasks;

• Start a new DIANE master for each iteration step on a
different port to which the Grid jobs (DIANE workers)
will connect;

Fig. 6. Detailed log messages.

• Start Grid jobs using GANGA. After this each job will
connect to the DIANE master and will receive tasks
(simulations) to be executed;

• Monitor the execution of the simulations and store this
info to the gSWAT database from which the graphical
user interface will provide feedback to the users;

• Download the output results from each simulation at
the server side.

The final phase is the post-processing which is also exe-
cuted at the server side and creates the output for the current
iteration step based on the output results provided by each
simulation. In the graphical user interface the users have the
possibility to visualize, in a graphical manner, the results or
to download the files.

3) Scenarios: Scenarios can be defined starting from a
calibrated SWAT model to highlight different aspects regarding
the modeled catchment basin. The gSWATSim module allows
the execution of basic scenarios which are created by modi-
fying some of the model parameters. Similar to the execution
module, it uses the Grid infrastructure to run the scenarios. It
offers a complex execution and management solution and also
the possibility to integrate some of the functionalities in other
applications.

The database related to scenarios stores information such
as: scenario name, scenario description, scenario fingerprint,
SWAT version, status, scenario location on the Storage Ele-
ment and scenario execution output location on the Storage
Element. Scenario execution means the execution of only one
simulation. The output could be fetched to other applications,
in order to visualize to results in a graphical manner. The
following steps are performed by this module in order to run
scenarios:

• Start the DIANE master;
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Fig. 7. gSwatSim and BASHYT service based interoperability.

• Start one GANGA worker;

• Execute the job on the Worker Node (WN) (meaning
copy locally the SWAT scenario archive from the SE,
execute SWAT simulation, archive the output results
and upload them to SE).

4) Monitoring: The monitoring module is used both to
check the execution flow and to provide feedback to users.
Each calibration project has attached a status field (in the
database) that characterizes the current situation. This status
is updated based on commands initiated by users (uploading a
new project, change the project information, etc.) or based on
the execution of the iterations. Every job that is executed in the
Grid environment has one of the following states: submitted,
waiting, ready, scheduled, running, done, cleared. These states
are reached with the successful execution; other states are
reached with the failure of execution. The status information
that is provided by the gSWAT application is different that the
states reachable by Grid jobs. These states were presented in
a previous section.

The DIANE monitoring system is used by the gSWAT
application to gather information regarding the execution flow
(meaning the number of simulations that were successfully
executed). The flow of interaction between the different com-
ponents of the system is presented in Figure 5. The DI-
ANE master connects to the monitoring server (which is
gridmsg101.cern.ch) and the monitoring messages are sent
automatically to it. The DIANE master updates the status based
on the information received from the Grid WNs. Two levels
of execution status is available, one from DIANE which is
responsible for providing info at a higher level, (meaning at
simulation level) and the other one from GANGA which is
used to monitor the Grid jobs and provide info at a lower
level (which is important mainly to recover the execution if
some error occurred). The Diane Dashboard application makes
available all the monitoring messages in JSON format. The
JSON format is used to transfer structured data between a
server and a web application. The monitoring module has
incorporated a JSON parser that update the gSWAT database
with relevant information, such as start time, end time (if
it is available), total simulations, completed simulations. At
predefined time interval, the information is updated also in the
graphical user interface.

The status of the calibration projects offers only limited
information about it. Beside this, the user has access to more

detailed information about the progress of the calibration
process in the form of system logs. Every time a calibration
project changes his status, much more detailed message info
is stored in the database together with a timestamp (used to
be able to order the messages). The user can visualize system
logs related to a single calibration project or for all of his
calibration projects (Figure 7).

5) Resource allocation: The calibration process for large
scale SWAT models is quite complex (mainly because of the
size of the model and the number of simulations that are
needed to be performed) and in order to minimize the execu-
tion time and also to improve the usage of Grid resources the
resource allocation module [25] selects the optimum number
of resources that are needed. The model complexity is defined
based on the number of files, model size and an estimated
complexity provided by the specialist in hydrology. Other
important aspects are the availability of the Grid resources
(free WN) and also the number of users that are using the ap-
plication. The steps followed by this module are the following:
gathering requirements (specified complexity, number of files,
model size, etc.), discovering Grid resources (available WNs,
waiting jobs, etc.) and determining the necessary resources
(based on the requirements and the available resources).

The actual execution time has the following mathematical
expression:

TotalExecutionTime = T(resourceAllocation) + T(copyModel)

Fig. 8. The variation of execution time with the number of users.
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+ T(propagateModifications) + T(actualExecutionOfSWAT) +
T(getOutputData)

V. GSWATSIM INTEROPERABILITY

The gSWATSim [26] exposes a collection of REST Web
Services [27] that allows the user to create new projects
(scenarios), to modify some information about the projects
(such as project name, description, etc.), to run scenarios, to
upload output results to BASHYT, etc.

BASHYT [28] offers in a Web based interface the possibil-
ity to produce reports for SWAT models in a flexible manner.
The interoperability between gSWATSim and BASHYT brings
some advantages:

• scenarios are developed in a flexible environment by
using BASHYT functionalities;

• by using GRID capabilities, gSwatSim speeds up the
processing (simulation) of large scenarios;

• the results can be visualized by using BASHYT ded-
icated tools and modules.

The interoperability between gSwatSim and BASHYT is
presented in Figure 6. The first step is to upload scenario
to gSwatSim. At server side the internal structure is created
and BASHYT is notified about it. After that the scenario is
archived and uploaded to SE from where it will be available.
The next step is to execute the scenario and store the results
to SE. The results are downloaded by gSwatSim from the
Grid and uploaded to BASHYT. Notification messages are sent
to BASHYT each time the status of the scenario execution
changes. In the end the output results can be visualized in
BASHYT.

VI. PERFORMANCE EVALUATION

A. Distributed infrastructure

By using a distributed infrastructure we gain computational
power, efficient storage solution and flexibility. From the user
point of view the access to the distributed infrastructure is
made automatically. The computational resourced needed by
the gSWAT application are provided by the enviroGRIDS
project VO. Currently three CEs are providing resources for
it but the main CE is ce01.mosigrid.utcluj.ro providing 128
physical CPUs, with a 1024 logical CPUs. This VO is using
one SE (se01.mosigrid.utcluj.ro) with a storage capacity of
13 TB. Being a production site, and not just a test site, the
availability of resources is not constant (the resources are
shared with other VOs), this being reflected on the experiments
that were made on it. A comparative analysis of parallel
execution of SWAT hydrological model on multicore and Grid
architectures is presented in [24].

B. Black Sea catchment basin calibration results

The gSWAT application is addressed to specialists in
hydrology to help them to calibrate complex SWAT model.
It can also be used as a teaching tool in workshops related to
SWAT and calibration. The total area of the Black Sea Basin
is around 2.3 million km2 with rivers from 23 countries. A

complex SWAT model consists of a very high number of files
(at least 1.000.000 files).

For the first experiments we have used a small scale model.
The size of the SWAT model archive stored on SE is 256 MB
and the size of the extracted archive is 327 MB. The number
of input files, without the ones from the backup directory, is
17,990 files and the number of the hydrological sub-basins is
1,629. The number of input parameters for this model was
14. The variables for this experiments are the number of
simulations (100, 500 and 1000 simulations), and the number
of allocated WNs (30, 50, 80 and 100 WNs).

1) gSWAT scalability with the number of user: A first
experiment targets the scalability of the application in terms
of number of users that are performing calibrations. In Figure
8 is represented the influence of the number of users on the
overall execution time of the calibration process. A first remark
is that the calibration time when only one user is running the
application is lower than when 3 or 5 users are also performing
a calibration. This is obvious because only one user is using
the Grid resources. It is also important to notice that even
though the execution time increases with the number of users
it is not a linear increasing. The overall execution time is
higher mainly because the number of Grid resources is not
scaled with the number of users and the Grid services have
to manage more jobs. The number of Grid resources was
fixed and the other VOs could use them as well, reducing
in this way the number of possible computational resources
for gSWAT. In all cases the overall execution time decreases
when adding more computational resources even though more
users are performing calibrations.

2) gSWAT scalability with the number of computational
resources: Another experiment aims to show what is the in-
fluence of the number of computational resources used (WNs)
on the overall execution time. When adding more resources
the execution time should decrease. The improvement is not
in all cases proportional with the additional computational
resources that are used. In Figure 9 are presented the results.
The execution time decreases when adding more resources, the
decrease is accentuated better when the number of simulations
is higher. The trend is the same even if the number of
simulations is 100, 500 or 1000, proving in this way the
scalability of the application with the number of simulations
and with the number of computational resources. In some cases
even though we add more resources the speedup is small and
it shows that is not always a good idea to add more resources.

Table 1 presents the speedup (by percentage values) gained
by increasing the computational resources from 30 to 50 WNs,
from 50 to 80 WNs and from 80 to 100 WNs. If we increase
the number of WNs from 30 to 50 we gain 44% for 100 simula-
tions. However, the number of resources needed is with 67%
more. The speedup gained by increasing the computational
resources from 80 to 100 (and any number of simulations),

TABLE I. SPEEDUP PERCENTAGES

Sn=T1/Tn, n=#WN 100 Sims 500 Sims 1000 Sims

50 WNs / 30 WNs 44% 83% 40%

80 WNs / 50 WNs 14% 31% 57%

100 WNs / 80 WNs 3% 12% 13%
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Fig. 9. Total execution time.

is not very high compared with the 25% additional resources
that are needed. Figure 10 presents the execution time per
simulation. In all cases (variation of the number of simulations)
the execution time for one simulation decreases (keeping the
same trend) when we use more computational resources.

Figure 11 presents the submission time, which is constant
(around 13 seconds) and does not depend on the number of
computational resources used or on the number of simulations
that were executed. The submission process consists in all the
steps performed by the gSWAT application before the execu-
tion of simulations can begin. Even though the submission time
is constant the impact on the total execution time is different.

For the complex SWAT model we have executed 8 iteration
steps, each iteration step requiring 200 simulations. Because
of the complexity of the model we split the execution of
each iteration step in 4 blocks of 50 simulations. The average
execution time for one iteration step was around 170 hours,
meaning a virtual execution time per simulation of around 50
minutes. The actual execution time for one simulation was
around 40 hours. The increase of performance is in this case
a significant one, execution of all the simulations on only one
computer is impossible in this case in a reasonable amount of

Fig. 10. Execution time per simulation.

Fig. 11. Submission time for one job.

time. The execution times for each simulation are different
but there are no significant differences regarding the total
execution time (see Figure 12 where results from three iteration
steps are presented). The minimum and maximum execution
time for each simulation block varies mainly because of the
availability of Grid resources.

For a complex model where the number of files is very high
(more than 1.000.000 files) we have to start fewer jobs on the
same physical machine. The execution of the simulation needs
to read and write in this case many files, and if multiple jobs
are executed on the same physical machine, they will make
concurrently access to the hard-disk and the execution time
will grow excessively. In some cases the execution of one or
more simulations takes longer than the execution of the other
ones (as is the case of the second simulation block for the
second iteration steps presented in Figure 12). The availability
of the Grid resources is the cause for this higher execution
time but as can be seen the impact is not significant. This
experiment proves that in this case (calibration of complex
models) the Grid offers a very good solution, decreasing very
much the time needed to execute all the simulations required
by the calibration process.

VII. CONCLUSIONS

Complex SWAT hydrologic models are used to assess the
sustainability and vulnerability of land management practices
on water quality and quantity. The gSWAT application offers
a flexible environment to calibrate SWAT models over dis-
tributed infrastructures such as Grid. The execution time could
be minimized by running several simulations in parallel, on
different WNs. In some cases (according to the number of
simulations or the model complexity) the speedup obtained
by increasing the number of computational resources is quite
small. The experiments proved that the calibration process can
benefit by the scalability offered by the Grid infrastructure.
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Fig. 12. Execution times for complex SWAT models (results for three iteration steps using 4 simulation blocks for each one).
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