Automating the Shaping of Metadata Extracted from a Company Website with Open Source Tools
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Abstract — As part of a market analysis process, the objective was to automate the task of identifying the activities and skills of a collection of enterprises, namely Belgian and French open source companies. In order to avoid manual annotation through visual analysis of the websites’ content, a tool chain was developed to collect the content of websites and extract the important terms. Standard software libraries were identified, allowing to clean up HTML documents and to perform the part-of-speech tagging process used for extracting terminology. This procedure is supplemented by the extraction and the recognition of named entities. The terms extracted in the HTML pages of a company website were then merged and filtered and a circular tags cloud was generated. This presentation facilitates the identification of important terms, commonly referred to as activities and technologies supported by the company. Several changes are planned for this prototype, including, in particular, the extension to the texts in French, the association of extracted terms to the vocabulary of a classification scheme and the automatic generation of dashboards to facilitate the monitoring of the evolution of the industrial sector.
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I. INTRODUCTION

As part of a market analysis process, a business directory needs to be maintained. Each entry is associated with a set of keywords to characterize the activities, technologies and software supported by the companies. These keywords are determined by the communication implemented by the company on its website. They are used to find specialized providers, to explore the market from a tag cloud and generate dashboards to compare the relative weight of technologies supported by the suppliers. This process to explore, annotate and update metadata is time-consuming. Research was therefore undertaken to accelerate and automate this task by establishing an information retrieval system, preferably based on standard tools.

This paper is organized in three parts. First, a state of the art on techniques and tools used to solve our problem was carried out. How to extract keywords from the content of a Web site will first be analyzed. This step will focus on two distinct problems; the conversion from HTML documents to raw text and the extraction of keywords to qualify business activity. A state of the art on techniques used to extract terminology and named entities will therefore be presented.

How to present the results of the extraction in order for the main topics of the company website to be understood will also be covered, followed by a presentation of results of a first implementation of a tool that extracts and formats keywords from a website. To conclude, possible improvements to this system will be discussed.

II. BACKGROUND

The metadata extraction process can be divided into three stages [7]:
1) the conversion and the standardization of source files,
2) the part-of-speech tagging (POST),
3) the extraction of metadata.

This process must be followed by the visualization of the extracted metadata.

B. Conversion of source files

The conversion of source files (in this case, HTML documents) is important because it determines the quality of the next step designed for part-of-speech tagging. Indeed the accuracy of the part-of-speech tagging influences the accuracy of the retrieval algorithms [22]. In practice, part-of-speech taggers often malfunction with data from the Web for various different reasons [2, 10]. Following the cleanup of HTML documents, the text entered into the tool may end up containing parasitic features, such as textual elements belonging to the menus, scripts, style sheets and footers. Additionally, the text may not meet the standards of written English (e.g. spelling errors, grammatical errors and specific writing styles) and may need to be standardized [9]. The taggers are also designed for a language (or set of languages) hence the need for prior configuration of the language of the document. Several approaches are possible for cleaning up documents.

A first approach is based on general tools for a crop (in French: “détourage”) of the document. The term “crop” is proposed by Dutrey et al. by analogy with image processing. This means the separation of text and code in the context of digital structured or semi-structured documentation and/or separation within the textual content between relevant and irrelevant text [9]. Regarding HTML, Boilerpipe (refer to http://code.google.com/p/boilerpipe/) is a reference tool which enables an automatic cleanup of content pages and is distinguished by its good performance of low calculation time, ease of use and high accuracy [11].
A second approach relies on the special characteristics of the analyzed documents to extract content with better precision [17]. The use of reverse engineering tools for Web pages is possible when implementing this approach. These tools allow the content to be targeted more precisely and a first layer of semantics to be added. They may require writing extraction rules in the HTML document and may need to be distinguished by their ability to generate these rules semi-automatically [16]. However, they often use technologies such as XPath or XQuery, and can suffer from a lack of markup validity of HTML Web documents [7].

The conversion can be followed by normalizing a text, in other words, correcting spelling errors, deleting extra spaces, homogenizing punctuation, etc.

C. Part-of-speech Tagging

The part-of-speech tagging is a process of combining the words in a text and their grammatical function (e.g. noun, verb, etc.) based on lexical and contextual information [8]. Five criteria are used to select a part-of-speech software program, such as product support, license, available languages, accuracy and processing speed [1, 10, 20]. POST tools are widely available for English, but support for other languages is often poor. Various studies can assist in choosing a POST tool [9, 13, 20, 21].

The creation of a tagger for a given language requires detailed knowledge of the language and an important preliminary annotation. Unsupervised part-of-speech taggers could help overcome these constraints [3].

D. Extraction of Metadata

The extraction of metadata involves terminology extraction techniques which operate by extracting collocations, in other words, for example, word-pairs or word-triplets. This step is the result of the part-of-speech tagging. The extractor retains collocations such as Noun-Noun, Noun-Adjective, Noun-Preposition-Noun, etc. These collocations should then be filtered. According to Zhang et al., the performance of filters depends on the type of document source (specialized or more general) [22]. The authors do not recommend the simple filtering of low-frequency words and encourage testing other related filters, for example, measures made on taken on sets of documents. Some systems only retain word-pairs and word-triplets. However, single terms should not be overlooked as they can be, in some areas, significant (e.g. gene names).

These terms may be extended by named entities via a specific extraction process. The notion of named entity refers to a unique and concrete entity, belonging to a specific domain [14]. In practice, it covers proper nouns, times and amounts. The Message Understanding Conferences (MUC) lecture series proposed a categorization with three categories and seven subcategories: Named Entities / ENAMEX (organization, location and person), Temporal Expressions / TIMEX (date and time) and Number Expressions / NUMEX (money and percent). Finer categorizations also exist. Sekine and Nobata offer 200 categories [18]. Systems exceeding 2000 categories also exist. They are used for the implementation of semantic labeling [6]. The problem of language support also arises with regard to the tools used for named entity recognition.

E. Visualization of Metadata

The principle of tag cloud can be used for the visualization of extracted metadata. The tag clouds are suitable for the exploration of content and the research of resources associated with wider research [5]. Lohmann, Ziegler and Tetzlaff studied the impact of the choice of format for tag clouds [12]. This study compares the presentation of tags in several forms: as a list arranged in alphabetical order (without changing the visual properties), as a list arranged in alphabetical order (with a change of visual properties), as a circular cloud (with the most popular tags in the center) and as a clustered cloud (tags belonging to the same theme put together). Searching for keywords in an alphabetical list is more efficient than searching for them in alphabetically arranged tags cloud. However, the latter is most suitable for identifying popular tags. Searching for popular tags in a circular cloud is easier as is searching within a clustered tag cloud for theme-specific tags.

III. IMPLEMENTATION

The tests were carried out on a set of websites from Belgian and French companies specializing in free and open source software. As regards the selection of tools, the use of free and open source software was the preferred choice. See figure 1 for the implementation scheme.

Wget, the free software, was used to recover the website content and store it locally (refer to http://www.gnu.org/software/wget/). By following the hyperlinks, this software allows recursive crawling. It also stores the website locally and retains its original structure. It is therefore easy to refine treatments to be carried out on the original content by using the local copy. The conversion of HTML documents into plain text is supported by Boilerpipe. This software also cleans up documents without requiring a specific configuration for each website, and retains only the useful content of the HTML document.

The tools for the part-of-speech tagging and the extraction of named entities are common in English but less common in French. Therefore, there was initially access to websites in English. However, it was noticed that websites in English could contain pages (or fragments of pages) written in other languages. For example, a site that was recovered stored different language versions in containers, in other words, <DIV> tags in HTML, of which the visibility was selected according to the desired language. A language test was introduced before the part-of-speech tagging process. The language is detected by the Java language-detection library (refer to http://code.google.com/p/language-detection/). The contents are filtered by threshold on the score of the first detected language. According to the selection criteria presented in the state of the art (support, license, available languages, accuracy and processing speed), the software OpenNLP was used (refer to http://opennlp.sourceforge.net). OpenNLP is a project supported and maintained by the Apache Software Foundation. It is published under the Apache License, a permissive free license, facilitating integration into development covered by different licenses (it is noted, however, that there is an inconsistency between the Apache v2 license and the GPL v2 license). Multiple languages are available, including English, Spanish and Dutch. OpenNLP
boasts a good reputation for accuracy and processing speed (e.g.: [4], [20] and [21]).

The extraction works by selecting and filtering collocations such as Noun-Noun, Noun-Adjective, Noun-Preposition-Noun, etc. Single terms were chosen if they corresponded to a proper noun, which include, typically, company names, software names, standards names, etc.

First, a minimum frequency was chosen for filtering the extracted terms. This approach remains common, yet it is criticized since it reduces the recall [22]. While the recall is not a criticism in itself and can be improved at a later stage, the principle objective is to quickly view the most common words. OpenNLP also provides the functions needed for the extraction of named entities in English, Spanish and Dutch. It was used to extract the person named entities.

Two types of formatting, for the retained terms were implemented after the filtering stage. This demonstrated the principle of the tag cloud. The first presentation involves putting the tags in a tag cloud, with an alphabetical list and highlighting the most important terms (see Figure 2).

The second presentation classifies the terms from most the important to the least important, then formats them in a circular tags cloud (see Figure 3). The circular tags cloud seems well suited to quickly view the people, themes and activities that are important for a company.

IV. CONCLUSION

This first prototype has validated the principle of the automated annotation of a company directory based on the content of Web sites. It also instigates interesting perspectives regarding the development of sectorial market analysis activities, the basis of this project.

This project has, however, highlighted the difficulty of having sustainable and freely available tools for part-of-speech tagging, but particularly for the extraction of named entities, as in the case of texts in French.
V. Future works

Only the English language is currently taken into account. Considering the French language is a must due to the high number of French companies in the industrial sector that shall be studied. Adding a French model to OpenNLP is possible but requires specific skills. Using other part-of-speech software is also possible. Unsupos (refer to http://wortschatz.uni-leipzig.de/~cbiemann/software/unsupos.html) is a possibility in this case since it supports English, French, Dutch, German and Italian, as is Stanford Log-linear Part-of-Speech Tagger (refer to http://nlp.stanford.edu/software/tagger.shtml) which supports the French language in particular (since January 2012) as well as English and German [3, 19]. For the named entity extraction and recognition, a first evaluation of TagEN software was performed on a real corpus (French web content that was previously cleaned), with encouraging results for dates, locations and people, but unsatisfactory for organizations names (low recall and partial extraction for multi-word expressions).
As with folksonomies, terms extracted from a set of Web sites are subject to change depending on the communication policy of a company and the person in charge. This approach lacks controlled vocabulary. The system could therefore benefit from the establishment of a link between the extracted terms and vocabulary from a taxonomy (see [6] and [15]). Using a thesaurus (a list of controlled terms enriched by pre-defined associative relationships) or an ontology (a descriptive knowledge model based on concepts with types, properties and relations) instead of a taxonomy (a list of controlled terms organized hierarchically) would potentially lead to a more in-depth analysis of the possibilities of automatic generation of dashboards (e.g. dashboards by type of software). This may require the creation of a classification scheme, possibly using already existing tools (e.g. dictionaries, Wikipedia/DBpedia, etc.).

The ability to automatically extract common terms may allow evolutions in technology adoption to be investigated and developed. Pirolli offers this type of development for tag clouds [14]. The emergence of new tags in folksonomy can in fact show a phenomenon of craze or disinterest.

We do not use tags from folksonomy but terms extracted from websites’ content (i.e. outcome of corporate communication), which can lead to the same kind of phenomenon. The terms monitored over time should allow the commercial life cycle of a technology in an industrial sector to be visualized.
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