Connection Time Estimation between Nodes in VDTN
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Abstract—Vehicular delay tolerant network (VDTN) is a widely used communication standard for the scenarios where no end to end path is available between nodes. Data is sent from one node to another node using routing protocols of VDTN. These routing protocols use different decision metrics. Based on these metrics, it is chosen whether to send data to connected node or find another suitable candidate. These metrics are Time to live (TTL), geographical information, destination utility, relay utility, meeting prediction, total and remaining buffer size (TTL) which can be used in routing decisions. This metric can be used in routing decisions. The simulations results are above 88% which proves “estimation-time” metric is calculated correctly.
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I. INTRODUCTION

Smart cities have been establishing in a world very rapidly, more than a thousand cities have been established so far globally [1]. In the world of internet of things (IoT) and smart cities, transportation between them is an essential part of the broader spectrum. IoT is not limited to just cities, it also aims to connect rural areas and places. Vehicular ad-hoc networks play important role in smart transportation for data transfer purposes, as their protocols work best in urban environments where nodes are dense however when it comes to sparse nodes, then a better approach is used named vehicular delay tolerant network (VDTN). Delay tolerant networks (DTN) are the type of ad-hoc networks, where end to end connectivity does not exist. DTN has a message-oriented overlay layer called “Bundle Layer” employs a store, carry and forward message switching paradigm that moves messages from node to node, along with a path that eventually reaches the destination [2]. It works as follows that a source node creates messages which are called bundles and store that message in its internal storage until it meets with another node. On meetup, it forwards data to receiving node, it keeps happening until data delivered to the destination node or its time to live (TTL) expires. In this type of network, nodes are sparse, distances are long, meeting probability of end to end node is very low due to dynamic changing topologies, delays are long and variable, high latency, asymmetric data rate, and high error rates are common. VDTN hold the same properties as the VDTN is when nodes are vehicles in delay tolerant network. In VDTN, vehicles carry the data and deliver it from one place to another place. VDTNs are supposed to perform better in poor conditions because it works with the store, carry and forward paradigm. VDTN register short contact durations and experience rapid changes in the network [3].

Normally vehicles travel at different speeds which may vary based on scenarios.

- Inside the city, speed may be less, as compared to outside the city.
- Traffic density will also have an impact on speed.
- Highway scenario speed will be faster.
- Time of day also affects driving behavior.

Vehicles movements are unpredictable; however, few properties are common for sure that they will travel only on paths or roads with some movement speed along with other vehicles. This speed property can be used. In normal networks, it is not easy to find the connection time of two nodes due to the unpredictable behavior of a user. A user may disconnect or reconnect anytime. Vehicles have some pattern. Like, they travel on roads, with some speed and cross each other randomly depending on their speed and quantity. With this speed factor, estimation-time is calculated. Security of the VANET and VDTN is important. Authors of [4], [5], [6] and [7] discuss about security and [4] proposed a novel biologically-inspired spider monkey time synchronization (SMTPS) techniques for largescale VANETs.

At the time of connectivity between any two nodes in VDTN, if communication time can be estimated, that would be handy in routing decisions. The sender node will be able to take a decision that, rather to send data to the receiver node or to find suitable node. Let suppose there is very short time, 1 or 2 seconds and bundle size is bigger 10 or 20 MB, so it is not a good idea to send the data as the connection will be terminated before data delivery completion. In this type of scenario, it’s better to find another suitable candidate rather than wasting the bandwidth on the previous node. A study [8] shows the connection time between vehicles using 802.11g and says if vehicles are 20KM/h then time is about 40s and at 40KM/h time is just 1s, if speed is being increasing then time will keep decreasing and at 60KM/h speed time reduced to 11s. With TCP 4 out of 10 attempts was not useful because TCP is connection-oriented and take more time, however with UDP results were better. So, the authors of [2] give a solution of message fragmentation. This work suggests if “estimated-time” is calculated correctly, fragmentation will not be
required any longer and still it will be possible to send data with a good success ratio. In addition, if bundle size can be limited according to the data rate and estimated time, fragmentation may never be required. The experiments show that it is possible to predict the “estimation-time” with good accuracy. This Paper is divided as Sections I, consists of introduction, Section II Literature Review, Section III Methodology, Section IV Results and Discussion, Section V Conclusion, and Future work.

II. LITERATURE REVIEW

VDTN is an active in research area for more than a decade. Different authors and research groups are working in this field to make this filed better. The paper [9] is about dropping policies of messages that decides which message should be dropped from the buffer when the buffer is full. Relay nodes [10] are also being used for better performance. Relay nodes are fix nodes who just receive and forward data, these are not terminal nodes. There are multiple parameters being used in different routing protocols for routing decisions. Like DAWN and GeoOpps basic forwarding metrics are the density of nodes. TABLE I shows some routing schemes for forwarding metrics.

TABLE I. ROUTING SCHEMES WITH FORWARDING METRICS [6]

<table>
<thead>
<tr>
<th>Sr. No</th>
<th>Scheme Name</th>
<th>Forwarding Metrics</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>ACSF[12]</td>
<td>Minimum-outage time of the node</td>
</tr>
<tr>
<td>3</td>
<td>DARCC[13]</td>
<td>Location of destination moving direction of nodes</td>
</tr>
<tr>
<td>4</td>
<td>DAWN[14]</td>
<td>Density of nodes</td>
</tr>
<tr>
<td>5</td>
<td>GeoOpps[15]</td>
<td>Density of nodes</td>
</tr>
<tr>
<td>6</td>
<td>GeoSpray[16]</td>
<td>Density of nodes and Different Data Size</td>
</tr>
</tbody>
</table>

This paper is about introducing a parameter named “Estimated Time”. Some routing protocols will be discussed along with their parameters or metrics to highlight the importance of parameters that how it can make a routing protocol top or flop. DTN based routing protocols can be categorized based on the number of copies of the bundle in the network. Single copy and multicopy are two major types of routing protocols. Single copy schemes uphold a single copy of the data bundle in the network, in opposition multi-copy holds multiple copies. First contact [17] and direct delivery [18] are examples of a single copy. These both do not hold any network knowledge for routing decisions. Examples of multicopy are Epidemic [19], Spray and wait [20] and ProPHET [21].

Epidemic [19] is a routing protocol which does not contain any prior knowledge of the network. Each node just has a list of bundles with it. Whenever it encounters a new node, they both exchange the missing bundles. In the end, every node has every bundle including destination node. This technique is not good because, it is flooding base and it causes excessive bandwidth usage and some nodes will still have the data even the data is sent to destination. Although it is best in terms of delivery rate that it surely delivers the message. That’s why this protocol is used as a benchmark to compare other protocols [22]. As per this paper [23], performance of Epidemic is better than other protocols where delays are greater. Spray and wait [20] limits the replication, it consists of two phases, In “spray phase” message copies are generated and sent to L nodes if the destination node is found in this step then fine else “wait” phase starts. It waits until the destination node is found. Another routing protocol which uses past encounters history for delivery predictability is known as ProPHET [21], in this protocol, which node with higher probability gets the data. MaxProp is another forwarding base algorithm, it works with initial meeting probability which is being set for each node, then this information is shared with neighbors. It is buffer consuming and perform well with larger buffer size [24].

There are some routing protocols which uses global positioning systems GPS along with other parameters. In this class of routing protocols, decisions are taken based on assumption that every step is towards the destination node. GeoOpps [15] and Geo-Spray [16] are location-based routing protocols. GeoVDM [25] is a comparatively new protocol which is also GPS base. DAWN [14] is a local capacity constraint density adaptive DTN routing algorithm. It improves the packet delivery ratio within the deadline where packet network capacity is limited. Mobile nodes decide, number of packets to broadcast based on local density information. In this paper [26] the author introduced a new parameter called the trend of delivery, which is used then for routing decisions. Max-Util [27] is a utility based algorithm proposed in this paper whereas their routing decisions are based on parameters like destination utility, relay utility, buffer utility, contact, and overall utility. There is another paper [28] which is related to network management, the network is managed by selecting the managers who are stable nodes. A priority-based scheduling and drop policy are proposed in this paper [29] along with a hybrid routing algorithm that routes messages which are scheduled built on priorities. Performance of routing protocols is being compared in this paper [30] while considering different parameters like time to live, distance (long and short) and a number of hops. Taking the routing decisions while maintaining privacy is considered in this paper [31] routing protocol named ePRIVO. It ensures the link privacy, binary anonymization, and neighborhood randomization, and attribute privacy by means of the Paillier homomorphic encryption scheme. Nodes share their information in the homomorphic encrypted form.

III. METHODOLOGY

Vehicles may travel at different speeds, depending on the traveling area, time and vehicle’s density. In the city, vehicle may travel slower than outside the city, at early morning traveling speed may be different from office timings. Also, vehicle speeds are dependent on traffic density, and depending on driver’s behavior speed may vary too [32] [33]. By keeping this in consideration and to make it closer to reality variable speeds are assigned to vehicles ranging from 30KM/h to 70KM/h in 10KM/h chunks. So, if speed is between 30-40KM/h then it means the speed of both vehicles could be any value between 30 and 40KM/h. It is not necessary that both vehicles are traveling at the same speed.
The speed and connection time are inversely proportional to each other, greater the speed value mean lesser the connection time [33].

Here in this research, main focused is two type of times.
- Connection time
- Estimation time

A. Connection Time

This is the actual communication time of two vehicle nodes and it can be found in ONE (Opportunistic Network Environment) simulator [34]. This is time between the start of the communication to the end of the communication, and only can be found when connection get terminated. This time can be used for time prediction of future encounters. In past if two nodes meet frequently and communicate with each other for long time, then their future behavior can be foretold. The “estimation time” and connection time are compared to find out accuracy of proposed methodology.

B. Estimation Time

Estimation time is predicated time, it is estimated by Equation 2, at starting phase of meeting encounter. This time can be used for routing decisions. At the moment of decision-making process, if somehow, it is predicted that this communication is going to last for a specific interval like 4 or 5 seconds then the node can decide how much data it should send, or not send at all. Estimated connection time can be assessed using vehicle speed and distance. Vehicles speed and location can be gotten in ONE simulator [34]. From this location distance between two vehicles is found. So, there is speed and distance. Now here is an equation to find the estimated time.

\[ T_s = \text{Total Speed} \]
\[ S_s = \text{Data sending node Speed (Data initiating node)} \]
\[ R_s = \text{Data receiving node speed} \]
\[ E_t = \text{Estimated Time} \]
\[ D = \text{Distance between sender and receiver} \]

\[ T_e = S_s + R_s \]  
\[ E_t = \frac{D}{T_s \times 2} \]  \hspace{1cm} (1) \hspace{1cm} (2)

It is observed in simulations that estimated time changes with vehicle speed. TABLE II shows the estimated time for different speeds.

<table>
<thead>
<tr>
<th>Sr. No</th>
<th>Vehicle/s Speed/s</th>
<th>Time with Number of Vehicles</th>
<th>Average Time</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>2</td>
<td>41-50</td>
<td>6.75</td>
<td>6.86</td>
</tr>
<tr>
<td>3</td>
<td>51-60</td>
<td>5.50</td>
<td>5.50</td>
</tr>
<tr>
<td>4</td>
<td>61-70</td>
<td>4.50</td>
<td>4.65</td>
</tr>
<tr>
<td>Average Estimated Time of Sr. No 1 to 4</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

C. Vehicle Movement Scenario

There could be these three scenarios for vehicles traveling on road. Some of them will be moving and some may be stationary as given wait time is between 0 to 120 seconds as mentioned in TABLE IV. So, vehicles will be stationary between that wait time, while moving they will be traveling in different directions. There could be these possible scenarios.

1) Scenario 1: One vehicle is moving and other is stationary. As shown in Fig. 1 that V2 is stationary and V1 is passing by. In this scenario, time will be greater than when both vehicles are moving, as explained in [33] and as per Equation 1, One vehicle speed will become zero, while other node will have some value greater than zero, and estimated time will be higher.

2) Scenario 2: In this scenario, both vehicles are stationary, after running multiple simulations, there was no such scenario where both vehicles were not moving and having communication. So, this is not considered in this paper.

3) Scenario 3: Both Vehicles are moving and having active communication, this could have further three sub-scenarios.
   a) Both are moving in the same direction.
   b) Both are moving in the opposite direction
   c) Both are crossing each other at the intersection.

4) Scenario 4: It is possible that both vehicles are traveling in the same direction and having communication as shown in Fig. 2. In this scenario, time estimation is harder. Because it is never known which vehicle will take a turn and when. After running simulations, it is observed that in some cases “connection time” values are too much higher than mean value. As per authors observations, the reason for these out of the box time values is, both vehicles are going in the same direction for a comparatively longer time. This does not happen frequently in city base scenarios, as it can be observed from the graph. The good thing is in most of the cases its value will be bigger than the estimated time. TABLE II shows the estimated time’s value never goes greater than 10 seconds but in connection time with two vehicles and speed between 60 and 70KM/h the connection time is 86 seconds. So, it is very clear that in this case vehicles were traveling in the same...
direction. For this case, assumption for this paper is that actual connection time will be always greater than estimated time.

5) Scenario B and Scenario C: In these two scenarios, time will be limited and calculate-able. Here vehicles will be traveling towards each other and after meeting they will be separated as shown in Fig. 3 and Fig. 4 While vehicles are traveling towards each other, their speeds will be combined.

IV. RESULTS AND DISCUSSION

Number of vehicles in scenario and vehicle speed is directly proportional to number of encounters. More vehicles mean more meeting chances and more speed also creates more chances of an encounter. TABLE III shows the number of encounters for different simulation scenarios.

A. Simulations Setup

Tool used for simulations is Opportunistic Network Environment (ONE) simulator; it is java-based simulator which has a configuration file named “default_setting.txt” where metrics values can be changed. TABLE IV shows values used for these simulations. All other values like buffer size, time to live, message generation time, message size, and transmit speed are default.

B. Simulation Results

As described earlier that when vehicles are traveling in the same direction, their connection time will be long as compared to when they are crossing each other. Such scenarios are not considered where both are traveling in the same direction as the assumption is that in this case connection time will be always greater than the estimated time. Below there are simulation results and difference of time:

\[ Dt = \text{Abs}(Ct - Et) \]

TABLE III. NO. OF ENCOUNTERS WITH DIFFERENT SPEEDS IN SECONDS

<table>
<thead>
<tr>
<th>Sr. No</th>
<th>Vehicle/s Speed/s</th>
<th>Time with Number of Vehicles</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Vehicles</td>
</tr>
<tr>
<td>1</td>
<td>30-40</td>
<td>62</td>
</tr>
<tr>
<td>2</td>
<td>41-50</td>
<td>70</td>
</tr>
<tr>
<td>3</td>
<td>51-60</td>
<td>79</td>
</tr>
<tr>
<td>4</td>
<td>61-70</td>
<td>94</td>
</tr>
</tbody>
</table>

TABLE IV. SIMULATION METRICS AND VALUES

<table>
<thead>
<tr>
<th>Sr. No</th>
<th>Metrics</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Time</td>
<td>43200 sec</td>
</tr>
<tr>
<td>2</td>
<td>Vehicle Speed</td>
<td>30-70KM/h</td>
</tr>
<tr>
<td>3</td>
<td>No of Hosts</td>
<td>2-15</td>
</tr>
<tr>
<td>4</td>
<td>World Size</td>
<td>4500,3400</td>
</tr>
<tr>
<td>5</td>
<td>Map</td>
<td>Helsinki City</td>
</tr>
<tr>
<td>6</td>
<td>Transmit Range</td>
<td>150 meters</td>
</tr>
<tr>
<td>7</td>
<td>Wait Time</td>
<td>0,120</td>
</tr>
</tbody>
</table>
So, if the difference time is greater than 6.47 seconds as per reference to TABLE II, it is excluded from results with the assumption that it is Scenario A. Fig. 5, Fig. 6, Fig. 7, Fig. 8, Fig. 9 and Fig. 10 show the number of encounters and time difference. In x-axis, there is number of encounters of vehicles, that how many times any random two vehicles made a connection with each other. In y-axis, there is a time value, that for how long the connection was made. With increasing speed, number of “encounters” increases and connection “time” decreases.

Fig. 5. Two Vehicles Time Difference.

Fig. 6. Three Vehicles Time Difference.

Fig. 7. Four Vehicles Time Difference.

Fig. 8. Thirteen Vehicles Time Difference.

Fig. 9. Fourteen Vehicles Time Difference.

Fig. 10. Fifteen Vehicles Time Difference.

C. Accuracy of Proposed estimated time:

Difference time is equal to 4 seconds as base value. Below TABLE V shows accuracy of estimation time.

Above table clearly shows that with increasing speed, accuracy is improved. Best results are with 61 to 70 KM/H.
V. CONCLUSION AND FUTURE WORK

In vehicular delay tolerant networks routing decisions are taken based on multiple metrics like Time to Live (TTL), buffer size, buffer occupancy, geographic location and density of nodes, destination utility, relay utility, meeting prediction etc. This paper is about introducing a new decision metric called as the “estimation time”. This metric can be used for routing decisions. Above 88% results show that it is possible to predict time at node’s encounter. Multiple simulations were run in ONE simulator with different number of nodes to prove that “estimation time” work fine with different number of nodes. The “estimation time” can be used for routing decisions. In future, this metric will be used for routing decisions.
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