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Abstract—The rapid growth of open data sources is driven
by free-of-charge contents and ease of accessibility. While it is
convenient for public data consumers to use data sets extracted
from open data sources, the decision to use these data sets should
be based on data sets’ quality. Several data quality dimensions
such as completeness, accuracy, and timeliness are common
requirements to make data fit for use. More importantly, in many
cases, high-quality data sets are desirable in ensuring reliable
outcomes of reports and analytics. Even though many open
data sources provide data quality guidelines, the responsibility
to ensure data of high quality requires commitment from data
contributors. In this paper, an initial investigation on the quality
of open data sets in terms of completeness dimension was con-
ducted. In particular, the results of the missing values in 20 open
data sets measurement were extracted from the open data sources.
The analysis covered all the missing values representations which
are not limited to nulls or blank spaces. The results exhibited a
range of missing values ratios that indicated the level of the data
sets completeness. The limited coverage of this analysis does not
hinder understanding of the current level of data completeness
of open data sets. The findings may motivate open data providers
to design initiatives that will empower data quality policy and
guidelines for data contributors. In addition, this analysis may
assist public data users to decide on the acceptability of open
data sets by applying the simple methods proposed in this paper
or performing data cleaning actions to improve the completeness
of the data sets concerned.
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I. INTRODUCTION

Data completeness is an essential dimension in data quality
like accuracy and timeliness. Data completeness plays a major
role to guarantee the completeness of query answers [1], [2]
and ensure reliable analysis [3], [4]. In the context of soft-
ware quality, completeness is also an important attribute that
determines the quality of Software Requirement Specification
(SRS) [5]. Several types of data completeness exist [6], [7].
Given a data set with a set of attributes, the most common
case of data completeness are as follows: (1) all attributes’
values are missing for a record (missing record/tuple), (2)
some of the values of the attributes are missing for a record
(missing values) [7], [8]. The first case represents the total

loss of information where the attributes’ values for the whole
record are missing. The second case however, represents
some level (ratio) of the incompleteness of the attributes
of a record. For example, assume that we have a simple
data set which is supposed to have ten records of students’
information. This dataset consists of 6 attributes, namely,
StudentId,Name, Sex, Level, Class,Grade as shown in
Table I.

TABLE I. STUDENTS INFORMATION

No StudentId Name Sex Level Class Grade

1 B11 John M 5 A B

2 B12 Mona F 4 A A

3 B13 Marta F 4 C B

4 B15 Helen F B

5 B16 Mark M

6 B17 F A D

7 B18 M 4 C

8 B19 Sozan F 5 B

9 B20 Ahmed M 5 B B

Table I illustrates a set of student records with the com-
pleteness problem. All records are uniquely identified by an
identification attribute, StudentId. A missing record can be
represented by the absence of the student’s record with id
‘B14’ from the data set. Records 4th to 8th are examples of
records with missing values. In this example, missing values
are detected through the blank spaces in the table. Missing
values are not necessarily represented by nulls or blank spaces
as illustrated in Section II-B. Thus, the effort to detect missing
values requires a proper understanding of its representation.
The ability to detect missing values is the pre-requisite for
any missing values effort. In many data-intensive applications,
the recoverability of missing values is the key to avoid failure
in query answering [1]. The execution of queries on any data
set containing missing values may result in unrealistic and high
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cost [9], [10], [11].

Missing values recovery becomes more challenging es-
pecially in the case where key attributes are surrogate keys
(keys that are not real and unnatural like student Id) and the
natural candidate keys are missing. Candidate keys are usually
useful in recovering the values of other attributes that are
missing, based on their functional-dependency property. (The
role of functional dependency can also be seen in storage space
optimization (refer to [12]).

In the next section, the problem of missing values will be
elaborated in terms of the causes and representation aspects.
Section III presents the methodology used to conduct the anal-
ysis. Section IV consists of the analysis results and discussion.
Finally, Section V concludes this paper.

II. BACKGROUND OF MISSING VALUES PROBLEM

Missing data or missing value can be defined as a value
that is not stored or not exist in a dataset [13], [14], [15].
It is either referred as blank, unknown or null (in database
world). The problem of missing values is fairly common and
can occur at various stages of data processing, ranging from
data collection to data storage phase [16]. The presence of
a small ratio of missing values can greatly affect the results
that can be derived from most databases including electronic
medical records [17], [18]. Hence, missing values are a crucial
problem in many decision-making systems as precise decision
depends on the completeness of the information at hand [19],
[20], [21].

The impact of missing values can also be seen in large data
sets [22]. Many statistical methods have difficulties in dealing
with the missing data especially in assigning an arbitrary value
to the missing data. The fact that missing values is a common
(but yet unsolved) problem has motivated many researchers in
improving the existing system ability to work on incomplete
data sets. (See an example of clinical support systems in [23].)

In general, handling the problem of missing values need to
follow the following steps [17]:

1) Determine the reasons for missing data.
2) Determine the representation of the missing value.
3) Analysis of the percentage of missing values.
4) Determine the proper method for handling missing values.

A. Reasons of Missing Data

Several studies reported the causes of missing values in
databases as follows:

• Lack of data constraints: No restrictions are imposed on
the user to enter all data. This leaves some fields missing
[24].

• Insufficient users’ experience: Low user experience in
dealing with data entry systems and lack of knowledge in
the correct mechanism of data entry may cause the loss
of data. For example, users might leave the date and time
fields blank if they are not sure of the format.

• Merge multiple data sources of different schema: Data
repositories such as data warehouse (DW) data sets are
merged from several sources. Database schema differ-
ences among the contributing sources will cause data sets

originated from the source with lack of attributes to be
missing values within the merged data sets [2].

• Respondents’ answering behavior: In survey data, missing
values are often caused by reasons like respondents refuse
to answer the survey or they do not understand the
questions in the questionnaires [25], [26].

• Error in data collection tools: Research data is also
prone to missing values problem due to an error in data
collection tool (such as sensors) or human researcher’s
fault. So, failure software and hardware are significant
examples that cause the problem of missing data [2].

Most statistical programs work to remove the missing
values automatically from the original data sets. This approach
leads to the lack of sufficient data to complete an analysis and
thus may give misleading results [27], [28].

Kalkan (2018) stated that although there is a direct corre-
lation between the rate of missing values and the quality of
statistical analysis, there is no acceptable proportion of missing
values in the data set for the correct statistical conclusion [29],
[26]. However, Schafer (1999) argued that the ratio of 5% or
less of missing values is inconsequential [30]. Bennett (2001)
stated that if the amount of missing values is greater than 10%,
the results of the statistical analysis will be biased [31].

B. Missing Values Representation

Data completeness studies have been conducted since 1970
where missing information in the database community was
the crux of the problem. The problem of missing values
representation was overcome within the relational tables. Com-
pleteness studies on distinguishing the null types are triggered
by the desire to ascertain the existence of the completeness
problem. If nulls are present in the ‘non-existence’ case, then
the presence is treated as legitimate unlike in the ‘unknown’
case. In short, while the presence of ‘non-existence’ nulls
shows no completeness problems, the presence of “unknown”
nulls shows the contrary [32][21].

The @ symbol [33], ! and ‘x’, ‘y’ and ‘z’ have often
represented nulls [34]. ANSI/SPARC interim report listed 14
manifestations of nulls. However, the two common types of
null used are the unknown nulls in which the values are
missing because of the unknown status, and the non-existence
nulls in which the values are missing because the attributes
relation are not applicable. For example, if someone is not
a vehicle owner in London, the attribute ‘vehicle owned’ is
considered null.

C. Methods for Handling Missing Values

In literature, several ways are adopted to handle missing
values. In a customer database of a shopping centre, for
example, some customers’ data such as the age data might be
missing. This situation can be handled in one of the following
ways [8]:

1) Ignore records that contain missing values: Records which
have the missing values are separated from the analysis
[35]. For example, special software for statistical analysis
is utilized in the analysis task which will run multiple
times and the results are maintained, ignoring the missing
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values [36]. In general, ignoring missing values is inef-
ficient unless the record has very little missing values.
This method may affect the overall results of the planned
analysis if there are many missing values in a large
number of records in a dataset.

2) Manual completion of missing values: This method can
be considered a waste of time and effort [37], [38]. It may
also be impossible to be adopted especially in the case of
a large amount of data with a large number of missing
values. The data sets may be used only if a small number
of values are missing [39].

3) Use a global or uniform constant to replace missing
values: In this case, all the missing values in a field can
be replaced by a constant and uniform value or a label
such as “unknown", but in this case when performing
the analysis and data mining, the exploration programs
will believe that this common label has a particularly im-
portant meaning. The number of relatively large missing
values will indicate a poor analysis[40].

4) Use one of the values of central tendency metrics instead
of missing values: This method is used to fill the numeric
type missing values with the measures of central tendency
such as the mean or the arithmetic mean [41]. For
example, if we have a customer database of a shopping
centre and the missing value is the customer’s age, the
mean age is used to replace the missing values in the
‘Age’ box. This method will enhance that value in the
database and increase the unwanted repetition of a large
number of customers which may affect the results of
analysis and exploration.

5) Use the most likely value by predicting the missing val-
ues: This complex method is acquired through specialized
exploration techniques such as the decision tree, aiming to
predict missing values by exploring existing and available
data of the results of the analysis [42].

Osborne (2013) pointed that, despite obvious distortion that
missing values can cause, the number of researchers that deals
explicitly with this problem is limited. In a survey conducted
with his students in prestigious journals of the American
Psychological Association, 38.89% of the authors reported
that some data are missing in the data sets that have been
used in their articles. Nevertheless, it is uncertain whether the
remaining authors (61%) were failed to report their missing
data or they completed their data in their articles [22]. In
the case where missing values are recovered, the question
of whether they effectively deal with the lost data remains
unanswered.

In the context of time-series data, researchers in [43]
reported that the level of missing values acceptability varies.
Some data sets can contain missing values from 5%-50% while
others allow up to 80% percent of missing values. As the
level of missing values acceptability is high, the results of
the analysis drawn from the data sets is incomplete.

Kim et al. (2019) estimated that the missing values in the
precipitation data of the Korea Meteorological Agency will
be up to 16% from year 2015–2016, and about 19% for
weather data in 2017 [44]. This estimation drives the Korean
government to plan for data imputation strategy as the missing
values can affect power generation prediction performance.

III. METHODOLOGY

In order to understand the problem of missing values in
open data sets, 20 data sets were extracted from two open
data sources: Center for Intelligent Learning and Intelligent
system (UCI Machine Learning Repository) and data.gov.uk.
UCI provided over 350 databases that were used for the auto-
mated learning of the experimental analysis, while data.gov.uk,
stores data of the government agencies, public bodies and
local authorities in the United Kingdom (UK). The data sets
consist of information about the government works, research,
applications and services.

The selected data sets cover several domains such as
education, healthcare, agriculture, and communities. In this
paper, the types of completeness concerning the missing values
were analyzed. We measure the ratio of missing values in
each data set (on attribute level) and the coverage of affected
attributes.

The steps conducted are as follows:

• Download data sets from the open data source: Data sets
were downloaded from the UCI and data.gov.uk. Table II
shows the details of the selected data sets covered by the
analysis. The total number of records for all data sets is
around three million records.

• Convert data sets into Excel spreadsheet format: The data
sets were originally recorded in several formats, such as
a text file (.txt) and Excel file (.Xls, .Csv). The data sets
in the text files format (.txt) were converted to Excel
format for standardization and processing ease. The data
sets are categorized into four categories, namely, Medical,
Educational, Security and Miscellaneous.

• Perform missing values detection: In order to detect miss-
ing values in the data sets, we refer the representation of
missing values presented earlier in Section B. In addition
to nulls (or blank cells), symbols “?" and “unknown" are
detected for missing values in the data sets under study.

• Measure missing values ratio: To describe the formula
used to measure missing values, simple ratio method
(refer to [45]) which is usually applied to measure
completeness is used. The following are descriptions of
the notations:
Suppose that:

D is the data set under measure,
A is the set of attributes in D, where
A = {a1, a2, a3, . . . , an}, where n is the number
of attributes,
R is the set of records in D, where
R = {r1, r2, r3, . . . , rm},
|V1| is the number of values that are supposed to be in
a1.
|V ′

1 | is the number of missing values in a1
As |V1| = |R|, the ratio of missing values (in percentage)
for a1 is calculated as:

|V ′

1 |
|V1|
× 100 =

|V ′

1 |
|R|
× 100 (1)

The ratio of missing values for D is calculated as:∑n
a=1 |Va|
|R|

× 100 (2)
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TABLE II. DATA SETS UNDER STUDY

No Ty
pe

Dataset Name
Attrib-

utes
Instances

1 Arrhythmia 279 452

2 Diabetes 130-US hospitals 55 101767

3 Cervical cancer (Risk Factors) 36 858

4

Details of GPs, GP Practices,

Nurses and Pharmacies from

Organisation Data Service

20 85280

5 M
ed

ic
al

GPS_Details_Nuers_Pharmaces 19 85280

6 GP Prescribing Data 17 473116

7 Sickness Absence Rates in the NHS 10 85839

8
Numbers of Patients Registered at

a GP Practice
9 326328

9 Recorded Dementia Diagnoses 7 608281

10 Leeds schools all information 54 264

11 School Locations 37 1555

12 Schools List 14 101

13 E
du

ca
tio

na
l

Public libraries in England 7 3079

14
Communities and Crime

normalized Data Set
147 2215

15 Communities and Crime 128 1994

16 Se
cu

ri
ty

Street Level Crime Data 10 68177

17 Plants 70 34781

18 BasicCompanyData-2017-12-01-part1 55 849999

19 Indicator data 16 33930

20 M
is

ce
lla

ne
ou

s

Traffic Commissioners goods

and public service vehicle operator

licence records

13 37097

IV. RESULTS, ANALYSIS AND DISCUSSIONS

As shown in Table III high ratio of missing values (more
than 40%) was found in three data sets. The first data set is
‘Plant’, where this dataset is extracted from the USDA plants
database. It contains all plants (species and genera) in the
database and the states of the USA and Canada where the
plants exist. This dataset exhibits the highest ratio of missing
values as compared to other data sets which are about 86.16%
of missing values. From 70 attributes, 97% of it consists of
missing values.

The second data set is ‘BasicCompanyData’ which consists
of the first part of basic company data of live companies
registered in the UK. The ratio of missing values for this data
sets is also high (51.3%) that affects 74.55 of its attributes.

The third data set is ‘Leeds schools all information’, with
46.75% of missing values involving 70.37% of its attributes.

TABLE III. THE RESULTS OF MISSING VALUES MEASUREMENT

Ty
pe

Dataset Name
Number of Affected

Attribute

Affected

Attribute

(%)

Missing

Values

(%)

Arrhythmia 5/279 1.79 0.32

Diabetes 130-US hospitals 7/55 12.73 3.79

Cervical cancer (Risk Factors) 26/36 72.22 11.73

Details of GPs, GP Practices,

Nurses and Pharmacies from

Organisation Data Service

11/20 55 14.76

M
ed

ic
al

GPS_Details_Nuers_Pharmaces 10/19 52.63 14.83

GP Prescribing Data 2/17 11.76 0.61

Sickness Absence Rates in the

NHS
3/10 30 0.39

Numbers of Patients Registered

at a GP Practice
3/9 33.33 11.18

Recorded Dementia Diagnoses 1/7 14.29 0.01

Leeds schools all information 38/54 70.37 46.75

School Locations 14/37 37.84 16.46

Schools List 10/14 71.43 10.04

E
du

ca
tio

na
l

Public libraries in England 6/7 85.71 3.35

Communities and Crime

normalized Data Set
41/147 27.89 13.7

Communities and Crime 97/128 75.78 15.36

Se
cu

ri
ty

Street Level Crime Data 5/10 50 5.59

Plants 68/70 97.14 86.16

BasicCompanyData-2017-

12-01-part1
41/55 74.55 51.03

Indicator data 2/16 12.5 0.34

M
is

ce
lla

ne
ou

s

Traffic Commissioners goods

and public service vehicle

operator licence records

2/13 15.38 0.03

Nine data sets exhibit low ratio in missing values (less than
10%) while other data sets show between 11-20%. Fig. 1
illustrates that the completeness ratio (in percentage) for data
sets from ‘Medical’ and ‘Security’ category are considerably
high (80% and above).

High ratio of missing values in some data sets may due
to several reasons. The merging operation that requires data
from several sources (with different database schemas) to
be integrated is a common cause of missing values. The
immediate consequence of this scenario is attributes that do not
originally exist in their contributing source will be populated
with nulls.
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Fig. 1. The ratio of data sets completeness

Secondly, the use of nulls as the default values might be
the reason for the missing values in the data sets. For Plants
data sets in particular, the missing values might be due to the
nature of Plants’ species with unknown properties. In this case,
missing values are mostly legitimate during data collection.

Another reason of missing values might be caused by lack
of enforcement to complete the data sets, which is closely
related to data governance and policy.

V. CONCLUSIONS

In conclusion, we presented the results of assessing data
completeness problem in open data sets. The assessment
results involving twenty open data sets show varying missing
values ratios that perhaps can be explained by the nature of
the data set, data collection policy and enforcement (which is
set by the contributing sources).

The findings support our hypothesis on the varying com-
pleteness of open data sets that may require further action by
data consumers and open data source providers. The findings
reported in this paper may motivate further research on dealing
with missing values involving open data sets.

Even though most statistical methods will easily calculate
the presence of missing data, future work could focus on exam-
ining the appropriateness of the methods used and investigate
the mechanism that may affect the validity of the results.
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