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Abstract—Chinese Hamster Ovary (CHO) cells are very 
famous in biological and medical research, especially in the 
protein production industry. It is because the characteristic of 
the cells with low chromosome numbers make it suitable for 
genetic study. However, all the data tends to be noisy and not fit. 
That is why many parameter estimation methods have been 
developed since their first introduction to determine the best 
value for a particular parameter. Metaheuristic parameter 
estimation is an algorithm framework that is processed using 
some technique to generate a pattern or graph. It will help the 
researcher get the fitted graph model, correct data, and estimate 
the value based on the data's behaviour. This process started 
with implementing the parameter estimation that can be 
generated by using the combination of mathematical models and 
all the data obtained from the researcher's experiments. This 
way, biomedical research's cell culture can benefit from all this 
metaheuristic parameter estimation used. A kinetic model can 
estimate the data obtained from the Chinese Hamster Ovary 
(CHO) cells. Therefore, this paper proposed a Black Widow 
Optimisation (BWO) algorithm inspired by the bizarre mating 
behaviour of a spider as the method to use to solve the problem. 
The proposed algorithm has been compared with the other three 
famous algorithms, which are Particle Swarm Optimization 
(PSO), Differential Evolutionary (DE), and Bees Optimization 
Algorithm (BOA). The results showed that the proposed 
algorithm could get better value in terms of the best cost despite 
taking a long time to use. 

Keywords—Chinese Hamster Ovary; Black Widow 
optimization; metaheuristic; parameter estimation; genetic study 

I. INTRODUCTION 

A. Background 
Biotechnology, in the most specific word, is a combination 

of biology with technology. It is a process of modifying 
biological systems that are found in an organism to make them 
adaptable in others field. Within this process, bioinformatics 
will need many research and development process to take 
place in a laboratory. Industrial biotechnology is also known 
as white biotechnology because it is a technology that used 
renewable sources and living cells microorganisms such as 
bacteria, yeasts, and cells. The researcher uses various 

techniques to create and improve the collected enzymes [1]. 
They use the DNA obtained from the experiments to find the 
enzyme’s catalytic capabilities. This technology also makes 
less waste during manufacturing and production. It is also 
widely used in industrial sectors like chemicals, 
pharmaceuticals, and food industries. Fig. 1 shows the 
development of industrial biotechnology [2]. The most 
commonly used biotechnology is in the protein production 
industry under genetic engineering. The process of protein 
production will need a researcher to manipulate the genes 
from an organism such as a hamster and make them 
compatible to use, mainly producing a pharmaceutical product 
[3]. 

The kinetic model is one of the tools used in 
biotechnology. It can represent the biochemistry of cells that is 
more complex and utterly different from other models. Those 
models are necessary used to understand and analyse before 
they can be used industrially. A metaheuristic is an algorithm 
framework that has been upgraded to a high-level procedure. 
It is designed to find and generate useful heuristics that may 
solve the independent problem or an optimisation problem [4]. 
It will also provide the researcher with smart guidelines or 
strategies to develop a suitable algorithm. Since Grover 
introduced the terms in 1986, there are so many types of 
metaheuristics have been set [4]. 

Parameter estimation is also knowns as coefficients and 
sample statistics. It is a technique or process using sample data 
collected from various fields, such as engineering and biology. 
Parameter estimation is a descriptive measure for a 
population. It is also in charge of the response changes related 
to changing predictors even for one – unit change while other 
predictors stay constant. It is estimated by using the least 
square estimations. However, the values are unknown to 
measure the whole population as it is infeasible. Therefore, the 
main goal of statistical analysis is to obtain the number of 
errors parallel with the parameters used. Parameter estimation 
is usually used to estimate parameters for a selected 
distribution that is processed using sample data or a number of 
populations from any potential interest. Also, parameter 
estimation can determine the best value of parameters by 
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going through data assimilation or other similar techniques 
[5]. Parameter estimation also refers to selecting the best deals 
from data assimilation for a particular parameter in a 
numerical model format. With parameter estimation in kinetic 
models, it is necessary to implement an optimisation method 
for reducing the distance between estimation models and 
sample data. Two different ways can be used, which are local 
and global optimisation. Each method rates based on their 
minimal best value for each experiment. The local 
optimisation method has many drawbacks as it can easily be 
stuck in local minima, that is why the metaheuristic algorithm 
has the most efficient global optimisation introduced. Hence, 
most objective functions have several local minima [6]. 

 
Fig. 1. Development of Industrial Biotechnology. 

The metaheuristic parameter estimation for Chinese 
Hamster Ovary (CHO) research uses a type of metaheuristic to 
estimate the results of the parameter involved in the CHO 
cells. This research will develop a kinetic model that is 
suitable for the sample data to get the required graphs [7]. 
Nowadays, the researcher uses the benefits of technologies 
and becomes more appreciated towards software developed by 
the software developer. They learn how to use the software, 
and the results are outstanding. Besides, they use MATLAB to 
generate the graphs to show the right prediction towards the 
research. 

This research focuses on developing the parameter 
estimation method to test CHO sample data using the Black 
Widow Optimisation (BWO) algorithm. The measurement 
used is Root – Mean – Square – Error to train the existing 
sample data. This research also emphasises on comparing the 
performance of the proposed algorithm and existing 
metaheuristic optimisation algorithms. 

B. Problem Formulation 
Genetic engineering is a complex industry because it will 

involve a complex number of interacting reactions and 
regulations [8]. That is one of many main reasons researchers 
nowadays become more focused on using mathematical 
models to solve the problems. The estimation used can reduce 
the scale of error and noise in terms of the distance between 

the prediction of the model and the data used in the 
experiments. Many equations represent parameter estimation 
used to estimate the parameters for each selected sample data 
such as Probability Plotting, Maximum Likelihood Estimation, 
and Bayesian Estimation Method. However, this paper will 
focus on Mean – Square – Error (MSE) as this is denoted how 
close must regression line be to a set of points. This squaring 
method is essential to deduct any negative signs. This 
calculation shows that when the squared error values are 
getting smaller, the closer the best fit of the line is found. 
Below is the equation [9]: 

𝑀𝑆𝐸 = [ 1
𝑛

 ∑ (𝑦𝑖 −  𝑦�𝑖)𝑖=1 P

2              (1) 

Where Σ denoted as the summation of all numbers from 
(i=1) to n, next, take the y – coordinate and subtract with   y ̅_i 
– coordinate value before calculating the square of the results. 
Last, take the sum of (y- y ̅_i)2 and start to divide it by n. That 
is how to get the mean, and it is crucial to minimise the value 
of the mean so that the best lines can be achieved [9]. 

Therefore, the new forms of algorithm framework and 
techniques that can be used to the sample of collected data 
have been using by modern researchers nowadays. The 
researcher will get accurate prediction results based on their 
existing data, especially when implementing the right 
parameter estimation suitable for their research scopes. It can 
give them an early preview of how the research will work in 
the future. The graph that will be generated will ease the 
researcher to make a prediction even in seconds. Therefore, 
the nearer the line of the graph with the data dotted by the 
researcher means the minimisation of time has happened, so 
the better the research's results will be. Not only that, but the 
metaheuristic used will also help all the biomedical 
researchers with the kinetic model generated by using those 
parameter estimation approaches [10-12]. There were many 
kinds of optimisation algorithms in this world. Still, all of 
these algorithms have different competency levels as there are 
algorithms that are not stable in convergence, stuck at local 
optima, and difficult to tune the parameters. 

Thus, a study on Black Widow Optimization (BWO) 
Algorithm has been developed to test the CHO sample data, 
and it is inspired by the mating behaviour of black widow 
spiders. This algorithm has been proved its ability to maintain 
the balance between the exploitation process and exploration 
process, which can provide fast convergence and prevent local 
optima problems. 

II. METAHEURISTIC OPTIMISATION ALGORITHM 
A metaheuristic is a high-level procedure designed to 

search, generate, and select a technique developed to solve the 
problems more quickly and search for a solution that classical 
methods failed to do. Metaheuristic algorithms can be divided 
into two types, which are single solution and population-
based. Single solution metaheuristic focuses on modifying and 
improving a solution with a single candidate, while the 
population-based will maintain and improve multiple solutions 
for candidates. It will enhance a particular search method to 
get a better solution. 
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Metaheuristic algorithms is also an efficient global 
optimisation method that, for its search process, it can be 
divided into two other types which are exploitation and 
explorations. Exploitation is a search process that depends on 
information that is already obtained from the problem. It is 
used to develop a better solution and suitable to be used in the 
local search method. Although it has a very high convergence 
rate, it is elementary to stuck at local minima [1]. While for 
explorations, it will explore the search space more broadly, 
that is why it can find global solutions even though it is far 
from the initial point. Hence, the process will be much slower 
in terms of convergence rate and high in computational cost. 

The existing metaheuristic algorithms are summarised 
their advantages and disadvantages in Table I. Hence, these 
algorithms will be compared according to their advantages and 
disadvantages throughout the experiment, in order to achieve 
more best values. 

A. Particle Swarm Optimization (PSO) 
Particle swarm optimisation (PSO) is one of the well-

known metaheuristics ever developed. It is a method to 
iteratively optimise the problem by improving the solution 
with a quality measure that has been given. PSO also 
represents the movement of organisms such as in a bird flock 
or fish school. Thus, it is meant to simulate those organisms' 
social behaviour in a way to search for food [13]. 

A bunch of particles will be used to represent PSO, and it 
is called a “swarm.” Each of the particles is moving based on 
the influence of its best-known positions. All of those 
represented particles are freely move around and allowed to 
search space [14]: 

1) Each and own particle will hold its own previous 
velocity. (Inertia). 

2) The distance from its individual particles position. 
(Cognitive Force). 

3) The distance from swarms’ position. (Social Force). 

Therefore, PSO is a method that can make an assumption 
or not making any as the problem will be optimised, and the 
searching can involve a larger space of its candidate solutions. 
However, PSO will not guarantee in finding the optimal 
solution. 

B. Differential Evaluation (DE) 
Differential Evaluation (DE) is an optimisation algorithm 

that has been introduced in 1996 by Storn and Price. It is a 
technique used to optimise a problem by improving its 
candidate solutions depending on the quality measurements 
[15]. DE will maintain a population and create new solutions 
by combining them with its formulae. The best core of 
solutions will be kept. Therefore, the optimisation problem is 
a black box that is providing when needed. The use of the DE 
makes the search adaptable during an evolutionary process 
[15]. 

At the initial stage, the parents are far from each other, 
making the perturbations larger. However, when the process 
becomes matured, all of the population will converge 
throughout small regions and make perturbations short [16]. 

TABLE I. ADVANTAGES AND DISADVANTAGES OF EXISTING 
METAHEURISTIC ALGORITHMS 

Algorithms Advantages Disadvantages 

Particle swarm 
optimisation 
(PSO) 

• Can be simple to 
implement 

• Have a few parameters 
to adjust 

• Able to run the parallel 
computation. 

• Can be robust. 

• Can be challenging 
to define initial 
design parameters. 

• All solutions 
converge 
prematurely  

Differential 
Evaluations 
(DE)  

• Better Explorations 
• Better diversification. 
• Easy to use 

• Not stable in 
convergence. 

• Need tuning in 
parameters 

Bees 
Optimisation 
Algorithm 
(BOA) 

• Easy to implement 
• Able to perform both 

searches (local and 
global) 

• Need a manual 
setting of 
parameters. 

• Has only a few 
tuning parameters. 

DE is worked when it has the candidate solutions that are 
also called agents in a population. Those agents will move 
freely around the search space before combining itself with 
existing agents' positions if the new agents bring an 
improvement to be kept and accepted into the populations. In 
contrast, for not accepted agents, they will be discarded. All 
those processes will be repeated but not guaranteed. 

C. Bees Optimisation Algorithm (BOA) 
Bees Optimisation Algorithm (BOA) is the social 

behaviour of honeybees to search for food. This algorithm was 
developed in 2005 [17]. It measures the distance between the 
defined solutions. BOA will go through local and global 
search, but BOA will not use any probability approach. It will 
use a fitness evaluation to proceed with the search process. 

BOA, in other words, also has the local and global search 
that will utilise the exploitation and exploration process [18]. 
The fitness value will then be checked and sorted descending 
or going through a process called maximisation problems. The 
local method will cover the fittest location as its best locations 
and classify it into two subgroups known as elite and non-
elites’ sites. The local process will start by recruiting the bees 
in the elite and non-elite places. The global search will then 
randomly run the search process before the location is sorted 
to their fitness value, and global optimum appeared [17]. 

III. BLACK WIDOW OPTIMISATION (BWO) 
In this paper, a new set of algorithms has been proposed 

called Black Widow Optimization (BWO) algorithm, which 
implements from nature. This algorithm gets the idea from the 
observations of the black widow spider's unique mating 
behaviour. Australian Black Widow, also known as redback 
spider (Latrodectus Hasselti), originated from South Australia 
or adjacent Western Australian deserts [19]. Now, this spider 
has also been migrated throughout Australia, Southeast Asia, 
and New Zealand. A significant difference between a female 
spider and a male spider is that the adult female spider would 
be bigger than the male spider. That is why the female spider 
can reach 10 millimetres, and the male spider is only 3 – 4 
millimetres long [20]. The adult female spider has a red stripe 
on the abdomen's upper side at her spherical shape body. 
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The mating behaviour's uniqueness can be seen when the 
female black widow would consume the male black widow, 
and this behaviour would be called Sexual Cannibalism [21]. 
Sexual Cannibalism will happen when a female eats a male 
either before, during, or immediately after mating. For the 
black widow's case, the adult female spider would mark a 
particular spot at her net with pheromone hormone. This 
pheromone would act as a smell that can attract male spiders 
to come to their trap. After that, the female spider will bite the 
male spider with her two fangs and inject a complex venom to 
its prey that definitely would kill them. The female spider will 
then wrap the male spider with silk before she sucked out all 
the liquid inside the male spider. This process will help the 
female spider lay 4 to 10 eggs sacs containing around 250 
eggs [22]. The process does not stop here, as the process of 
Cannibalism will proceed among spiderlings. It is known as 
Sibling Cannibalism [19]. The spiderlings will consume each 
other while they live together in their maternal web before 
being carried away by the wind. This behaviour obviously will 
affect the population level; however, it is good to raise 
parental fitness as the survivors have an enhanced body 
condition. 

Lastly, for the unfertilised spiderlings, it is also recorded 
that they will eat their mother slowly, but this does not happen 
frequently. This behaviour is called as Matriphagy behaviour. 
Therefore, several factors caused all of these cannibalistic 
behaviours: 

• Being competitive among each other. 

• Lack of food source. 

BWO algorithm is used to estimate the parameter of 
Chinese Hamster Ovary (CHO) cells. This optimisation will 
use a black widow's behaviour to develop the algorithms to 
find the best solutions that minimise the nonlinear least-square 
value that determines the differences between model 
prediction and experimental data. From the basic concept of 
the black widow's mating behaviour, a pseudo-code has been 
developed to give a simple explanation [20], shown in 
Table II. The process will generate the initial population of the 
spider and evaluate each spider's fitness. Next, we will decide 
either we want to end the condition or proceed with the 
situation. If we move with the problem, it will start with 
randomly selecting the parents before procreation happens as 
they will try to reproduce the new generation of spiders in 
pairs. After that, the process of Cannibalism will take place 
before the mutation process. Lastly, the population of the 
spiders will be updated. 

A. Initial Population 
The optimisation problem can be solved with appropriate 

values of problem variable structure, and for the BWO 
algorithm, it is known as "widow." Each of the black widow 
spiders will show the problem variables, and for this paper, the 
structure will be represented as an array [20]. 

For the dimensional optimisation problem [𝑁𝑣𝑎𝑟] the 
solution for the problems will be represented by the widow as 
an array [1 𝑥 𝑁𝑣𝑎𝑟] . This array would be defined as 
follows[1]: 

𝑊𝑖𝑑𝑜𝑤 = [𝑥1, 𝑥2, … ,𝑁𝑣𝑎𝑟]            (2) 

All of the variable values [𝑥1, 𝑥2, … ,𝑁𝑣𝑎𝑟] will act as a 
floating-point number. Therefore, the evaluation of fitness 
function 𝑓 will be helpful in order to the fitness value of the 
widow. 

𝐹𝑖𝑡𝑛𝑒𝑠𝑠 = 𝑓 (𝑤𝑖𝑑𝑜𝑤) = 𝑓 [𝑥1, 𝑥2, … ,𝑁𝑣𝑎𝑟]          (3) 

In order to start the optimisation algorithm, the initial 
populations of spiders are very important in terms of 
generating the candidate widow matrix [𝑁𝑝𝑜𝑝 𝑥 𝑁𝑣𝑎𝑟] before 
performing the procreating step via mating by randomly 
selected pairs of parents. 

TABLE II. PSEUDO - CODE OF BWO ALGORITHM 

Input Maximum number of iterations, Rate of     procreating, 
Rate of Cannibalism, Rate of mutation 
Output Near-optimal solution for the objective function  

// Initialization 

1 The initial population of black widow spiders 
 Each pop is a D-dimensional array of chromosomes for a 
D-dimensional problem 

// Loop until the terminal condition 

2 Based on the procreating rate, calculate the number of 
reproductions "nr" 

3 Select the best nr solutions in pop and save them in pop1 

// Procreating and Cannibalism 

4 For i=1 to nr do 

 5 Randomly select two solutions as parents from pop1 
 6 Generate D children using Equation 1 
 7 Destroy father 
 8 Based on the cannibalism rate, destroy some of the 
children (new achieved solutions) 
 9 Save the remain solutions into pop2 

10 End For 

// Mutation 

11 Based on the mutation rate, calculate the number of mutation 
children "nm" 

12 For i=1 to nm do 

 13 Select a solution from pop1 
 14 Randomly mutate one chromosome of the solution and 
generate a new solution 

 15 Save the new one into pop3 

16 End For 

// Updating 

17 Update pop = pop2 + pop3 

18 Return the best solution 

19 Return the best solution from pop 
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B. Procreate 
The spider will start to mate here as to generate new 

generations of the spiders. Researches show that each mating 
process will produce around 1000 eggs, but only the strongest 
and fit baby spiders will be survived[1]. Now with the 
presence of random numbers of widow array, an array named 
alpha will be created so the offspring that have been produced 
will be using 𝛼. 

𝑥1and 𝑥2= parents & 𝑦1and 𝑦2 = offspring 

𝑦1 =  𝛼 × 𝑥1 + (1 −  𝛼) × 𝑥2            (4) 

𝑦1 =  𝛼 × 𝑥2 + (1 −  𝛼) × 𝑥1            (5) 

This process should not be duplicated but must be repeated 
for �𝑁𝑣𝑎𝑟

2
� times. Then, the spiders, both mother and children 

will be added to the array and be sorted according to their 
fitness value. 

C. Cannibalism 
There were three kinds of Cannibalism involved in this 

algorithm[1]: 

1) Sexual Cannibalism  

• The female black widow will eat her husband during or 
after mating process. 

• The fitness value can determine their gender. 

2) Sibling Cannibalism 

• The competitions between spiderlings occurred as the 
stronger spiderlings would eat the weaker spiderlings. 

• The survivors among siblings would be set as 
Cannibalism Rating (CR). 

3) Matriphagy 

• It rarely happened but still being observed. 

• The unfertilised spiderling will eat their mother slowly. 

• The quality of the spiderlings, whether strong or weak, 
can be determined using fitness value. 

D. Mutation 
The mutation process will begin by selecting Mutepop as 

the number of individuals randomly. Two elements in the 
array would be randomly exchanged by each chosen solution. 
The mutation rate that has been calculated called Mutepop. 
Fig. 2 shows the flow of BWO Mutation. 

E. Convergence 
There are three stop conditions that can be considered, and 

I choose (i) as I define the iterations and can see later that 
BWO will have better results compared to other algorithms: 

1) The predefined number of iterations. 
2) Observe the unchanged fitness value for several 

iterations. 
3) Reached the level of accuracy that has been specified. 

 
Fig. 2. BWO Mutation. 

F. Parameter Setting 
Some parameters need to be taken care of to get better 

results. These parameters need to be adjusted well to improve 
the algorithm's success rate. The right parameter values are 
very important to control the exploitation balance and stages 
of explorations. 

1) Procreating Rate (PP) 

• The percentage of procreating. 

• Determine the number of individuals involved to 
procreate. 

• Control the offspring productions and provide more 
chances to explore the search space. 

2) Cannibalism Rate (CR) 

• Acts as a controller to the cannibalism operator that 
would deduct unfit individuals from populations. 

• High performance of the exploitation stage can be 
ensured by adjusting the parameter with proper values. 

3) Mutation Rate (PM) 

• The individuals participate during mutations in 
percentage. 

• Control transferring between search agents from the 
global and local stage. 

• Propelling towards best solutions. 

IV. EXPERIMENTAL SETUP 

A. Dataset 
In this research, Chinese Hamster Ovary (CHO) cells have 

been used as the datasets as it is widely used in the biological 
engineering process. CHO has already been used in research 
since 1919. It is because of CHO cells' characteristics 
compared to other cells regarding their rapid growth in 
suspension culture and high protein production [5]. Therefore, 
the CHO cells are useful for radiation cytogenetics and tissue 
culture. Table III shows the details of the CHO model used in 
this research. 

CHO cells are also used in protein production for 
fermentation processes [16]. These cells will not be fed for 
12.5 days, equal to 300 hours. This process is called the 
simulation batch process using resting cells. As mentioned 
above, the cells are usually used in the fermentation process, 
which has already become industrial to make products useful 
for the human being. Therefore, the fermentation process 
involves some metabolic processes that will act on its 
enzymes by making chemical changes to its organic substrate. 
This industrial fermentation has been applied to the food 
industry and the general industry to produce commonly used 
chemical concentrations such as citric acid, ethanol, and 
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lactate. All of these cells' concentration will be affected by the 
rate of fermentation. The fermentation process will need a 
fermenter medium to supply all of those nutrients needed by 
the organisms or cells. Examples of sources involved 
(including carbon and amino acid) are glucose and leucine or 
methionine, respectively. Therefore, the fermenter process 
will measure 13 metabolites, such as glucose, lactate, product 
protein, leucine, methionine, cytosol, aspartate, malate, 
pyruvate, oxaloacetate, ATP, and ADP. All of these samples 
will be taken daily during the whole fermentation process. 

In CHO, 35 metabolites are comprised and divided into 
three compartments: fermenter, cytosol, and mitochondria. 
Thirty-two reactions are generated in CHO that included 
protein product formation (the process of connecting the 
protein using peptide bonds and the process of forming the 
polypeptide from amino acids substance), Embden – 
Meyerhof Parnas Pathway (the conversion of glucose using 
the metabolic pathway), TCA cycle, amino acid metabolism 
reduction, production of lactate, and electron transport chains. 
Therefore, the ordinary differential equation (ODE) model 
produced will comprise 117 parameters and ensure that the 
purpose of doing optimisation by generating pseudo 
experimental data and mimicking typical cells' behaviour is 
achieved. 

TABLE III. CHO MODEL USED IN THIS RESEARCH 

Model ID Cell Description Level Parameter Data Type 

Chinese 
Hamster 
Ovary 

CHO Metabolic 117 Simulated 

B. Comparisons of Methods Experiment 
The best values of all the algorithms used, including 

BWO, PSO, DE, and BOA, were evaluated. The CPU times 
were also compared to show which algorithm takes longer 
times. All of them were tested with CHO sample data. Thus, 
this work was performed using Matlab R2015b. 

V. RESULTS AND DISCUSSION 
In this section, the Black Widow Optimization (BWO) 

algorithm has been tested with a constant number of iterations 
set to 100 iterations. All of these experiments are time-
consuming and need excellent computational systems for it to 
work well. The results obtained from the experiments will be 
compared with other existing metaheuristics, which are 
Particle Swarm Optimization (PSO), Differential Evaluation 
(DE), and Bee Optimization Algorithm (BOA). Table IV 
presents all of the parameters involved in experiments for 20 
runs. 

An initial population of the spider has been generated and 
then evaluates each spider's fitness. Continue with the decision 
making, either the condition is ended or proceeded. The 
crossover process or procreating then happens, so the second 
population of spiders is generated. After that, the process of 
mutation generates the third population will take place. These 
crossover and mutation are significant because they can start 
to reproduce the new generation of the spiders by uniting all 
the populations that have been generated. Then, beginning to 

sort the spider population is based on its fitness value to 
determine the best cost of the BWO algorithm with 117 
dimensions (nVar). Lastly, all the extra individuals are deleted 
before the population of the spiders is updated. Hence, the 
results are always different from each time of the experiments 
run because of the problem's stochastic nature. The results are 
reported in Table V. The table shows the experiments' results 
between BWO, PSO, DE, and BOA for 117 dimensions. 
According to the table, BWO, which always has the lowest 
best value, can be considered the best algorithm compared to 
the others despite its not having the shortest CPU Times. As a 
result, BWO can be claimed can converge better. Therefore, 
there were several advantages and disadvantages of BWO 
[20], shown in Table VI. 

A. Comparison In Graph (Best Cost by 100 Iteration) 
Fig. 3, 4, 5 and 6 below shows the graph of each 

experimental algorithm from BWO, PSO, DE and BOA for its 
best cost by 100 iterations. 

B. Comparison In Graph (Best Cost by CPU Times) 
Fig. 7, 8, 9, and 10 below shows the graph of each 

experimental algorithm from BWO, PSO, DE and BOA for its 
best cost by CPU Times. 

TABLE IV. PARAMETERS AND VALUES INVOLVED IN EXPERIMENTS 

Algorithms Parameters Values 

BWO 

Percent of Crossover = pc (Procreating Rate) 0.60 

Cannibalism Rate = pCannibalism 0.44 

Percent of Mutation = pMutation (Mutation 
Rate) 0.40 

PSO 

Inertia Weight = w 2.00 

Best personal Experience = c1 2.40 

Best Global = c2 2.20 

Intertia Weight Damping Ratio = wdamp  0.98 

DE 
Mutation Factor = beta 0.50 

Crossover Constant = pCR 0.20 

BOA Neighborhood Radius Damp Rate = rdamp 0.95 

TABLE V. RESULTS 

Algorithms Iteration Best Cost CPU Times 

BWO 100 22488.5989 6288.8125 

PSO 100 155817.0963 1714.3438 

DE 100 2992715.1241 2577.6563 

BOA 100 4703432.5252 20781.25 

TABLE VI. ADVANTAGES AND DISADVANTAGES OF BWO 

Advantages Disadvantages 

Provide better results in exploitation and 
exploration stages. New optimisation algorithm. 

Deliver fast convergence speed. Does not fully exposed yet. 

Able to check the large area to get the best 
solutions.  
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Fig. 3. The Best Cost of BWO by 100 Iteration. 

 
Fig. 4. The Best Cost of PSO by 100 Iterations. 

 
Fig. 5. The Best Cost of DE by 100 Iterations. 

 
Fig. 6. The Best Cost of BOA by 100 Iterations. 

 
Fig. 7. The Best Cost of BWO by CPU Times. 

 
Fig. 8. The Best Cost of PSO by CPU Times. 

 
Fig. 9. The Best Cost of DE by CPU Times. 

 
Fig. 10. The Best Cost of BOA by CPU Times. 
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VI. CONCLUSIONS 
In conclusion, this paper discussed the new algorithms 

called Black Widow Optimization (BWO), inspired by a 
venomous spider's unique and extreme mating behaviour. This 
algorithm has been studied with three other algorithms, which 
are Particle Swarm Optimization (PSO), Differential 
Evolutionary (DE), and Bees Optimization Algorithm (BOA). 
It has shown high performance to find the most nearer optimal 
values that are accurate and fast in converging. According to 
the results, BWO can be a useful contribution to solving the 
larger optimisation scale problem. The proposed algorithm 
would be limited in terms of the metabolic field and can 
contribute to real-world optimisation problems and be applied 
to various areas. Besides, randomly selecting the parents of 
the spider in BWO has ensured the exploration process. At the 
same time, offspring produced in the procreate step already 
emphasises it and help prevent traps in local optima. The 
solutions that have been omitted during the cannibalism stage 
also help BWO algorithms work faster to achieve the best 
solutions. Lastly, the BWO algorithm can be considered to be 
a smart algorithm to solve optimisation problems. 

This research has a few limitations. Although BWO shows 
obtained the best value in terms of the best cost, this algorithm 
sometimes takes to finish the experiments compared to other 
algorithms in this study: PSO, DE, and BOA. Second, this 
research also needs a good quality of PC or laptop processor 
to ensure that the software users do not lag and stop working 
suddenly. 

For future study, BWO could be tested with more other 
metaheuristics and different kinds of datasets. Also, trying the 
BWO with a larger iteration is to ensure fitness. 
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