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Abstract—Data tracking is of great significance and a central 

part in digital forensics. In today's complex network design, 

Internet of Things (IoT) devices communicate with each other 

and require strong security mechanisms. In maintaining an audit 

trail of IoT devices or provenance of IoT device data, it is 

important to know the origins of requests to ensure certain level 

of trust in IoT data. Blockchain can provide traceability of 

records generated from IoT devices in a sensitive environment. 

In this paper, we present an application layer data provenance 

model that works on execute-order architecture for cloud based 

IoT networks. It supports high throughput of transactions on the 

blockchain network with lightweight security overhead by using 

outsourced encryption on edge nodes. All communications among 

the IoT devices are connected to a blockchain network and stored 

on permissioned blockchain peers. The proposed system is 

evaluated to have less cryptographic load by offloading the IoT 

nodes with Edge nodes. 
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I. INTRODUCTION 

Digital data tracking is an important concept and has been 
studied in the past couple of decades for privacy, security and 
forensics [1]. Data provenance has been examined in many 
areas for various purposes, such as, copyright of an artistic 
work, intellectual property, scientific contribution tracking, 
regulatory and legal considerations etc. Similarly, data 
tracking is of great significance and a central part in digital 
forensics [2]. HealthCare has an essential aspect to trace 
patient records for any kind of conflict resolution [3]. In short, 
keeping data secure, transparent and building trust among 
various users on the Internet require a strong record storing 
and sharing mechanism in today's complex network. The 
importance of transactional data provenance is high in various 
real-life applications, such as knowing the digital history of 
ownership of a car is imperative before its purchase. As in 
many cases, the ownership history of a used car has an effect 
on his expected price. In another example of buying a 
property, it is essential to track digital provenance data related 
to the ownership of the property. In [4], the author proposes a 
trusted property registration system on permissioned 
blockchain to track the digital provenance of the property. 

Ragib et al. [5] have given a detailed data provenance 
mechanism on the application level at traditional operating 
system design. They have shown how to keep track of data 
writes at the kernel level, at the file system as well as at 
application level. However, in today’s complex networks and 
application design we need to extend these models for other 
architecture to cover future applications. In today's complex 
network design, Internet of Things (IoT) communicates with 
each other that requires strong security mechanisms. However, 
message tracking among IoT devices is also received great 
significance. Apart from that, provenance of data/messages 
has also been studied in databases [6], cloud computing, 
wireless sensor networks etc. [2]. In fact, message provenance 
of IoT devices communication on the blockchain network is 
still an open area of research. 

Due to the inherent characteristics of the blockchain, i.e. 
keeping a history of immutable records, the field of data 
provenance can greatly benefit from the integration of 
blockchain technologies. Once n number of transactions are 
recorded as a block inside a blockchain or a distributed ledger 
and validated by the consensus algorithm, then that block 
could not be changed or deleted. Any attempt to change or 
alter the data would be identified by the peer nodes and 
rejected by the blockchain. The reason the blockchain can 
ensure immutability of the recorded transaction is because it is 
computationally reliable and secure [7], [8].  

IoT Devices are being used for remote monitoring, 
surveillance, actuation and control and there are billions of 
devices already on the Internet, as well as a billion more 
which are not directly connected to the Internet. These devices 
produce a lot of data and as this data is an integral part of 
decision making; therefore, the protection of this data is 
essential. The biggest threat to this data is the compromise on 
the integrity of the data. By using immutable record keeping 
of the blockchain, the data communication between the IoT 
devices and with the gateway/sink node can be secured. The 
integration of blockchain and IoT (named BIoT) can result in 
three-fold advantage. First, it can ensure the integrity of the 
data communication; and secondly, it can help in back-
tracking the malicious senders and intermediate nodes. 
Finally, BIoT can secure the provenance control packets as 
well, which are attacked by colluding attackers to compromise 
the data provenance mechanism using spoofing and man-in-
the middle attacks. 

However, there is a cryptographic overhead of blockchain, 
which makes it unsuitable for IoT devices. Fortunately, in a 
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cloud based IoT environment, the blockchain can be 
maintained at the cloud level and thus significantly reduce the 
cryptographic overhead of blockchain on the IoT devices. 
Every communication made by the IoT nodes can be stored on 
the blockchain using cloud services. The only issue would be 
to secure IoT communication with the cloud. This is normally 
achieved through encryption techniques, which again have a 
high computational load. In our previous work [2], we have 
devised a light-weight encryption mechanism which can 
calculate attribute-based signature by outsourcing encryption 
load to the Edge node instead of the IoT node, thus 
significantly reducing the computational load and providing 
better security services. 

In this paper, we present an application layer data 
provenance model that works on execute-order architecture 
for cloud based IoT networks. It supports high throughput of 
transaction on blockchain network with lightweight security 
overhead by using outsourced encryption on Edge nodes. All 
communication among the IoT devices is connected on a 
blockchain network and stored on permissioned blockchain 
peers, while reducing the load on the IoT nodes. The rest of 
the paper is articulated as follows. 

The related work is discussed in Section II, while 
Section III discusses the proposed mechanism. Section IV 
discuss the performance evaluation of our scheme and the 
paper is concluded in Section V. 

II. RELATED WORK 

Data provenance has been utilized in decentralized 
systems to identify the source of data and to track records, 
identify data flows from a subset of the original inputs, and 
debug data flows [9]. One of the requirements for IoT 
networks is to ensure trust about data origin and location [10]. 
Suhail et al. in [11], first, indicated that research in the area of 
security of IoT does not focus on secure provenance and then 
highlighted various ways to include secure provenance in IoT 
based solutions [11]. 

In [12], the authors have also identified the challenges of 
secure provenance and identified the potential applications, 
such as, law, scientific data, digital forensics, regulatory 
compliance and authorship for secure provenance. In [13], the 
authors have claimed that secure provenance is the essential of 
bread and butter of data forensics. They have devised a secure 
provenance algorithm for cloud storage using authentication, 
authorization and their provenance tracking algorithm. The 
technique is based on the bilinear pairings and used the 
provable security technique [13] to prove its security in the 
standard model. However, the solution is too complex to be 
implemented on IoT devices. 

In [14], the authors first identified that secure data 
provenance is vital for cloud data. Realizing this they propose 
an architecture for secure data provenance in cloud that can 
enable collection and verification of data provenance. Authors 
also evaluate the performance of proposed architecture and the 
results shows that proposed architecture provides data 
provenance of cloud data with low overhead. 

Because blockchains can keep a record of unchanging 
transactions that are computationally safe and reliable, 

historical data about communications or transactions between 
IoT devices can also be recorded in a similar way. Data 
sourcing is a technique used to provide data traceability from 
source to destination and are used to ensure the sender's data 
integrity and authentication. Integrating blockchain 
mechanisms into your IoT infrastructure will ensure that your 
data is safe and secure from medium and data spoofing 
attacks. Therefore, several solutions have been proposed to 
ensure data source in BIoT environment, such as [15]. In a 
supply chain scenario, blockchain-based data source solutions 
can be utilized for asset and commodity tracking [16]. 
Chronicled is a solution for the secure exchange of physical 
assets using BIoT [17]. 

In [15], Ricardo et al. have proposed a blockchain-based 
approach data provenance, based on the public blockchain 
known as Ethereum. Ethereum works on a proof-of-work 
consensus algorithm and is an order execution architecture. 
However, transactions/smart contracts are designed 
specifically for cryptocurrencies and are considerably slower 
in networks that are not suitable for general purpose 
applications. 

For data integrity and cloud audit provisioning, Liang et al. 
proposed the idea of protecting drone data collection and 
communication with the public blockchain in [18]. Similarly, 
in [19], blockchain based solution is proposed to build an 
immutable data sourcing system for IoT-based networks using 
a distributed architecture to ensure data integrity. In business 
driven IoT, end users must share personal information with 
multiple third parties. To prevent data leakage and to protect 
user privacy, the authors have proposed a solution to isolate 
and serve different information retrieval requests for each type 
of personal information. 

In [20], the authors have presented a blockchain 
framework for IoT networks, which can maintain security of 
transactions while considering the low computational 
resources of the IoT nodes. It restricts the number of 
transactions to be logged inside the global blockchain by using 
a scalable local ledger on a local peer network, which stores 
the local transactions and a global ledger for storing global 
transactions. 

Ali et al. have presented a secure data provenance 
mechanism for cloud based IoT by using smart contracts [21]. 
Blockchain based smart contracts are used to store the meta-
data of the actual communications for maintaining data 
provenance, while the actual data is stored on the cloud. 

Zhang et al. have presented a secure blockchain based 
architecture for data sharing between IoT nodes [22]. They 
have used attribute-based signature and encryption for 
providing access control to implement data provenance. The 
consensus model used by the authors is the byzantine fault 
tolerance instead of the proof-of-work, which is used by most 
of the public blockchains. 

In [23], Javaid et al. have presented a blockchain based 
data integrity and provenance mechanism for securing IoT 
communication by utilizing physical unclonable functions and 
Ethereum based permissioned blockchain for their 
mechanism. 
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Fig 1. The Communication Model of the Proposed Design System. 

Considering the above-mentioned related work, we can 
conclude that the integration of blockchain with IoT is 
inevitable and brings along lots of advantages and various 
solutions for maintaining traceability in generic BIoT systems 
are proposed in the literature; however, these solutions are 
heavy on the computationally scarce IoT nodes. The solutions 
which use public blockchain have a high convergence time as 
all peer nodes are involved in the consensus algorithm and as 
most of the nodes are IoT nodes which limited capabilities, the 
solutions have a high computation footprint. On the other 
hand, the permissioned blockchain-based solution used 
encryption-based registration mechanism for authentication, 
which have computational overhead on the resource constraint 
IoT nodes. Therefore, in this paper, we have proposed a 
permissioned blockchain based data provenance mechanism 
which offloads the computational load of (1) hash calculation 
for blockchain and (2) cryptographic load of digital signature 
by outsourcing the mechanism to the Edge nodes. The details 
of the scheme are discussed in the following sections. 

III. PROPOSED SYSTEM 

A. Communication Model 

The considered model for communication is a cloud based 
IoT network with IoT devices connected to the cloud with the 
Edge nodes as the first point of contact. As the edge nodes are 
close to the IoT device, being at the edge of the cloud, each of 
them is assigned to some IoT nodes as the gateway node. 
Now, this edge node has relatively higher, power, storage and 
computational resources, which make it an ideal candidate to 
perform the computationally heavy tasks of digital-signature 
generation and validation on behalf of the IoT nodes. 
Furthermore, the Edge node would publish the provenance 
data on to the blockchain also. Fig. 1 shows the scenario of the 
proposed system. 

B. Threat Model 

The objective of the attacker for the proposed system is as 
follows:  

 An attacker can access IoT devices to compromise data 
integrity as there is no physical security for IoT 
devices.  

 An attacker can pretend to be a legitimate user and 
mimic as an authorized IoT node. The target of the 
attacker is to compromise the provenance data 
accuracy by injecting false data into the system.  

 An attacker can violate confidentiality and integrity of 
messages.  

 An attacker would try to compromise the data integrity 
of the information sent from an IoT node to the cloud 
and exploit the provenance mechanism.  

The system should be able to provide information about 
the source node from where the data was originated in a 
similar case. The system should be able to identify data origin, 
along with the time it was originated, and the path taken by 
the data packets. 

C. Blockchain based Provenance System  

Blockchains are used to keep a record of unchanging 
transactions that are computationally safe and reliable, 
historical data about communications or transactions between 
IoT devices can also be recorded in a similar manner.  

IoT nodes generate significantly large amounts of data. In 
a conventional provenance mechanism, the data is stored at all 
or some of the intermediate nodes to avoid attacks on the 
integrity of the provenance data. However, due to the 
immutable record keeping of the blockchains, the need to save 
provenance data at every node or some nodes is not required. 
With respect to data provenance, there are four steps involved 
in provenance mechanism: 

1) Data Gathering  

2) Data Recording & Publishing 

3) Data Validation 

4) Database Update 

Data Gathering: Whenever a data packet is sent from an 
IoT node, it is stored on the blockchain as a transaction. The 
data is received by the Edge node and forwarded to the 
blockchain. 

Data Recording and Publishing: After the data is 
received, it is sent to the endorserer node. The endorserer node 
authenticates the IoT node by verifying the signature. It 
executes the smart contract related to the device registration 
and authorization. 

The hash is calculated for the data packet along with the 
timestamp. After that the message is sent to the anchor node. 
This hash is used by the orderer node to create the block on 
the blockchain. In our scheme, we use Kafka ordering.  

Then the block is broadcasted to the peer nodes by the 
anchor node. Individual peers then update their local ledger 
with the latest block. Thus, all the network nodes get the 
ledger synchronized. On the cloud, the provenance data is 
received by the provenance auditor, which would save it in the 
provenance database after the validation process. The working 
of the proposed mechanism for storing data transactions on the 
blockchain is given in Fig. 2 and explained as follows: 
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Fig 2. The Blockchain System Integrated with the Cloud based IoT Network. 

1. IoT device registers using an authentication key KUR. 

1) Edge node partially signs using outsourced signing 
algorithm and send to the IoT node 

2) IoT Node complete the signature. 

2. IoT device sends data to another IoT node. The IoT 
node signs the data using the partially signature sent by 
the edge node and sends it back to the Edge node. 

3. Edge node forwards the digitally signed data packet to 
the blockchain 

4. Blockchain publishes provenance data on the 
blockchain Network through provenance auditor and 
save the block in the Provenance Database. 

5. Edge node stores provenance data locally in the 
Provenance Database through the Provenance Auditor. 

Provenance Validation: The validation mechanism for a 
transaction (Message sent) on the blockchain is given as: 

1. IoT node requests data provenance validation from 
Provenance Auditor through the Edge node. 

2. Provenance Auditor validates provenance data from the 
blockchain Network. 

3. Blockchain Network returns validation result to 
Provenance Auditor. 

4. Provenance Auditor updates provenance data validation 
status at the Provenance Database. 

The provenance data is stored on the blockchain with the 
help of smart contracts. Fig. 3 shows how the data is stored 
inside the blockchain. It shows the storage during three major 
operations of data collection, its verification and database 
update using smart contract. Smart contracts allow to conduct 
reliable transactions without the involvement of third parties. 
These transactions are traceable and irreversible. There are 
three types of smart contracts present in the proposed system. 
These are initiated when the following operations occur: 

1. IoT Device Registration 

2. Data Transfer (Transaction) 

3. Provenance Verification (Validation) 

When an IoT node joins the network, the IoT Device 
Registration smart contract is initiated. IoT node is assigned a 
secret key from the authority attribute (present at the cloud). 
Similarly, a secret key is assigned to the corresponding Edge 
node. The Edge node calculates a partial signature based on 
the attributes selected by the attribute authority and sends it to 
the IoT node. The IoT node creates the complete signature and 
sends the signed message to the blockchain for registration. 

Similarly, when a message is sent from an IoT node to 
another node, Data Transfer smart contract is executed. This 
is responsible for storing the provenance data (source, 
message and timestamp) on to the blockchain. 

Finally, at the time of verifying that the message was sent 
by the corresponding IoT node, Provenance Verification 
smart contract is executed, which is responsible for validating 
the provenance data. Fig. 3 shows how the data is stored 
inside the blockchain. 
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Fig 3. The Blockchain Structure for Storing Data Communication 

Performed by the IoT Nodes. 

D. Light-Weight Authentication System 

The blockchain provides an immutable record of each 
communication performed inside the cloud based IoT 
network; however, as the hash is stored on a permissioned 
blockchain, the IoT nodes is required to be authenticated to 
maintain the data integrity. This section provides the details of 
the outsourced signature-based mechanism used to provide 
authentication and data integrity, which is suitable for IoT 
devices as it offloads the computational load [2].  

Ciphertext-Policy Attribute based Encryption (CP-ABE) is 
utilized to authenticate IoT nodes on the blockchain [24] [25]. 
Fig. 4 shows the conceptual model of implementing the CP-
ABE in IoT based Cloud environment. The details of the 
algorithm can be seen in our previous work [2], where the 
authors have implemented the load sharing of cryptographical 
computation by outsourcing the signing and signature 
verification to the Edge nodes. 

In our outsourced CP-ABE mechanism, Edge node creates 
a partial semi-signature on behalf of the IoT node; while 
performing most of the computational task. This semi-
signature is received by the IoT node, which perform 
negligible computation to calculate the complete signature. 
IoT node can use this signature to authenticate itself while 
communicating with the other IoT devices and gateway nodes. 
Data integrity, sender authentication and data accuracy can be 
ensured by using this algorithm in the proposed system.  

The outsourced digital signature generation algorithm is 
shown in Fig. 5 which has five phases that are: Setup, 
KeyGeneration, Signpartial, and Signcomplete. Signpartial has most 
of the computational load, so it's done at the Edge node, while 
a significantly lower overhead, i.e. signing, is done at the IoT 
node. At each phase certain computation is required which is 
discussed here: 

Setup is the first phase. The attribute authority (AA), 
which can be at the cloud or the IoT network or the Edge node 
itself can implement this phase. The attribute authority must 
select certain factors which are used as the initialization 
parameters of the proposed mechanism; which are: a universal 

set of attributes , the security parameter , and an auxiliary 

information . The setup process provides the master key  

and a public key . 

Key Generation is the second phase that is executed at the 
AA, which should exist on the cloud or the fog/edge node.  
Whenever an IoT node desire to send a data packet, it should 

consult with the AA first, to obtain a secret key with a 

particular attribute set i. The AA would take the attribute set 

i and the master key , and generates a pair of secret keys; 
KIoT and KFog for the IoT and edge nodes, respectively. These 
keys will be used by the IoT and edge nodes to create the 
digital signature partially by the edge node and complete 
signature by the IoT node, sequentially. 

After that the third phase is Signoutsourced in which the 
partial, outsourced signature is calculated by the Edge node. 

By using the predicate function , attribute set i, and the 
private key of the Edge node KFog (provided by the AA), the 
Edge node generates the partial signature using the outsourced 
algorithm, which takes up most of the computational 
overhead. The algorithm to create the partial signature is based 
on CP-ABE discussed in detail in [2]. After the signature is 
calculated, it can be used by the IoT device to completely sign 
a message using its own secret key KIoT, provided by the AA. 

After the fourth phase is complete, the IoT node receives 
the partial signature from the Edge node and performs the fifth 
phase; Sign, which is the last phase for generating digital sign 
for a message. The inputs for the Sign phase are the message 

M, the secret key KIoT, the predicate , and the partial 

signature partial. Using the inputs, the algorithm generates the 

complete signature  for the message M. 

In the end, when the signature is completed by the IoT 
node, the message M, which contains the data, sender ID, 
timestamp and the signature is sent to the gateway or another 
IoT node through the Edge node. The attached signature could 
be used to ensure that the message is from the authenticated 
IoT node, data integrity could be maintained and if an attacker 
node tries to change the data then it can be identified during 
the verification phase. 

Verification steps are performed to verify the integrity of 
the message and to authenticate the sender (see Fig. 6).  

 

Fig 4. The Process of Signing by the Fog (Outsourced) and IoT (Partial) 

Nodes. 
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Fig 5. The Partial Signature is Created by the Edge Node and the Signature 

is Completed by the IoT Node using CP-ABE. 

 

Fig 6. The Verifying Node can endorse the Signature by using the Proposed 

CP-ABE based Validation Technique. 

The four phases are used to generate the digital signature, 
while the fifth phase is the named Validate. This phase is 
performed by the endorser node in the blockchain, who 
ensures that the message received is from the mentioned IoT 
node and not by a pretender. The endorserer node receives the 
message M, which includes the ID of the sender node and the 

digital signature . The endorserer node also receives the 

public key , and the predicate  from the attribute authority 
AA. It validates if the signature is correct or invalid using the 
CP-ABE scheme. 

If the validation process fails, the message is not 
authenticated and an attack to compromise the integrity of 
data is identified. In such case, the sender node could be asked 
to resend the data. If the validation step is successful, data 
about the message / packet is stored at the blockchain before 
that data is passed to the receiving node. Before data / 
messages are forwarded, the data is stored at the blockchain 
along with source information and timestamp for each data 
packet / message, as shown in Fig. 3. 

IV. EVALUATION 

For the performance evaluation of our system, we have 
developed our blockchain using Hyperledger Fabric [26] 
v.1.1.0 with 6 peer nodes, which are hosted on a single 

machine. The peer nodes are configured to have 2.0 GHz 
processor with 4 GB RAM. We have used BFT-SMaRt, which 
is a “high-performance Byzantine fault-tolerant state machine 
replication library developed in Java with simplicity and 
robustness as primary requirements” [27]. Four of the peer 
nodes are configured as the orderer nodes. Kafka orderer is 
used as the single ordering service. Byzantine fault-tolerant is 
used as the consensus algorithm.  

We simulated to have 50 IoT nodes, capable of sending 
data. The IoT nodes are associated with one of the Edge nodes 
in the cloud. The Edge nodes are relatively computationally 
powerful nodes as compared to the IoT nodes, with 
configuration of 1.0 GHz processor and 2GB RAM. The core 
nodes in the cloud are 4.0 GHz with 8GB RAM.  

Cipher-text Policy Attribute based Encryption (CP-ABE) 
based signatures are used to authenticate the IoT nodes and 
maintain data integrity. We use the light-weight scheme, 
which reduce the signing load from the IoT node with Edge 
nodes [2]. 

For calculating the throughput, we increase the number of 
IoT nodes who are sending data, starting from 1 node to 
finally all 50 nodes generating data at the rate of 2 messages 
per seconds. The rate of data packet generation was also 
increased with a constant number of nodes (30 nodes) from 10 
packet per second to 300 packets per seconds to identify the 
effect of high load on specific edge nodes.  

 

Fig 7. Throughput in Terms of Transactions per seconds for Varying 

Number of IoT Nodes. 

 

Fig 8. Average Response Time for the Blockchain Network for Varying 

Number of Data Sending Nodes. 
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The throughput is shown in Fig. 7. With 10 nodes and 300 
packets per second data rate, we achieve a throughput of 
almost 2500 transactions per second for block-size of 2MB 
and latency of 50 milliseconds. The higher throughput was 
achieved with higher number of nodes. The limitation to 2500 
transaction per second with 10 nodes is due to the fact that the 
load was mostly on some edge nodes while other edge nodes 
were idle, as there was no load on these edge nodes. The IoT 
nodes attached to these edge nodes were not generating any 
packets. When the number of IoT nodes were increased, we 
were able to attain a higher throughput as more edge nodes 
were involved and the load was being shared by all the edge 
nodes. However, if we closely monitor the curve of 
throughput with respect to the increase in the number of 
nodes, the curve shows algorithmic nature. This is due to the 
fact that the increase in data nodes increases the number of 
packets, which increases the load on the edge nodes as well as 
on the blockchain nodes. 

The average response time is also calculated with the 
various block sizes, number of transactions, and number of 
peers. The average response time is shown in Fig. 8. The data 
generation rate is 100 packets per seconds, with block size of 
2 MB, which is roughly 40 transactions in a block. The 
response is measured as the time taken to store the message on 
the blockchain and a response is received from the provenance 
authority. As the number of nodes are increased, the response 
time is again increased due to the load on the edge nodes and 
the blockchain peers. 

For evaluating the CP-ABE based outsourced signature 
generation scheme, the overhead (in terms of milliseconds) of 
generating the public and private keys and the signature of the 
message with increased number of messages, with or without 
Edge nodes are measured, and shown in Fig. 9. We have 
increased the number of packets, each signed by the sending 
IoT node, and measure the overhead of the signing algorithms. 
The normal scenario, where the whole signing is done by the 
IoT node and the proposed mechanism, in which the partial 
signature if first generated by the edge node and the signature 
is completed by the IoT node. When the number of packets is 
less, then the advantage is not significant, but, as the number 
of packets increases then the overhead (time) is decreased 
significantly. 

 

Fig 9. Computational Requirement at IoT Node with and without 

Outsourced Signature Scheme. 

V. CONCLUSION 

The use of blockchain technologies can solve the issue of 
data provenance in cloud based IoT environments due to its 
inherent properties of maintaining immutable records about 
each transaction. The literature review encourages the 
integration of blockchain and IoT (BIoT); however, public 
blockchain uses consensus algorithm which needs high 
computation and is not suitable for IoT devices. Although 
permissioned blockchain can provide fast convergence and 
use computationally lightweight mechanism, there is an issues 
of node authentication and data integrity, as IoT nodes are not 
capable of implementing authentication mechanisms. In this 
paper, we have provided a permissioned blockchain solution 
for maintaining secure data provenance which utilizes the 
outsourced attribute-based encryption. Our scheme reduced 
the overhead of authentication and blockchain mechanism 
from the IoT node by offloading it to the Edge node by using 
partial signatures. Thus, providing secure communication 
between the IoT node and the blockchain.  
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