
(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 11, No. 5, 2020

VIPEye: Architecture and Prototype Implementation
of Autonomous Mobility for Visually Impaired

People

Waqas Nawaz1, Khalid Bashir2, Kifayat Ullah Khan3, Muhammad Anas4, Hafiz Obaid5, Mughees Nadeem6

Dept. of Computer and Information Systems, Islamic University of Madinah, Al-Madinah, KSA1,2

Fast Data Science (FDS) Lab, Dept. of Computer Science,
National University of Computer and Emerging Sciences (FAST-NUCES), Islamabad, Pakistan3,4,5,6

Abstract—Comfortable movement of a visually impaired per-
son in an unknown environment is non-trivial task due to com-
plete or partial short-sightedness, absence of relevant information
and unavailability of assistance from a non-impaired person. To
fulfill the visual needs of an impaired person towards autonomous
navigation, we utilize the concepts of graph mining and computer
vision to produce a viable path guidance solution. We present
an architectural perspective and a prototype implementation to
determine safe & interesting path (SIP) from an arbitrary source
to desired destination with intermediate way points, and guide
visually impaired person through voice commands on that path.
We also identify and highlight various challenging issues, that
came up while developing a prototype solution, i.e. VIPEye -
An Eye for Visually Impaired People, to this aforementioned
problem, in terms of task’s difficulty and availability of required
resources or information. Moreover, this study provides candidate
research directions for researchers, developers, and practitioners
in the development of autonomous mobility services for visually
impaired people.

Keywords—Safe and Interesting Path (SIP); Visually Impaired
People (VIP); autonomous; mobility; computer vision; path guid-
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I. INTRODUCTION

Outdoor movement of a visually impaired person is limited
and hard due to complete or partial short-sightedness [1].
Any non-impaired person can assist them while going out,
however, this solution is not always viable. Fortunately, with
the recent developments in technology, various innovative
methods of assistance have been proposed based on ultrasonic
devices, smart cameras, transplantation of robotic eyes, blind
navigation system using GSM and RFID and voice navigation
system among others [2]. One of the key essence of these
developments is to improve the computer-vision technology to
fulfill the visual needs of a blind person. To this end, various
researchers are using vision based methods [3] focusing issues
like sidewalk assessment, zebra crossing spotter, public cata-
loging of various objects like trees, detecting curb ramps, and
public transit accessibility to facilitate smooth and safe walk
of blind persons.

Computer vision methods [4]–[8] are also in use for a
similar problem of robot vision where the task is to make the
robot aware of its surrounding, to help it move around. This is
a wide area of research known as Simultaneous Localization
and Mapping (SLAM). SLAM uses a range measurement
device which may be a laser scanner, sonar, vision or any

Fig. 1. A blind person wants to go market, then to mosque, and back home.
There are two routes to the market. The green colored is short but busy

road, whereas, black colored is longer but empty road. Similarly, there are
dedicated fruit shops in the market and a combined shop of vegetables and

fruits. To provide an optimal solution, the black colored path and a
combined shop should be suggested as a navigation path.

other capable device. In case of vision based devices for
range measurement, the problem is categorized as Visual
SLAM (vSLAM) and is an extensively researched topic [5].
Combining vSLAM with topological representations of the
environment [7] is an effort to yield improved and robust
long-term navigation in real world environments for visually
impaired people. However, these solution need improvement in
the areas of 3D scene understanding, computations of dense
flow scene representations for real time implementations and
topological mapping of the environment.

Scene understanding is imperative for smooth navigation
based on visual data [9]. This involves range measurement,
detection and identification of objects from a scene. Smart
phones are equipped with stereo cameras which enables calcu-
lating distances to objects [10] for range measurement. Object
detection and identification is computationally expensive and
traditional approaches fail to produce desired level of accuracy.
Recent advances in Computer Vision using Deep Learning
methods [11] provide good detection and recognition results
but at the cost of computation resources. Another family of
detection and recognition frameworks called the Unified (One
Stage) frameworks also makes use of deep networks and
provide significant improvement in terms of speed. We focus
on the application of Unified Frameworks for navigation of the
visually impaired. Therefore, these detection and recognition
frameworks are not applicable to the problem under consider-
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ation.

The integration of scene understanding solutions with pro-
prietary or crowd-sourced geospatial mapping services like
Google Maps or OpenStreetMap (OSM)1 respectively can
assists the movement of a blind person from a given source
to destination(s) in the outdoor environment. However, we un-
derstand that such combination requires further developments
in visual technology and investigation over path identification
problem. For instance, Google Maps or similar applications
suggest the shortest path(s) between source and destination
without considering VIP friendly parameters such as higher
traffic flow, rush of vehicles, and presence of obstacles. An
example scenario is depicted in Fig. 1 for clarity. Finding a
suitable path for a pedestrian, having visual dis-ability and
considering dynamics of the surroundings, is a challenging task
[12]. The multi-criteria shortest path (MCSP) [13] problem and
Skyline path computation [14] are similar to determine a suit-
able path considering various factors. Despite the effectiveness
of MCPS and Skyline approaches for general mobility, it is not
readily applicable to our problem due to involvement of scene
understanding for guidance, which is hard to model.

In this article, we propose a system called SIP-vSUN (Safe
and Interesting Path with Visual Scene Understanding) in order
to help the visually impaired people smoothly navigate in the
surroundings. The prospective solution is to be deployed on a
smart phone equipped with the required commodity sensors.
The computation heavy load of vision based methods are still
not easily handled by smart phones, however, there are pre-
liminary works showing the possibility of using vision based
method on smart phones [15]. A real time object detection
system called PeleeNet [16] has been proposed for mobile
devices. Our proposed system relies on extending the existing
works in object detection and recognition for its accuracy and
speed and integrating it with range measurement of identified
objects thus making it capable of working with required
precision on hand held devices and additionally defines the
safe and interesting paths for the visually impaired. Our SIP-
vSUN system on a smart phone communicates with a blind
person through off-the-shelf speech system, which supports
voice commands for inputs and voice instructions for guidance
and navigation. There are existing libraries like ARKit [17]
and ARCore [18] on iOS and Android platforms respectively
to realize the implementation of visual components of this
system. PyTorch’s [19] cross platform libraries will be used
for the implementation of the deep network on mobile devices.

The potential contributions of this research work are as
follows.

• We are aiming to envision the research community
and practitioners on utilize existing tools and tech-
niques, in graph mining and computer vision, towards
the development of an effective autonomous mobility
system. This system assists visually impaired people,
who are deprived naturally or by accident, to walk
easily in the surroundings.

• This study gives a clear direction to develop rea-
sonable system, as an application on a smart phone,

1https://www.openstreetmap.org

which can be used autonomously by visually impaired
persons.

• This study explores methods, balanced in their com-
putational needs and performance, in the domain of
object detection, recognition, and graph mining.

• The development of a prototype is the realization of
our efforts in this domain, which has the potential to
guide visually impaired people in a selected scenario
and has many expects to be improved in near future.

The rest of the content is organized as follows. Section
II explains the proposed methodology where we discuss the
notion of safe and interesting path discovery and visual scene
understanding for visually impaired people. The design and
implementation perspective of the proposed application, i.e.
VIPEye, is presented in Section III. Section III-C provided
a brief comparative analysis of the the proposed application
with the existing similar applications. The potential research
directions in this domain are outlined in Section IV and
conclusion is drawn in Section V.

Fig. 2. Proposed System Architecture

II. SAFE AND INTERESTING PATH WITH VISUAL SCENE
UNDERSTANDING (SIP-VSUN)

In this section, we present the details of our proposed
framework and Fig. 2 depicts the overall system architecture.
The processing starts when a person plans to do something like
buying items and/or visiting different places. The person talks
to the system installed on his smart phone, where off-the-shelf
speech to text component of SIP transforms the audio message
into text. Next semantic summarization, route planning, and
context-aware evaluation using textual information received
from the speech engine are performed. The result is a path to
be used by the system for navigation. The navigation is assisted
through the visual component of our system in terms of real
time object detection, recognition and range measurement.
When the user is out in the open, the visual and navigation
components interact with one another to update the path or
guide in real time based on the environmental inputs.

A. Safe and Interesting Path (SIP) Discovery

We now discuss the path planning component of our
system. We present its example in Fig. 3 and 4 to deliver
the overall idea.

Initially, we transform the obtained audio message into
text, as guided in [7]. In order to obtain the action-items, we
need to filter the important words from the message. Finally,
we perform semantic summarization to group the contextually
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Algorithm 1: SIP-vSUN Algorithm
input : Destination d, List of Criteria for Path

Selection C = {c1, c2, ..., cn}
output: Comfortable navigation of a Visually

Impaired Person on SIP
1 Current location selected as starting point s;
// Candidate Path List

2 Retrieve set of candidate paths P = {p1, p2, . . . , pk}
from s to d using navigation APIs;
// Identify SIP from candidate paths

3 for each pi ∈ P do
4 Evaluate pi for ∀C;

// weight(pi) is sum of scores for
path pi

5 if weight(pi) ¿ weight(pj) then
6 Choose pi as SIP ;
7 end
8 end
// Path Navigation

9 vSUN for navigation on SIP ;

similar nouns together. For instance, fruits, vegetables, oil,
sugar, stated in Fig. 3, are eatable items, whereas home and
mosque are venues to find path for. In this way, we group
the items together into relevant categories. Such grouping then
helps to have an optimal path for smooth navigation. Here the
challenging issues are Online Analytical Processing (OLAP)
style aggregation and vocabulary of locality.

Fig. 3. Text Processing Module

The path identification component comes into action when
we have items summarized into relevant grouping. Based
on this information, the path discovery module identifies the
current location of the person and the places to visit. During
this processing, it communicates with 3rd party services (such
as Google Maps, OpenStreetMap, MapBox) to determine safe
and interesting path among possible set of paths between
source and destination. The terms safe and interesting refer
to least number of obstacles and hurdles for VIP mobility
and most point of interests covered in short distance by the
proposed path. This component also aims to perform clustering
of actionable items like identifying the actions which can be
performed together. For instance, fruits and vegetables can be
purchased together from same shop. Similarly, oil and sugar
can be bought together from same grocery store. On the other
hand, mosque and home, from the example, are different work-
able options, so they should not be mixed with shopping
agenda. In this way, the system aims to perform hierarchical
clustering to identify an interesting path. In our case, we have
challenge of hierarchical entity clustering.

The context-aware scheduling is very important in a sense

that a blind person is ignorant of the ground realities happening
around. For instance, road construction and maintenance works
are in progress, which makes it difficult and less interesting to
walk. Similarly, the person is short of time to miss the prayer
in the mosque, so he can adjust configuration. In this case, we
have multiple criteria to fulfil prior to determine a best route,
which is similar to skyline computation in literature. Therefore,
the challenge is skyline and multi-criteria path formulation
and its efficient computation. For initial experiments and
simulations, we expect to utilize the GeoLife - GPS trajectories
dataset by Microsoft Research Asia that contains outdoor
movements of 17,621 trajectories of duration of 48,000 hours.

Fig. 4. Route Planning Module

B. Visual Scene Understanding (vSUN)

We present an overall architecture of the Visual Scene
Understanding module in Fig. 5. All the inputs required are
readily provided by the sensors already available in current
smart-phones making it an excellent choice for this application.
In addition to the Visual Odometry for range measurement,
the proposed system is assisted by incorporating object de-
tection and recognition for better scene understanding. In the
following, we present our approach to address aforementioned
challenges.

Scene Understanding

Orientation 
Data

IMU

Image 
Sequence

Camera

Visual 
Odometry

Scene Understanding

Object Detection

Object 
Identification

Range

Object 
Position

Objects

Fig. 5. The block diagram of Scene Understanding Module

Improving scene understanding, with regards to the spe-
cific problem of navigation for visually impaired people,
involves identification of obstacles, moving objects, pedes-
trians, sidewalks, zebra crossings and roads. In addition to
the identification of static and moving objects, our focus is
on tracking moving objects in the scene to handle crowded
environments. A better scene understanding [9] eventually
benefits localization service for the visually impaired person
within the environment.

Detection and identification of object and computation of
bounding boxes around them in the scene is a challenging task
to be completed in real time. In addition, there are problems
associated with real world imagery giving spurious results.
To this end, PeleeNet [16] is neural network based solution
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for real time object identification and tracking. However, the
problem with this approach is that it is trained on standard
datasets which have generic classes and do not cover the
range of objects including zebra crossing, sidewalks, roads,
obstacles etc. In order to address this limitation, we propose
to use transfer learning in two phases. In the initial phase with
limited data, we propose to use the PeleeNet’s convolutional
network as a fixed feature. This essentially means removing
the last fully connected layer and training a classifier on the
convolutional codes received from the convolutional network.
In the final phase when more data is gathered we propose to
initialize the network with pre-trained weights and fine tune the
convolutional neural network weights using our own dataset.
This phase wise strategy provides the desired level of accuracy
initially when there is not much data and improves even further
as more data is accumulated. The fine tuning of the network
weights can not be done in real time and should be done
offline. PeleeNet not only provides us with an advantage of
close to real time recognition of objects, it also has a model
size which is two thirds of the model size used by similar
solutions like MobileNet [20]. Objects identified are used by
the Visual Odometery component for range measurement.

III. VIPEYE PROTOTYPE DESIGN AND IMPLEMENTATION

In this section, we elaborate on the prototype [21] as guid-
ance application (a limited version of the actual application)
for VIPs. Initially, we discuss the design and implementation
details such as the path planning and visual scene understand-
ing towards autonomous mobility along with user interfaces.
Afterwards, we provide an abstract comparative analysis on
various existing systems and applications developed for VIPs
in path guidance context.
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Fig. 6. Main components of our prototype application

A. Design Considerations

There are five main components involve in our imple-
mented prototype application for VIPs. The block diagram
shows the sequentially dependent modules in Fig. 6. Ini-
tially, the blind person specifies the destination through voice
command or typing the name manually with the help of
accessibility service in the application, which is the task of
destination selection module. We assume that the application
is started prior to this step and gets the current location of
the user. Once, the destination is selected, the next module
determines a set of candidate paths (i.e path list) from source
to destination location. We can move from one location to
another by following different paths. However, choosing one
from the given set of paths is non-trivial and subjective task
given the circumstances. Therefore, in the refinement module,
we take the preferences from user to filter and choose an
appropriate path from path list. Currently, the preferences are
limited to various point of interests such as hospital, mosque,

school, university, etc. Multi-criteria shortest path finding is a
well studied problem and is used as a candidate solution for
path selection based on user preferences. Navigation and object
detection modules can work and coordinate together once the
user starts navigation on the selected path. These modules
notify user in terms of standard audio messages similar to
general purpose navigation applications. The object detection
module covers limited set of objects in this prototype and
subject to cover diverse kind of objects in next version.

The choice of an appropriate interaction interfaces for
visually impaired users is also critical. Our prototype supports
accessibility option with native support of the Android plat-
form and designed simple interfaces to increase its usability
for VIPs. User interfaces of our prototype with visual and
non-visual aspects are presented in Fig. 8 and 7, respectively.
Notice that our prototype application also allows the user to
manually capture an image and run a deeper model on a
better quality image for an improved scene understanding. The
default operation of the application is to automatically capture
images every 1/4th of a second and run it through a standard
model to meet time constraints.

B. Development Perspective: Libraries and Technologies

We dedicate this section to elaborate on development
aspects of our prototype system [21] as a mobile application
implemented on Android platform.

The collection of static model elements such as classes,
types, contents, and their relationships is presented in Fig. 9.
The important functions of the project include OnActivityRe-
sult (to save the entered string as a destination), getRoute (to
get the route that leads from source to destination), getRoute-
coordinates (to save the whole route that leads from source to
destination), makeGeocodeSearch (searches for places on route
that leads from source to destination), updateRoute (updates
the multiple routes leading from source to destination to a best
route that leads from source to destination), takePicture (to
take picture of objects that comes in user’s path), detectObject
(to check that the picture taken belongs to which category),
and speak (To speak whatever it is passed to the function as
an argument such as places names).

We briefly highlight important activities involved in our
application that include path finding, navigation and object de-
tection. In order to find path on user’s way, the user enters the
destination, the application checks whether the destination is
valid or not. If valid then it asks to enter criteria and calculates
best path for navigation. Else it asks the user again to enter the
destination. To navigate on the path that leads to destination
from source, the user selects the path that the application has
returned in the activity called path finding. Our application tells
user that path has been selected and also inform the estimated
time to reach the destination. The user starts the journey and
application guides the user in that journey on turn basis to
reach the destination. The object detection activity involves
the scene capturing and understanding. To detect objects, that
comes in user’s path, our application takes the picture of the
scene with objects for every 1/4th of a second, categorize that
picture and notifies the user if their is a detected obstacle on the
way. User has an option of getting a more information about
the obstacle by pressing the capture button as shown in Fig.
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(a) (b) (c) (d)

Fig. 7. Prototype User Interfaces (Non-Visual Aspect) (a) Home Screen (b) Multiple routes for a selected pair of location (c) Preferences for mobility (d)
Selected Path

(a) (b) (c)

Fig. 8. VIPEye Prototype Navigation and Obstacle Detection (Visual Aspect) with Audio-Feedback (a) Navigation (b) Manual Fixed Obstacle Detection
(Detailed information) (c) Manual Movable Stationary Obstacle Detection (Detailed information)

8 allowing a more complex model to run on a better quality
image and extract detailed information about the objects in
the scene. After the completion of this operation user can then
continue with the assisted navigation.

• Main Page:The application starts with a search bar
in which the user enters the destination. This search
bar has autocomplete feature that shows names of
places that match with the name that the user has
entered. We used MapBox platform for this pur-
pose and considered various libraries such as Map-
box GeocodingCriteria, Mapbox CarmenFeature, and
Mapbox PlaceAutocomplete.

Fig. 9. Class diagram of the prototype implementation
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1 public void onClick(View view)
2 {
3 Intent intent = new PlaceAutocomplete.

IntentBuilder().build();
4 startActivityForResult(intent,

REQUEST_CODE_AUTOCOMPLETE);
5 }
6

Listing 1: OnClickListner pseudo code for the search box

• Navigation Page: The navigation page shows multiple
paths leading to the destination (without any criteria).
From here the user goes to the criteria page and enters
up-to five criteria places in order of priority. Then the
navigation page shows the best chosen path based on
criteria.

1 private void getRoute(Point origin, Point
destination)

2 {
3 NavigationRoute.builder(this).origin(

origin).dest(dest).build().getRoute();
4 }
5

Listing 2: Getting routes from origin to destination

Then using the above function we also get the places
on each route using makeGeocodeSearch function. By
pressing the Start Navigation button the application
guides the user to their destination. And by pressing
the Start Walking button the user is be able to detect
obstacles in their path. We achieved this functionality
through MapBox libraries such as Mapbox LatLng,
Mapbox MapView, Mapbox MapboxMap, Mapbox
Style, Mapbox NavigationLauncher, Mapbox Naviga-
tionRoute, and Mapbox DirectionsRoute.

• Navigation and Obstacle Detection Page: The ob-
stacles detection page shows the live stream, the
current photo and the obstacles detected in the cur-
rent photo. We used OtaliaStudios CameraView and
Firebase FirebaseVisionObjectDetector for navigation
and object detection purposes.

1 /*Live Stream*/
2 cameraView = findViewById(R.id.

id_cameraview);
3 cameraView.setLifecycleOwner(this);
4 //Take Picture (when user presses the

volume up key)
5 cameraView.takePicture();
6 cameraView.addCameraListener(

onPictureTaken(result){detectObjects(
result); });

7

8 /*Object Detection*/
9 void detectObjects(result)

10 {
11 objectDetector.processImage(image) {
12 public void onSuccess(List<

FirebaseVisionObject> detectedObjects){
13 // Displays the name(s) of the detected

object(s)
14 }};
15 }
16

Listing 3: Partial code on navigation and object detection

• Non-visual Aspects: It is obvious that VIPs are
unable to see the interfaces of our proposed applica-
tion rather communicate with it via non-visual senses
such as speaking and hearing. Therefore, we pro-
vided an audio-based interaction and feedback mech-
anism implemented through existing libraries, i.e.
AndroidSpeech TextToSpeech and AndroidSpeech’s
SpeechRecognizer, to covert from audio-to-text and
vice verse.

1 /*Text-To-Speech*/
2 public void speak(String data)
3 {
4 textToSpeech.speak(data,TextToSpeech.

QUEUE_FLUSH,null);
5 // can be modified as per requirements
6 }
7 /*Speech-To-Text*/
8 Intent intent = new Intent(

RecognizerIntent.ACTION_RECOGNIZE_SPEECH)
;

9 // more options can be added to this
function

10 startActivityForResult(intent, REQ_CODE);
11 void onActivityResult(int requestCode,

int resultCode, Intent data) {
12 // Check requestCode and resultCode for

confirmation
13 ArrayList result =
14 data.getStringArrayListExtra(

RecognizerIntent.EXTRA_RESULTS);
15 // Display or perform action according

to what was spoken
16 }
17

Listing 4: Non-visual interaction mechanism for VIPs

C. Comparative Analysis

We describe few mostly related applications and systems
used to assist in the navigation of the blind people as also
highlighted in [22]. Recent surveys [23] [24] [25] [26] dis-
cussed various kinds of systems and applications developed
for visually impaired people. These systems and applications
are either the outcomes of research work in this domain as
prototypes or entirely as business oriented products. These so-
lutions are categorized into general purpose object recognition
based [27]–[32], navigation related [33]–[41], and specialized
systems and devices [42]–[46]. The discussion in this section
highlights key aspects these systems cover in terms of guiding
visually impaired people and also provide insights to improve
them for better guidance.

We provide an overview of comparative analysis for various
applications and systems with respect to predefined criteria
in Table I. The criterion is selected based on suitability of
these applications and systems for visually impaired people
towards autonomous navigation, which is the main focus of
this article. GPS criterion depicts whether the application or
system supports location-aware services or not. These applica-
tions interact with the users through either audible instructions
or haptic feedback. Not all applications and systems analyze
images and video data to observe the surroundings and develop
an understanding for the VIPs. The understanding of the sur-
roundings depends upon effectively detecting and identifying
the objects. Object detection is a key step towards scene
understanding, where the majority of the techniques under
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consideration detect various kinds of objects from individual
images. However, few approaches detect objects continuously
from a series of images taken through built-in camera. Most
of the applications are available free of cost on either one
or both platforms, i.e. iOS or Android. It is critical for any
application or system to be autonomous so that a visually
impaired person feels more independent. This is one of the
major factors to influence the usability of any system or
application, as depicted in the last column of the comparison
table. It is interesting to know that existing solutions are either
more focused on non-visual information, e.g. GPS signals and
navigational semantics, or visual content to understand the
surroundings. In our understanding, visual content analysis
is a complex task compared with the analysis of non-visual
information towards navigational guidance, therefore, many
aspects in visual content analysis are still under consideration.

IV. RESEARCH DIRECTIONS

The potential research directions, while developing an
effective solution for visually impaired people towards au-
tonomous navigation, are as follows.

1) SIP prediction algorithm and repository: To develop
an effective algorithm to predict or identify the safe
and interesting paths, which are eventually stored in
a repository for future correspondence. The identifi-
cation of the SIPs through experience will result in a
rich repository.

2) Intelligent path discovery approach: An approach
needs to be developed to discover or explore paths
from given source to destination(s). The path discov-
ery problem emphasizes on various criterion defined
or customized for impaired person. Defining the
representative criterion for impaired person is also
major concern.

3) Hazard detection and identification in real-time: We
need an algorithm to detect various kinds of ob-
stacle/hazards instantly to take respective measures
by the impaired person while navigating known/un-
known territory. This algorithm expected to utilize
vital information (visual & non-visual) to make de-
cisions quickly. The identification of such a useful
information is itself a challenging task.

4) Context-aware navigation system: A novel approach
is required to determine the context from the envi-
ronment through visual and non-visual data. It helps
the users to navigate with contextual information
(knowledge of surroundings like passing by super-
store, ATM, gas-station, etc.).

5) A comprehensive system with smart navigation: This
product will be an integration of other essential
components together to solve the navigation problem
for visually impaired people. This system provides a
comprehensive solution to smartly/intelligently nav-
igate through known/unknown territories. This solu-
tion will be realized on smart devices (e.g. Smart-
phones) as these devices are already equipped with
essential tools and commodity sensors.

V. CONCLUDING REMARKS

In this work, we have conceptualized an overall system as
a candidate solution for mobility of visually impaired people
in terms of visual scene understanding and graph mining
approaches. A prototype implementation is presented and
improvements are in progress on algorithms determining safe
and interesting path by considering multiple factors associated
with blind people. Additionally, We have highlighted various
research directions for developers and practitioners to build
effective services towards mobility of visually impaired people.
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