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Abstract—Table lookup is a major process to decide the
packet processing throughput and power efficiency of routers.
To realize high-throughput and low-power table lookup, recent
routers have employed several table lookup approaches, such as
TCAM (Ternary Content Addressable Memory) based approach
and DRAM (Dynamic Random Access Memory) based approach,
depending on the purpose. However, it is difficult to realize
both ultrahigh throughput and significant low power due to
the trade-off between them. To satisfy both of the demands,
this study proposes a hybrid memory design, which combines
TCAM, DRAM, PPC (Packet Processing Cache), CMH (Cache
Miss Handler), and IP Cache, to enable a high-throughput and
low-power table lookup. The simulation results using an in-
house cycle-accurate simulator showed that the proposed memory
design achieved nearly 1 Tbps throughput with similar power of
the DRAM-based approach. When compared to the approach
proposed in a recent study, the proposed memory design can
realize 1.95x higher throughput with 11% power consumption.

Keywords—Inter routers; packet processing; table lookup; hy-
brid memory architecture; Packet Processing Cache (PPC)

I. INTRODUCTION

A demand for high-throughput and low-power packet pro-
cessing is becoming serious in routers year by year due to
an increase in internet traffic. For example, to achieve 400
Gbps, routers must process packets every 1.28 nano second
if the shortest packets arrive continuously. Moreover, because
the power consumption of routers increases depending on
the number of packets processed, the power efficiency is
also an important factor for recent routers. According to the
reports [1]–[4], the total power consumed by the network
devices will reach several percentages of the total power
generated in the world. Thus, routers must process packets
at high throughput with low power.

Table lookup is a key process to decide the packet pro-
cessing throughput and power efficiency of routers. When a
packet arrives at a router, the router searches tables, such as
a routing table and access control list, to decide the next-hop
IP address and whether filtering. Because this process requires
memory accesses per packet, table lookup is a bottleneck of the
packet processing throughput and a power-hungry operation in
routers.

To increase the throughput or reduce the power consump-
tion, several table lookup approaches have been employed.
A DRAM (dynamic random access memory) based approach
is the most standard approach of the table lookup [5], [6].
This approach stores the tables into DRAM, which can be
implemented with a large capacity at low expense and low
power. Thus, the DRAM-based approach has been employed

in enterprise edge routers, which are required to be introduced
at low expense, and application routers, which process packets
with fine grained services. However, because the access latency
of DRAM is large, this approach cannot satisfy the demand of
ultrahigh throughput, such as 400 Gbps and 1 Tbps.

In contrast to the DRAM-based approach, TCAM (ternary
content addressable memory) based approach has been used
for high-throughput table lookup [7]–[10]. The TCAM is a
specialized memory for fast data lookup and can retrieve
data at one cycle. Because the access latency of TCAM is
smaller than that of a DRAM, this approach can achieve larger
throughput than the DRAM-based approach. Thus, the TCAM-
based approach has been employed in core routers and data-
center routers, which are required to process packets at high
throughput. However, to retrieve data at one cycle, TCAM
consumes significant large power in comparison to DRAM.
Accordingly, it was reported that TCAM consumed 40% of
the total power consumed in a router [11]. The paper [9] also
indicated that TCAM consumed 150 times larger power than
same-sized DRAM.

Due to the trade-off between the access latency and power
consumption of memories, as mentioned above, satisfying the
demands of both throughput and power efficiency is difficult
for these approaches. In this study, a novel hybrid memory
design, which combines the DRAM- and TCAM-based ap-
proaches and further adds PPC (packet processing cache),
CMH (cache miss handler), and IP Cache, is proposed for
high-throughput and low-power table lookup in routers.

This study also builds an in-house cycle-accurate table
lookup simulator which can simulate not only the proposed
memory design but also the other conventional table lookup ap-
proaches (e.g., the DRAM-based or TCAM-based approaches).
This simulator enables to measure the table lookup throughput
of a router considering the hardware behavior (e.g., stalling and
queuing) while most previous studies evaluated the throughput
based on a mathematical analysis using a throughput model
without considering the concrete hardware. Thus, this study
newly reveals the impact of the hardware constraints (i.e.,
memory stalls, hash conflicts, and the number of buffer entries)
on the table lookup throughput.

The major contributions of this study are summarized
below:

• This study proposed a novel hybrid memory design
for high-throughput and low-power table lookup in
routers. The simulation results showed the proposed
memory design can realize nearly 1 Tbps throughput
with similar power of the DRAM-based approach.
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• This study revealed the concrete hardware design of
various table lookup approaches and their connection.
Most previous studies did not consider the concrete
hardware design of them, and thus, the impact of the
hardware design on the table lookup performance was
not revealed.

• This study is a first study of evaluating the throughput
of the table lookup with caches considering the hard-
ware constraints (i.e., memory stalls, hash conflict, and
the number of buffer entries) by measuring them based
on cycle-accurate simulations.

The remainder of this paper is organized as follows: Sec-
tion 2 describes the table lookup process in a router. Section 3
introduces details of table lookup approaches used in this study
as related works. We propose the efficient memory design for
the high-throughput and low-energy table lookup in Section 4
and evaluate it in Section 5. Finally, Section 6 concludes this
paper.

II. TABLE LOOKUP

Routers have several tables to correctly decide how to
process packets. In general, typical routers have four tables:
a routing table, ARP (address resolution protocol) table, ACL
(access control list). and QoS (quality of service) table. Note
that several router vendors have different named tables, such
as a FIB and adjacency table in Cisco routers, instead of the
routing table and ARP table. However, they make no difference
in this study, and thus, we suppose that routers have the four
tables mentioned above in this study hereafter.

Fig. 1 illustrates a basic flow of packet processing in a
router. When a packet arrives at a router, the whole data of the
packet is stored to a packet memory, and only the header part
is sent to next processing flow (i.e., a table lookup module).
It is because the payload is not required to process the packet.
The table lookup module searches the tables using the packet
header information. For example, the routing table lookup is
done using a destination IP address while the ACL lookup
is done using the five-tuple (i.e., source and destination IP
addresses, source and destination port numbers, and protocol
number). After searching the tables, the router recalculates the
ttl (time to live) and checksum value from the packet header.
Based on the table lookup results and recalculation values,
the router modifies the packet header and concatenates the
modified header with the packet payload read from the packet
memory. Finally, the packet is forwarded to a next hop.

In the packet processing, the table lookup is a major
throughput bottleneck due to the large access latency. As it
is often discussed, memory-wall, which represents the large
gap between CPU operation frequency and memory access
latency, is the most serious problem of computer architecture,
and it is also a problem in routers. Make matters worse, each
table requires a large number of entries. For example, all BGP
entries in the routing table exceeded 1M entries. Consequently,
the table lookup conventionally takes from dozens to a hundred
cycles although other processes (i.e., the calculation and header
modification) take several cycles. Thus, improving the table
lookup is the most important issue to increase the packet
processing throughput.
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Fig. 1. Outline of table lookup in a router.

TABLE I. SUMMARY OF EACH APPROACH.

Approach Throughput Energy Notes
DRAM only Low Low Low expense
(e.g., [5], [6])
TCAM only High High Lookup at one cycle
(e.g., [7]–[10])
IP Cache + DRAM Middle Very low Performance depends
(e.g., [12]–[15]) on the cache miss rate
PPC + TCAM Very high Middle Same as above
(e.g., [16]–[19])
PPC + CMH + TCAM Very high+ Middle Non-blocking
(e.g., [20], [21])

III. RELATED WORKS

As explained in Section 2, the table lookup is the most
important factor for routers to determine the packet process-
ing throughput. Consequently, many studies are conducted
to improve the table lookup. This section introduces major
approaches which have been employed in routers. Table I
summarized characteristics of each approach.

A. DRAM-based Approach

A DRAM-based approach is the most standard approach
for the table lookup [5], [6]. In this approach, the tables are
stored into DRAM. The DRAM is a typical memory and can
be implemented with a large capacity at low expense. Thus,
this approach can realize the table lookup at lowest expense
compared to other approaches.

Conventionally, there are several methods to find data
in DRAM. The most simple method is to search entries
from the head to the end by linear search until the data are
found. However, this method significantly increases the DRAM
accesses because the tables require a large number of entries,
as mentioned in Section 2. Using hash values as addresses of
data in DRAM is another method. However, this way causes
conflicts of addressing data.

Tree-based methods, such as Radix trees and Patricia
trees, are the most standard methods for the table lookup in
routers [5], [6]. Fig. 2 depicts the structure of the Radix tree
as a representative. In the tree-based methods, binary trees are
traced based on each bit of the destination IP address. Con-
clusive stopped nodes indicate the routes for the destination
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Fig. 2. Structure of Radix tree.

IP address. This tracing process can be done through pipeline
and thus, achieved high throughput.

A problem of the DRAM-based approach results from the
large delay of DRAM accesses. The DRAM takes a long
time to retrieve data due to the DRAM structure. Although
routers must process packets each several nano seconds to
achieve 400+ Gbps, as mentioned in Section 1, approximately
50 nano seconds are required for a DRAM access. The DRAM-
based approach is comparatively slow in comparison to other
approaches, while it can process packets with significant low
power.

B. TCAM-based Approach

A TCAM-based approach is employed in routers which
require high throughput, such as core routers [7]–[10]. This
approach stored the tables into TCAM. The TCAM is a
specialized memory for fast data lookup and can search data
at one cycle. Because the access latency of TCAM is also
small (approximately several nano seconds), the TCAM-based
approach can achieve high throughput.

A problem of the TCAM-based approach is that TCAM
consumes significant large power for data lookup. It is because
TCAM compares all stored bits simultaneously to obtain data
at one cycle. The papers [8] reported that TCAM consumes
150 times larger energy than a same sized RAM. Therefore,
this approach achieves high throughput at the sacrifice of
power consumption. According to the papers [11], TCAM
consumes 40% of total power consumed in a router with
TCAM.

C. IP Cache

IP Cache is a supplemental approach of the DRAM- and
TCAM-based approaches and accelerates the table lookup with
reducing the power consumption [12]–[15]. IP Cache is placed
before accessing the DRAM or TCAM. It stores table lookup
results of the routing table and ARP table per destination IP
address into a small SRAM (static RAM) and references them
to process subsequent packets. Because the packets of the same
destination IP address indicate the same routing table lookup
result and ARP table lookup result, IP Cache can reduce the
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Fig. 3. Outline of table lookup with PPC.

number of DRAM or TCAM accesses if IP Cache has the table
lookup results of the packets.

A small SRAM used as IP Cache shows low access
latency and low power consumption. For example, the access
latency and energy consumption of a 32KB SRAM, which is
conventionally used in IP Cache, are 0.5 ns and 0.0539 nJ per
access, respectively, while those of TCAM are 5 ns and 30 nJ
per access, respectively [18]. Thus, it is important for IP Cache
to process packets using only SRAM as many as possible.

The entries of IP Cache are constructed by 4 bytes tag (i.e.,
a destination IP address) and 6+ bytes data (i.e., table lookup
results of the routing table and ARP table). Thus, a typical
32KB IP Cache has approximately 3K entries. Conventionally,
IP Cache is configured by a 4-way set associative cache, and
the entries are mapped using the CRC hash values calculated
from destination IP addresses. The paper [22] showed that a
32KB 4-way IP Cache can achieve cache hit rates from 80%
to 90%. Moreover, IP Cache has a possibility to achieve the
cache hit rate of up to 98% when increasing the capacity. It
indicates that IP Cache has possibility to process most packets
with only a SRAM.

The throughput and power consumption of the table lookup
produced by IP Cache mainly depend on two factors: the
cache hit rate and cache performance (i.e., the access latency
and power consumption). The cache hit rate is the most
important factor to determine the table lookup performance
because it represents the rate of packets processed using the
SRAM. To achieve a high cache hit rate, increasing the SRAM
capacity is the most simple solution. However, it is not suitable
considering the SRAM performance. For example, the latency
of a 1MB SRAM is almost the same as that of TCAM. Thus,
achieving a high cache hit rate with small capacity SRAM is
required to exhibit further performance.

D. Packet Processing Cache

Similar to IP Cache, PPC has been proposed as a sup-
plemental approach of mainly the TCAM-based approach to
realize both accelerating the table lookup and reducing the
power consumption [16]–[18]. PPC solves the problem of the
TCAM-based approach that TCAM consumes large power.
Unlike IP Cache, PPC caches lookup results of all kinds of
tables in a router (i.e., four tables) per flow into a SRAM. If
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PPC has the table lookup results of a flow, subsequent packets
of the same flow can be processed without accessing TCAM.
Consequently, PPC can substitute one PPC access for four
TCAM accesses while IP Cache substitutes one cache access
for two TCAM accesses (i.e., the routing table access and ARP
table access).

Fig. 3 shows the outline of the table lookup with PPC.
PPC stores table lookup results per five-tuple (i.e., source and
destination IP addresses, source and destination port numbers,
and protocol number), which is called a flow in PPC. It is
because most tables in routers store data based on the some
or all the five-tuple. PPC can process subsequent packets of
flows using only PPC by caching the table lookup results of
the first packets of the flows into PPC. In comparison to IP
Cache, although flows have a smaller temporal locality than
packets of the same destination IP address, PPC can process
packets with one PPC access. Thus, PPC has a possibility to
further improve the throughput and power consumption of the
table lookup in comparison to IP Cache if it achieves a high
PPC hit rate.

By combining PPC with the TCAM-based approach, it can
achieve ultrahigh table lookup throughput. However, the power
consumption is still high due to remaining TCAM accesses.
The paper [19] indicated that the dynamic energy of TCAM
was still dominant in a router even if PPC achieves the PPC
hit rate of 95%.

The entries of PPC are constructed by 13 bytes tag (i.e.,
five-tuple) and 15+ bytes data (i.e., table lookup results of the
four tables). Thus, a typical 32KB PPC has approximately 1K
entries. Similar to IP Cache, conventional PPC is configured by
a 4-way set associative cache, and the entries are mapped using
the CRC hash values calculated from five-tuples. Because the
PPC entry size is larger than the IP Cache entry size, the PPC
hit rate tends to become lower than IP Cache. A 32KB PPC
shows the PPC hit rate of approximately 70% [23].

E. Cache Miss Handler

CMH was proposed in [20], [21] to assist PPC and enable
to process packets without blocking. When a packet of a flow
misses in PPC, the router must block the table lookup operation
of subsequent packets of the same flow until the entry of the
flow is prepared in PPC. It is because subsequent packets
may continuously miss in PPC before completing the table
lookup of the flow and updating it in PPC. Thus, CMH queues
subsequent packets of the flow until the PPC update of a former
packet of the flow is completed.

Fig. 4 illustrates the overview of CMH. It is placed between
PPC and TCAM and accessed if packets miss in PPC. CMH is
composed of two modules: CMT (cache miss table) and CMQ
(cache miss queues).

CMT is implemented by a small full-associative cache and
manages the flows which are being processed in TCAM. When
a packet missed in CMT, CMT stores the five-tuple and set the
valid bit on if a CMT entry is empty. The subsequent packets
with the same five-tuple are sent to CMQ, which is simple
FIFOs, by hitting in CMT. At this time, the queue number of
CMQ is determined based on the hit address of CMT. After
the CMT miss packet is processed in TCAM, the release signal
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Fig. 4. Overview of CMH.

and CMT address (i.e., the queue number) are sent to CMT
and CMQ. Finally, the CMT entry is disabled by setting the
valid bit off, and the packets queued in CMQ are released with
the TCAM lookup results.

IV. HYBRID MEMORY DESIGN FOR HIGH-THROUGHPUT
AND LOW-ENERGY TABLE LOOKUP

As explained in Section 3 and summarized in Table I, each
table lookup approach contributes to increasing the throughput
or reducing the power consumption. However, there are no
approaches to realize ultrahigh throughput at significant low
power consumption. For example, the combination of PPC,
CMH, and TCAM shows the highest throughput in the ap-
proaches shown in Table I. However, it still consumes large
power due to the remaining TCAM accesses. Our targets of
the throughput and power consumption are shown as bold
in Table I. To meet these requirements, this study proposes
a novel hybrid memory design for high-throughput and low-
power table lookup in routers.

Fig. 5 depicts an overview of the proposed memory design.
In this design, the five approaches introduced in Section 3 are
combined using four buffers, called PPC buffer, Victim buffer,
Table buffer, and DRAM buffer, in suitable order. Because
the latter memory lookup is slower in the proposed memory
design, the buffers are required. Each buffer enables to operate
the former memory lookup independently of the latter memory
lookup. If a buffer is filled, the former memory lookup is
stopped until the buffer becomes available. Details of each
combination are explained hereinafter.

1) Combination of PPC and CMH: The combination of
PPC and CMH was already considered in [20], [21], and thus,
the processing follows these papers. Packets missed in PPC
are sent to CMH and judged whether hit or missed in CMT.
When a packet hits in CMT, the packet is sent to CMQ and
queued until the former packet of the same flow is processed by
DRAM or TCAM. On the other hand, when a packet misses
in CMT, the packet is sent to IP Cache, and the new CMT
entry is registered, as mentioned in Section 3.

In the proposed memory design, the number of CMT
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entries becomes the same as the summation of the number of
buffer entries of Victim buffer, Table buffer, and DRAM buffer
to manage all flows being processed in the latter memories.
Larger buffer sizes enable to process a larger number of
packets without blocking and achieve higher table lookup
throughput. However, there is a trade-off between the buffer
sizes and the implementation costs of the buffers, CMT, and
CMQ. Consequently, deciding the number of CMT entries and
buffer sizes considering both the throughput and implementa-
tion costs is important.

We newly discuss the behavior of the combination of
PPC and CMH. First, CMH guarantees the order of packets
processed in the proposed memory design at flow level. Fig. 6
shows this behavior using a time chart of the processing.
Packets of the same flow are sent to the next processing
stage in the arrival order, and out of order due to the latency
gap between PPC and DRAM or TCAM does not occur in
this memory design. It is because CMH keeps subsequent
packets of a flow waiting until the former packet of the flow is
processed in DRAM or TCAM. Second, CMH does not require
a buffer between PPC and CMT. It is because the CMT access
is always faster than PPC due to the small capacity.

2) Combination of CMH and IP Cache: The combination
of PPC and IP Cache was also considered in [22]. In this
study, IP Cache is placed after CMH, and packets which
missed in CMT are sent to IP Cache after queuing in Victim
buffer. Because IP Cache enables to process packets based on
the destination IP address, it has a possibility to achieve a
significant higher hit rate than PPC. Moreover, the proposed
memory design allows IP Cache to make the capacity larger
because packets which sent to IP Cache is significantly small in
comparison to PPC, and large IP Cache latency is permissible.
It also induces an increase in the cache hit rate. Note that

packets are sent to Table buffer regardless of the hits or misses
in IP Cache because packets must access DRAM or TCAM
even if they hit in IP Cache.

3) Combination of DRAM and TCAM: In the proposed
memory design, the DRAM and TCAM are combined to
reduce the power consumption with increasing the throughput.
To meet the requirement of the power efficiency, packets
should be processed by the DRAM as many as possible,
especially when packet arrival is a slow. The TCAM is used
in the case that the DRAM lookup is too late for processing
packets.

To realize these behaviors, a simple method using two
buffers is proposed in this study. As depicted in Fig. 5, packets
which missed in IP Cache are first sent to Lookup buffer.
The packets queued in Lookup buffer are next sent to DRAM
buffer, which placed before the DRAM, until DRAM buffer is
filled up. If DRAM buffer is full, the packets queued in Lookup
buffer are sent to the TCAM and processed using the TCAM.
Thus, the TCAM are utilized only when the DRAM is busy,
and the power consumed by the table lookup can be reduced
as large as possible. In this study, we consider that one entry is
enough as the DRAM buffer size. It is because increasing the
DRAM buffer size causes the increase in CMT and CMQ entry
sizes. Moreover, the DRAM buffer size does not significantly
impact on the throughput and power consumption.

After a packet is processed using the DRAM or TCAM,
the corresponding CMT entry and packets queued in CMQ are
released, and the table lookup results are cached into IP Cache
and PPC. The processed packet and queued packets are sent
to the next processing stage in the arrival order.

V. EVALUATION

This section shows the evaluation of the proposed memory
design. In this evaluation, the table lookup operation in a router
is simulated using an in-house cycle-accurate table lookup
simulator and packet traces (i.e., pcap files) captured in real
networks. The throughput and power consumption of the table
lookup can be measured using this simulator. In this study, the
evaluation was done based on following points.

• Effect of the combination of DRAM and TCAM

• Comparison to other approaches

A. Simulation Environment

1) Cycle-accurate Table Lookup Simulator: To evaluate the
proposed memory design, an in-house table lookup simulator,
written in C++, was used. This simulator can simulate the table
lookup operation in a router including the queuing and stalling
at cycle level. The architecture of the simulator was modeled
in Fig. 5.

Table II shows the parameters set in the simulator and the
reference values. In the following simulations, the reference
values are used if the values are not written clearly. These
values were mainly decided based on the previous studies
such as [18], [20], [22]. The latency, dynamic energy, and
static power of PPC, CMH, IP Cache, and DRAM were
estimated using CACTI 7.0 [24], which was a major tool
for estimating the latency and power consumption of various
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TABLE II. SIMULATOR PARAMETERS AND REFERENCE VALUES.

Item Reference value
Operation frequency 2 GHz (0.5 ns / cycle)

PPC Associativity 4 ways
Entries 1,024 entries
Replacement LRU
Latency 1 cycle
Dynamic energy 0.0342 nJ
Static power 40 mW

CMH Associativity full associative
CMT entries 32 entries
CMQ entries / queue 10 entries
Latency 1 cycle
Dynamic energy 0.0346 nJ
Static power 4.53 mW

IP Cache Associativity 4 ways
Entries 4,096 entries
Replacement LRU
Latency 1 cycle
Dynamic energy 0.0208 nJ
Static power 12.8 mW

DRAM Latency 10 cycles
Number of ports 4 ports
Dynamic energy 1.26 nJ
Static power 13.9 mW

TCAM Latency 100 cycles
Number of ports 4 ports
Dynamic energy 166 nJ
Static power 17 mW

Buffers PPC buffer unrestricted
Victim buffer 10 entries
Lookup buffer 10 entries
DRAM buffer 1 entries

TABLE III. SIMULATOR PARAMETERS AND REFERENCE VALUES.

Trace Name Bandwidth Number of packets Duration
WIDE 1 Gbps 22,172,838 packets 900 s
Academic 10 Gbps 2,411,883 packets 90 s

types of memories, while those of TCAM were estimated from
recent CAM’s studies [25], [26]. We also note that the numbers
of ports in a DRAM and TCAM were set to four because they
can search the four tables in a router independently.

2) Packet Traces: As workloads, two pcap-format packet
traces captured in real networks were used. Details of them are
summarized in Table III. WIDE (Widely Integrated Distributed
Environment) trace contains communication traffic at the 1-
Gbps transit link of WIDE to the upstream ISP and can be
obtained from [27]. Academic trace contains communication
traffic at a 10-Gbps core link in a institute which mixed various
University traffic and is not opened to the public. The pcap files
include information of a packet per line, namely, the arrival
time, each header information (i.e., Ethernet header, IP header,
and TCP/UDP headers), and some payload. The simulator can
obtain packets by reading each line in the pcap files.

3) Three Simulation Conditions: To evaluate the through-
put and power consumption based on the practical use, this
study conducted simulations under the three conditions: the
full load, 400-Gbps load, and 100-Gbps load.

The full-load simulation was conducted to measure the
achievable throughput and maximum power consumption. It
starts the table lookup simulation without considering the
arrival time of packets. It means that the simulation is started
under the situation that all packets are queued in PPC buffer. In
routers, the throughput in the situation that packets are queued
in buffers is the most important because packets are dropped if

TABLE IV. COMPARISON OF TABLE LOOKUP PERFORMANCE WITH THREE
DIFFERENT DESIGNS.

DRAM-only TCAM-only Proposed
WIDE Throughput 65 Gbps 660 Gbps 727 Gbps

Power (100-Gbps) 89.9 mW 377 mW 142 mW
(400-Gbps) 124 mW 1,430 mW 386 mW
(Full-load) 152 mW 33,700 mW 33,800 mW

Academic Throughput 84 Gbps 854 Gbps 929 Gbps
Power (100-Gbps) 108 mW 936 mW 166 mW

(400-Gbps) 189 mW 3,560 mW 1,390 mW
(Full-load) 153 mW 33,700 mW 33,400 mW

the throughput is insufficient. Note that this study measured the
throughput on the assumption that all packets were constructed
of 64 bytes (i.e., the shortest packet length). It is because
routers conventionally show this worst-case throughput as an
important barometer of the packet processing throughput.

On the other hand, the 400- and 100-Gbps simulations were
also conducted to measure the power consumption under the
specific traffic loads. In these simulations, the arrival times of
each packet were modified to satisfy the bandwidths of 400- or
100-Gbps considering the packet length, and packets were sent
to the simulator in accordance with the modified arrival time.
Note that the throughput measured in these simulations was not
meaningful because the systems obviously had the capability
to achieve 400-Gbps throughput (not the shortest-packet-length
throughput). Beside the throughput, the power consumption
measured in these simulations is important because routers are
not always operating under a full load. Consuming the power
under the full-load condition is rare for routers.

B. Effect of the Combination of DRAM and TCAM

First, effect of the combination of the DRAM and TCAM
was evaluated. To reveal it, this study implemented the ap-
proaches that all packets which missed in IP Cache were
assigned to only the DRAM or TCAM (referred to as DRAM-
only design and TCAM-only design, respectively) for compar-
ison.

Table IV summarizes the throughput and power consump-
tion of the table lookup measured in the simulations. As
shown in the table, the proposed memory design achieved
significant higher throughput than the DRAM-only design,
and it slightly overcome the TCAM-only design because the
proposed memory design can process packets using both the
DRAM and TCAM. According to the full-load simulations,
the proposed memory design achieved 11.0x and 1.09x higher
throughput than the DRAM-only and TCAM-only designs,
respectively, on average. In Academic trace, the proposed
memory design achieved nearly 1-Tbps throughput, and this
result substantiated the previous studies which analyzed the
throughput based on the mathematical model.

Table IV also shows usefulness of the proposed memory
design from the aspect of the power consumption. In the full-
load condition, the proposed memory design showed almost
the same power of the TCAM-only design because most
packets were assigned to the TCAM to speed up the table
lookup. However, in the 100- and 400-Gbps conditions, the
proposed memory design can significantly reduce the power
in comparison to the TCAM-only design. The results showed
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Fig. 7. Comparison of hit rates and the breakdown.

that the proposed memory design can reduce the power con-
sumption by 72.3% and 67.0% in the 100- and 400-Gbps
conditions, respectively, in comparison to the TCAM-only
design. These results indicate that the proposed memory design
can significantly reduce the power consumption of the table
lookup with keeping the throughput to the same level as the
TCAM-only design.

C. Comparison to Other Approaches

This section reveals superiority of the proposed mem-
ory design to other approaches from the perspectives of the
throughput and power efficiency. For comparison, this study
implemented five conventional approaches: the TCAM-based
approach, DRAM-based approach, combination of IP Cache
and DRAM [12], combination of PPC and TCAM [16], and
combination of PPC, CMT, and TCAM [23].

First, the cache hit rates achieved by each approach were
evaluated. Fig. 7 showed the cache hit rates and their break-
down under the three load conditions. According to the results,
the proposed memory design can achieve significant high hit
rate (94% in WIDE trace and 99% in Academic trace) by
combining PPC and IP Cache. The combination of IP Cache
and DRAM also achieved high hit rate; however, it did not
significantly impact on the table lookup performance because
it required DRAM accesses even if packets hit in IP Cache.

In addition, the larger the load of a router increased, the
more CMH assisted the cache hit rate. This is because the
number of packets still waiting to be processed by the DRAM
or TCAM becomes large when the load of a router increases.
If a router does not employ CMH (i.e., in the case of PPC
+ TCAM in Fig. 7), this situation causes a large number
of PPC misses because it takes time to update PPC entries.
This behavior also reveals the reason that the PPC hit rate of
the proposed memory design was a little lower than that of
the PPC + CMT + TCAM. In the proposed memory design,
there is a possibility that packets are waited for a longer time
compared to TCAM-based approaches because packets may
assign to the DRAM. Thus, the PPC hit rate may become a
little lower; however, it is no problem for the table lookup
performance because it can be saved by CMH, as shown in
Fig. 7.

Second, the table lookup throughput and power efficiency
were evaluated. Table V summarized them. In the table,
the parenthesis values represent the power efficiency calcu-
lated from the power consumption divided by the throughput
[mW/Gbps], which were often used in routers as a barometer
of the router performance. The smaller power efficiency is
more suitable for routers; however, considering not only this
power efficiency but also the achievable throughput is impor-
tant for routers.

As shown in Table V, the proposed memory design
achieved 1.95x throughput on average compared to PPC +
CMT + TCAM, which showed the largest throughput in recent
studies. It realized up to nearly 1-Tbps table lookup through-
put. The proposed memory design also had the advantage
of the power efficiency in comparison to other TCAM-used
approaches. It reduced the power consumption per Gbps by
86%, 89%, and 44% in 100-Gbps, 400-Gbps, and full-load
conditions, respectively. In the full-load condition, the pro-
posed memory design consumes the power as the same level
of the other TCAM-used approaches because most packets
are assigned to the TCAM. However, the power efficiency
is better due to the high achievable throughput. In addition,
the full-load condition is rare in routers in practical use.
Consequently, it was showed that the proposed memory design
can achieve significant high table lookup throughput with low
power consumption as the same level of the DRAM-based
approach.

VI. CONCLUSION

The table lookup is the most important operation in routers
to determine the packet processing throughput and power
consumption. Thus various approaches, such as DRAM-based
approaches, TCAM-based approaches, and cache-based ap-
proaches, have been proposed and employed. However, there
are no approaches to satisfy the requirements of both ultrahigh
throughput and significant low power consumption.

For realizing them, this study proposed a novel hybrid
memory design, which combines five conventional approaches
(i.e., PPC, CMH, IP Cache, DRAM, and TCAM) in the appro-
priate order. The effectiveness of the proposed memory design
was evaluated using an in-house simulator which can simulate
the table lookup in a router at cycle level. The simulation
results indicated that the proposed memory design achieved
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TABLE V. COMPARISON OF TABLE LOOKUP PERFORMANCE WITH VARIOUS CONVENTIONAL APPROACHES.

DRAM-based TCAM-based IPCache+DRAM PPC+TCAM PPC+CMT+TCAM Proposed
WIDE Throughput 10 Gbps 102 Gbps 19 Gbps 297 Gbps 401 Gbps 727 Gbps

Power (100-Gbps) 91 mW 2,550 mW 41 mW 651 mW 638 mW 95 mW
(12) (333) (5) (85) (83) (12)

(400-Gbps) 115 mW 10,320 mW 103 mW 2,640 mW 2,550 mW 287 mW
(11) (329) (5) (84) (81) (9)

(Full-load) 115 mW 33,600 mW 103 mW 33,300 mW 33,700 mW 33,800 mW
(11) (328) (5) (112) (84) (47)

Academic Throughput 10 Gbps 102 Gbps 20 Gbps 313 Gbps 444 Gbps 930 Gbps
Power (100-Gbps) 115 mW 6,900 mW 103 mW 1,770 mW 1,660 mW 145 mW

(11) (330) (5) (84) (80) (7)
(400-Gbps) 115 mW 29,800 mW 103 mW 7,510 mW 6,780 mW 1,407 mW

(11) (329) (5) (83) (75) (16)
(Full-load) 115 mW 33,600 mW 103 mW 33,700 mW 33,700 mW 33,400 mW

(11) (328) (5) (108) (76) (36)

nearly 1 Tbps throughput with similar power consumption of
the DRAM-based approach. If compared to the table lookup
approach with PPC, CMT, and TCAM, which shows the largest
throughput in recent studies, the proposed memory design
achieved 1.95x throughput with 11% power consumption at
400-Gbps condition.

As future works, the increase in the PPC hit rate is one of
the important issues to further improvement in the table lookup
performance. Although the proposed memory design shows
a high cache hit rate (more than 95%), it does not largely
impact on the performance due to the remaining DRAM
and TCAM accesses. To reduce the number of DRAM and
TCAM accesses, improving the PPC hit rate is the most
effective approach. Thus, more efficient PPC design should
be considered.
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