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Abstract—Content Delivery Network (CDN) offers faster 

transmission of massive content from content providers to users 

using servers that are distributed geographically to offer 

seamless relay of service. However, conventional CDN is not 

capable of catering to the larger scope of demand for data 

delivery, and hence cloud-based CDN evolves as a solution. In a 

real-world scenario, each requested content has different 

popularity for different users. The problem arises with deciding 

which content objects should be placed in each content server to 

minimize delivery delays and storage costs. A review of existing 

approaches in cloud-based CDN shows that yet the problem 

associated with content placement is not solved. In this regard, a 

precise strategy is required to select the contents objects to be 

placed in a content server to achieve higher efficiency without 

affecting the CCDN performance. Therefore, the proposed 

system introduces a novel architecture that addresses this 

practical problem of content placement. The study considers 

placement problem as optimization problem with the ultimate 

purpose of maximizing the user content requests served and 

reducing the overall cost associated with content and data 

delivery. With an inclusion of a bucket-based concept for cache 

proxy and content provider, a novel topology is constructed 

where an optimal algorithm for placement of content is 

implemented using matrix operation of row reduction and 

column reduction. Simulation outcome shows that the proposed 

system excels better performance in contrast to the existing 

content placement strategy for cloud-based CDN. 
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I. INTRODUCTION 

In the area of Content Delivery Network (CDN), the prime 
target is to offer a seamless relay of data and services 
associated with the delivery of contents by the content provider 
to a destined user [1]. There is various research being carried 
out towards this purpose while it was seen that it is challenging 
to offer this service of content delivery to large scale 
deployment regions by the conventional CDN [2]. Apart from 
constructing an appropriate CDN system and carrying out 
explicit maintenance of the distributed storage, followed by the 
delivery of appropriate content is heavily expensive from 
content providers' perspective. There is always a dependency 
of appropriate resources to perform maintenance of such 
servers [3]. To sort out this problem, the content providers are 
now seeking an alternative option of hosting the CDN over the 
cloud environment with much cost-effective solution [4]. 
Adopting the cloud environment is feasible to offer on-demand 

delivery of an appropriate content in much reduced time and at 
a cheaper cost [5]. At present, data are evolving exponentially 
with respect to size and complexity, while processing such data 
is now feasible in cloud computing owing to its capability to 
offer distributed storage and analytical options more effectively 
[6]. Existing trends of research also showcase that cloud-based 
CDN has become a pivotal topic when it comes to content 
delivery [7]. It is also noticed that the majority of the research 
work is focused on performing optimization approaches 
towards solving the problems associated with effective 
placement of contents in the presence of low usage of 
resources [8]. Basically, the term resource in this domain of 
discussion pertains to the quantity of storage that is demanded 
to be used by the content providers for the Cloud. Out of this, 
the essential problem is to find out the mechanism of 
positioning the informative contents over the incorrect server 
location [9]. The idea is to accomplish the optimal cost of the 
content delivery system as well as to ensure the minimal 
consumption of cumulative cloud storage [10]. Irrespective of 
the availability of various forms of literature towards 
improving this issue, it is found that the majority of the existing 
approaches emphasize a specific set of problems with 
narrowed usage of parameters [11]. However, problems 
associated with optimizing the storage as the resource are not 
much addressed in the existing solution. Existing approaches 
also don't offer a discussion of the inclusion of any user or 
computing devices and its related connection with the cloud 
terminals. Therefore, there is a need to carry out an 
investigation in order to offer a cost-effective solution in terms 
of modelling content placement approach with a target to offer 
a higher degree of performance of content delivery in cloud-
based CDN. It is also necessary to ensure that the modelling is 
carried out considering practical constraints that are normally 
connected to the incoming and outgoing stream of data. 
Therefore, this paper presents a novel architecture in the form 
of a framework that is meant for cloud-based CDN with a 
single target of achieving optimal cost of allocation of 
resources. The core goal of this study is to ensure optimal 
performance achievement. The significant contribution of this 
paper is highlighted as follows: 

 A bucket concept is considered which have a caching 
proxy and content server, with specific storage capacity. 

 A novel topology construction is performed using graph 
theory for the bucket placement that keeps the content 
server close to the users for faster content access and 
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cost-effective task allocation under peak traffic 
conditions. This not only reduces request latency, but 
also balances the load between content servers. 

 The study utilizes node centrality and computes sparsity 
towards analyzing higher probability of the request and 
determining efficient localization of content servers 
hosted overcloud. 

 Content placement is considered as optimal assignment 
problem, which is solved using an explicit function 
constructed based on the matrix operation with 
minimum cost. 

The organization of the proposed manuscript is as follows: 
Section II discusses the explicit problem, and their 
corresponding solution evolved in present times. Briefing of 
identified issues in existing solutions towards content 
placement is carried out in Section III. The highlights of the 
proposed architecture are carried out in Section IV, followed 
by an elaborated discussion of adopted research methodology 
in Section V. Discussion of obtained simulation outcome is 
done in Section VI, while a conclusive summary of paper with 
respect to its contribution is carried out in Section VII. 

II. RELATED WORK 

At present, there have been various works being carried out 
towards the content-delivery network. Existing approaches 
have addressed various forms of problems associated with the 
content delivery network. The most recent work of Qazi et al. 
[12] has addressed the problem associated with unnecessary 
caching, leading to cost maximization of various network 
resources in a content centric network. The work has 
introduced an optimization concept that minimizes network 
resources targeting to control the latency and channel capacity. 
Problems associated with excessive channel capacity usage are 
also one topic of investigation in existing schemes, which 
affects the content delivery process over cloud-hosted 
applications. Research in this direction has been carried out by 
Khabbiza et al. [13], where the case study of multimedia 
streaming has been considered. According to this solution, the 
traffic is directed towards the adjacent node instead of the 
central server, thereby controlling the servers' load. 

The advanced variant of cloud usage, i.e., fog computing, 
was also used to enhance the content delivery network's 
operation. The problem associated with cost connected with the 
content server's placement has been discussed by Liu et al. 
[14]. According to the author, the existing scheme is not 
capable of better decision-making considering global 
dynamics. The authors have used the Q-learning approach to 
facilitate a significant decision for routing operation over a tree 
structure. The model performs a selection of paths based on the 
low cost associated with it for effective content delivery. 
However, this approach can still not offer much information 
about the topology, which will affect any form of the pricing 
scheme. 

Moreover, such an approach is not suitable for small-scale 
content providers. This absence of topological information is 
discussed by Duan et al. [15] has used a software-defined 
network where the infrastructure provider hosts the cache 

servers. This strategy maintains a balance between the content 
provider and infrastructure provider. 

Further work towards content placement is carried out by 
Qu et al. [16], where problems associated with backhaul 
congestion are addressed. The study presented the solution to 
reduce the delay attribute associated with content delivery 
where mixed-integer linear programming has been used. Apart 
from content placement, existing studies were also carried out 
towards virtual network function, a part of the content delivery 
system. This completely depends upon the resource availability 
and its quantity. As per the discussion stated by Benkacem et 
al. [17], this problem is reported to be solved using their 
mathematical approach for cost minimization and upgrading 
quality of experience. The work carried out by Alghamdi et al. 
[18] has addressed the problem associated with the availability 
of content by using an improved version of the optimized link-
state routing protocol. The study has a joint implementation of 
caching based on popularity and routing scheme over a cloud-
based content delivery network. Similar problems of dedicated 
transmission of contents have been addressed by Asheralieva 
and Niyato [19] using game theory to model stochastic network 
control. The study has also used the Lyapunov optimization 
approach that emphasizes mobile nodes' activity connected 
with the operator. Another study carried out by Bosunia, and 
Jeong [20] addresses the challenges associated with the 
growing mobile internet market that affects seamless content 
delivery. The study has presented the usage of content-centric 
networking to carry out content delivery in the presence of a 
converged network. A case study of heterogeneous networks 
with radio access over Cloud is also seen in the literature 
concerning content delivery network investigation. The 
importance of using both qualities of wireless channels and 
their respective connection with the mobile station plays a 
significant role in improving the content delivery network's 
performance. The work carried out by Liu et al. [21] has 
addressed the problem associated with increasing the system's 
utilization using the belief propagation method. The study also 
presents a solution towards interference among the cells to 
resist the mobile station's overload at the remote radio unit. 
However, the adoption of a radio access network offers a 
significant issue over the delivery and caching of the contents 
and the capacity of processing. This problem has been 
considered in the work of Wang et al. [22], where a zone-based 
approach has been used for content caching cooperatively. The 
study has used a heuristic-based cooperation policy to better 
availability, and the transmission of more massive content is 
possible. 

The existing content delivery network uses cloud radio 
access to support transmission in a faster network like 5G. 
However, the conventional caching principle offers 
degradation in network traffic. This problem is solved in a 
unique study carried out by Lau et al. [23] that has used content 
distribution based on humans' mobility patterns—the study 
aimed for the spatial allocation of radio resources and targets 
for resource efficiency. The resource provision methods always 
challenge balancing the war between the under and over-
provisioning to handle the trade-off between an uncertain 
pattern of the user demand and their level of experiences as 
feedback. The authors, Haghighi et al., 2018, have designed an 
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optimization model for the resource assignment using Markov 
principles suitable for the C-CDN[24][25].The problems 
associated with responsive factor in content-centric delivery 
are addressed in the work of Sinky et al. [26], which discusses 
the importance of using multiple cloudlets with contents and 
caching policies in a heterogeneous network. 

Apart from the content mentioned above, placement 
approaches and existing schemes have reported various 
alternative schemes for content placement viz. Approaches for 
web content delivery for internet architecture of future 
(Siracusano et al. [27]), caching using the push-based strategy 
(Fan et al. [28]), hierarchical modelling (Papagianni et al. 
[29]), preemptive hierarchical approach (Salahuddin et al. 
[30]), bee-colony optimization algorithm (Ghalehtaki et al. 
[31]), cache placement approach (Ha and Kim [32]), and 
network-slicing (Retal et al. [33]). The next section discusses 
the problems associated with the existing content placement 
approaches, followed by a proposed solution to thwart this 
problem. 

III. PROBLEM STATEMENT 

After reviewing the existing approaches, the following are 
the issues explored: 

 Less emphasis on Quality of Experience (QoE): 
Existing studies have implemented a sophisticated 
mechanism of different types to address the content 
placement problem. However, these mechanisms do not 
consider the user's computing and communication 
device to exercise delivery services. Existing 
approaches do not offer much scalability concerning 
QoE regarding peak traffic conditions in both access 
and core networks. 

 Impediment towards heavy file delivery: It is well 
known that CDN is mainly meant to handle more 
massive data delivery. However, theories in the paper 
differ from real-time demands owing to a lack of 
benchmarking approach. To deal with communication 
channels with inferior Quality of Service, the 
transmission rate is reduced to work at a specific limit. 
However, such approaches are not applicable when it 
comes to stream real-time multimedia content. Another 
practical problem is that users are usually considered 
connected with only one technology of access and 
hence, the issues shoot up. 

 Scheduling of Resources: A specific amount of 
resources are required to carry out the problem of 
content placement. Management of resources can be 
optimized by using resource allocation for controlling 
cost factors. However, this is not a simplified form of 
the task as it demands precise information on the 
topology of the nodes and information by the content 
providers. Unfortunately, it is not there in the existing 
system and without which it cannot be deployed over a 
much complex environment of Cloud. 

 Caching Related Issues: While transmitting more 
massive files or streaming content over the internet, it is 
essential to reduce the latency/delay. It is also known 

that the conventional content delivery network offers 
varied caching algorithms; however, it is not much 
considered that this algorithm must be run over edges of 
the delivery network. This increases the complexity of 
multi-fold when it comes to cloud computing-based 
content delivery network. As the scale of deploying 
content servers extends exponentially when hosted over 
Cloud, developing an algorithm for caching 
management over edges is highly a complicated task. 

 Ambiguity in cost modelling: There have been various 
models in existing approaches where cost-related 
modelling has been carried out. However, considered 
parameters in cost modelling and its relationship with 
the content placement problem have not yet been built. 
At present, the term cost is associated with the financial 
terms connected with the deployment of services. For 
effective cost modelling, it is necessary to consider all 
latent parameters that are the indicators of resource 
allocation and maintain a good streamline with user and 
content provider. Such consideration is missing in 
existing approaches. 

All the problems mentioned above are addressed in the 
proposed system discussed in the next section. 

IV. PROPOSED SYSTEM  

The proposed study's primary goal is to develop an 
analytical framework that could carry out a content placement 
in a cloud-based content delivery network. The secondary goal 
is to develop a cost-effective allocation of tasks from the user 
to the content servers over peak traffic conditions. 

Fig. 1 highlights the proposed system's architecture, which 
shows that the model initiates by taking an input of several 
requests, bucket formation, and area of deployment. Each 
bucket is considered to possess a caching proxy and content 
server with an explicit storage capacity allocated for both of 
them. The proposed study uses graph modelling for 
constructing the topology by applying a directional graph 
where each vertex corresponds to a bucket. Geographical 
modelling is further carried out considering the domain-based 
CDN nodes where an orthogonal and symmetric directionality 
of the node placement is carried out. This directionality 
attribute plays a vital role in searching for optimal content 
placement over the buckets. The next step is to construct a 
proximity priority module where the node centrality is 
incorporated to understand the node's significance, considering 
the probability of the request. The traffic stream is judged 
based on the weight factor associated with the structure of in-
degree and out degree nodes. The sparsity computation is 
carried out to find the best links out of many that lead to the 
efficient location of content servers hosted overcloud. After 
this process is carried out, the proximity priority model is 
executed further, followed by matrix-based operation 
development to carry out optimal placement using a function 
for performing allocation and cost estimation. This is based on 
the allocation of tasks to find an efficient node for content 
placement in cloud-based CDN. This process's outcome leads 
to the allocation of the task and the estimated cost of the 
evaluation. The next section discusses the adopted 
methodology. 
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Fig. 1. Architecture of Proposed System. 

V. RESEARCH METHODOLOGY 

The proposed research work's prime objective is to ensure 
that end user is facilitated with a higher degree of service 
quality using the cloud-based content delivery network's 
proposed model. The proposed system's solution is based on 
the appropriate placement of the distributed cloud 
environment's contents. The idea of the proposed logic is that if 
the content placement is done accurately in a shared manner, it 
is feasible to minimize the cost of content maintenance over a 
server. The proposed system applies a novel optimization 
approach that can facilitate a better form of content server 
update and dynamic updating of contents replication. Hence, 
an analytical research methodology is constructed for this 
purpose, which can finally ensure a better form of content 
delivery with a controlled reduction in latency in the content 
transmission process. This section offers details about the 
comprehensive process that is adopted for appropriate, cost-
effective content placement. 

A. Topology for Content Placement 

According to the novel concept of content placement, the 
prime logic is to ensure a better symmetry in the node's 
geographical distribution. In existing times, the content 
placement is carried out based on the location of users, which 
is highly a dynamic event. Hence, toggling the location of 
contents based on user location (mobility) will demand more 
cost consumption owing to the non-symmetrical locus of the 
content server. Hence, better symmetric localization of content 
servers will lead to better delivery performance and better 
service availability. Therefore, the proposed topology 
considers the asymmetric distribution of buckets B, as shown 
in Fig. 2. Buckets are the nodes, which bear all the information 

and are directly synched with the cache proxy and content 
server. The topology also considers a centralized server CN 
which is equidistant from all the buckets. 

The study considers a test region R, which is further 
classified into i number of regions where the placement of the 
buckets is carried out. It can be empirically expressed as, 

Ri= {R1, R2, …..Ri} 

Each region is assumed to consist of buckets B, which will 
mean that B=B1, B2, ….BN, where N=i. It is considered that 
each bucket B has cache proxy C1 and content server C2, 
which will mean that, 

BN={(C1N)ij | (C2N)ik} 

In the above expression, N represents the total number of 
buckets, i represents several regions, and j represents the 
maximum number of the proxy server while k represents the 
content server's highest capacity. The proposed concept of 
placement of content on multi-cloud architecture takes 'N' 
buckets(B) in geographically distributed Data Center (shown as 
CN in Fig. 1) acts both as Cache-Proxy as well as Content 
Server. Both of them are interconnected bi-directionally to 
each other under with a weight(w). The weight (w) is 
considered a set of the properties {caching, cost, latency, 
dynamicity/ambiguity, and interoperability}. The context of the 
N=4 as {B1, B2,B3,B4} with the connectivity possibility of pair 
of :{[(B1-B2),(B1-B3),(B1-B4)],[(B2-B4),(B2-B1)],[(B3-B2],[(B4-
B3),(B4-B1),(B4-B2)]}as shown in the Fig. 2. 

The respective weight for different capacities of the 
connection network, W= ['B1/3' 'B1/3' 'B1/3' 'B2/2' 'B2/2' 'B3' 
'B4/3' 'B4/3' 'B4/3'}]. The proposed system performs modeling 
using graphical constructs, i.e., G(V, E), where the vertices 'V' 
represents the bucket BC1/C2 and the edges' E' represents 
connecting links among the respective nodes, is represented in 
Fig. 3. These associating weights mechanism assists in the 
proper identification of appropriate links connecting to various 
buckets that have reduced cost factors involved. 

 

Fig. 2. Proposed Topology of Content Placement. 
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Fig. 3. Connectivity among the Buckets. 

All these forms the shape of the matrix, and the entries of 
the adjacency matrix take either the complete or a sparse of the 
numeric data with the input elements of the connections of the 
network as edges among the nodes as a non-zero element. The 
value represents the weight of the edge connection and if it is a 
logical adjacency that results in an unweighted graph. If there 
are non-zero values in the diagonal representing a self-loop, the 
nodes are connected to themselves with an edge. 

The standard topology consists of bucket placement in 4 
different directions, which are the right angles. However, for 
better connectivity, more symmetrical placement is required 
for effective data transmission. The content bucket modeling 
for the consistency in the geographical distribution to achieve 
balanced latency is modeled as locational mapping with the 
placement of the proxy/content buckets in the location of the 
L={North (N), South (S), East (E), West (W), North-East 
(NE), North-West (NW), South-East (SE), South-West (SW)} 
as shown the Fig. 4. 

Fig. 5 highlights the 8 nodes placement of the bucket in a 
highly symmetric fashion. One of the advantages of this 
topology is that it offers complete supportability of sharing 
content in any of the buckets during the dynamic traffic 
scenario. Hence, the proposed topology is supportive of users 
with dynamic mobility. One case study of the data center CN's 
connectivity with all the 8 respective bucket positions is shown 
in Fig. 6. A graphical direction is given from the data center to 
the respective buckets. 
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Fig. 4. Constructed Graph with Weights. 

 

Fig. 5. Geographical Distribution of Cache/Content Server. 
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Fig. 6. Directed Graph for Optimal Connectivity. 
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The information associated with the degrees is captured 
from each node, assuming that the datacenter hosts a node with 
a domain http://cdnserviceprovider.com/Central. Therefore, the 
extracted features will be: 

 CN: node http://cdnserviceprovider.com/Central 

o In-degree: 0, Out-degree: 8 

 NW: node http://cdnserviceprovider.com/NW 

o In-degree: 2, Out-degree: 1 

 NE: node http://cdnserviceprovider.com/NE 

o In-degree: 2, Out-degree: 1 

 SE: node http://cdnserviceprovider.com/SE 

o In-degree: 3, Out-degree: 0 

 SW: node http://cdnserviceprovider.com/SW 

o In-degree: 3, Out-degree: 0 

 W: node http://cdnserviceprovider.com/West 

o In-degree: 2, Out-degree: 1 

 N:node http://cdnserviceprovider.com/North 

o In-degree: 1, Out-degree: 2 

 S: node http://cdnserviceprovider.com/S 

o In-degree: 1, Out-degree: 2 

 E: node http://cdnserviceprovider.com/East 

o In-degree: 2, Out-degree: 1 

All the above features are used for computing the cost 
factor involved in the proposed cloud-based content delivery 
network. The proposed system enables the connectivity with 
the cache proxy with the nearest bucket available in the 
topology. Apart from this, all the buckets are connected and 
synced with each other, as shown in Fig. 5. This 
interconnection of the graph edges facilitates the proposed 
cloud-based content delivery network to carry out the delivery 
of the contents in a dynamic pattern. The study also considers 
that datacenter CN consists of all the source content, and it is 
also directly linked with all the buckets in the proposed cloud-
based content delivery network. In the conventional data 
delivery mechanism, the user-based contents required to be 
shared with users are duplicated over various variants of the 
cache proxies. However, this mechanism calls for a significant 
imbalance between content servers and the data transmission 
cost as there are a maximized number of increasing replicated 
files. The novelty of the proposed system is that it can 
eliminate the duplicated file from cache proxies and save them 
over different buckets in their respective buckets, unlike 
existing approaches. This mechanism can significantly 
minimize the quantity of the replicated file and potentially 
control the cost of content server placement. The algorithm 
developed for optimal cost computation is as follows: 

Algorithm for Optimal Cost Computation 

Input:s, t, B, N, D 

Output:c 

Start 
1. Define s, t (BN), D 

2. Apply graph, G(s, t)D 

3. prf1(G) 

4. struct G=[pr, id, od] 

5. Apply f2(G) 

6. obtain Gsub(G, sigf>p) 

7. cApply f3(pr) 

End 

The above algorithm is responsible for computing the 
optimal cost in the proposed cloud-based content delivery 
network, which takes the input of s (source), t (destination), B 
(bucket), N (number of buckets), and D (domain hosted) that 
after processing yields an outcome of c (cost). The proposed 
algorithm's initial step is defining the particular N number of 
buckets concerning source and destination (Line-1). A digraph 
structure Gis used for this purpose in order to give a shape of 
connected buckets in topology (Line-2). The next part of the 
implementation is about computing the centrality of graph G 
(Line-3). It is computed by dividing each bucket's value by one 
a smaller number of nodes that essentially represents the 
number of edges connected to the buckets. This operation 
results in a priority factor pr (Line-3). Once the priority factor 
is computed, the proposed system constructs a graphical 
structure G, which consists of priority factor pr, in-degree id, 
and outdegree od (Line-4). Finally, the proposed system 
constructs a sparsity pattern for the given buckets as variable 
test cases of different placement of the buckets. This is carried 
out to testify the sustainability of the algorithm towards lower 
latency over the various position of the bucket in a defined 
area. This operation is further followed by applying a digraph 
structure over G (Line-5). Finally, the sub-graph Gsub is 
obtained, and only those buckets are selected, whose priority 
factor is found to be statistically significant (>0.005) (Line-6). 
Finally, the algorithm constructs an explicit function f3(x), 
which is responsible for obtaining the optimal cost of the 
content delivery placement. This mechanism is carried out 
using matrix-based operation where the buckets and their 
region-specific information are considered priority factor pr. 
The formation of this function is carried out in the following 
manner: 

Problem Formulation: A case study using matrix-based 
operation is considered to understand the proposed study's 
problem formulation. As the proposed system uses information 
associated with buckets and priority factors associated with the 
content placement, it is easier to represent this fact using a 
matrix. The proposed system constructs a squared matrix of n x 
n, which exhibits the associated cost for all n buckets to obtain 
buckets' optimal placement concerning the data center. The 
complete goal is to reduce the overall cost. As one bucket can 
be utilized for carrying out one set of job processing and all 
jobs should be allocated uniquely to each bucket in its 
respective position. Therefore, this allocation will formulate an 
independent set of matrix M as below: 
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M(i,j)=

1 2 3 4

2 4 6 8

3 6 9 12

4 8 12 16

p

q

r

s

a b c d

 

In such a situation, a random allocation is used where the 
bucket p is allocated job b, bucket q is allocated job d, and it 
goes on following such a pattern. The cost factor involved in 
such a case of job allocation will be 23, while the problem will 
be to search for allocating much minimal cost value. The 
constraint will be to perform all the individual allocation has to 
be relatively discrete and different overall the given rows and 
columns in matrix M. In order to find a solution to this 
problem, a brute-force approach can be used that can lead to a 
yield of a different independent set of M matrix. It should result 
in overall cost for all the content placements and explore the 
smaller set. However, it has to be noted that the complete 
computational complexity factor is associated with the size of 
the squared matrix and its associated allocation of buckets. It 
will mean that n choices will be the primary allocation while 
(n-1) will be the second allocation that finally leads to factorial 
n feasible sets of allocation. Hence, a significant complexity 
associated with computational run time is associated with this 
process. While selecting the assignment, the respective rows 
and columns must be eliminated; therefore, a problem will be 
to find the optimality of this reduction process. This leads to 
higher computational complexity. In this regard, the study 
presents optimal strategy based on cost matrix formulation as 
shown in Fig. 7. 

 

Fig. 7. Visual Representation of Cost Matrix. 

Solution: The solution to this problem is carried out by 
constructing a function f3(x). The matrix operation carried out 
in this function is showcased in Fig. 8. There are six steps of 
operation that are carried out to solve this problem viz. i) a 
non-squared matrix of n x m is constructed where the elements 
depict cost factor associated with the allocation of one of n 
bucket to one unique m job. The matrix M is rotated in such a 
way that there is always a minimum number of rows and 
columns and considers kargmin(n, m). ii) the next step is to 
search for the minimal element over all the rows in the M 
matrix and subtract it from all the elements present in the row, 
iii) the consecutive step is to look for the presence of zero in 
the outcome matrix. The absence of any zero in the row and the 
column calls for flagging that zero. It is iterated for all the 
matrix elements. iv) all the zero elements that are starred are 
covered concerning the column of its position. If K number of 
columns is covered, then the flagged zeros represent a 
cumulative set of non-repeating allocation. In such a case, the 
operation is completed, or else the next step is processed. 
v) All the zero elements that have not been covered up are 
identified and then are primed. In case of such primed zero, 
absence of any flagged zero over the row, the function 
performs next step, or else this particular row elements are 
covered, and all the columns consisting of flagged zero are 
uncovered. This process is repeated until and unless all the zero 
elements are covered. The minimal value of the uncovered 
element is saved, vi) a series of alternating flagged zero 
elements and primed zero elements is constructed, vii) the 
value of the result obtained in step 5 is added to all the 
elements over rows with covered elements, followed by 
subtracting it from all the values of a column that are 
uncovered. Without performing any alteration over covered 
lines, primes, and flags, the process returns to the 5th step. 
viii) The final step indicates the pairs of values to be allocated, 
considering the flagged zero elements' position over the M cost 
matrix. Therefore, if M(i,j) is flagged zero, then the values 
connected with this ith row are allocated to the jth column 
values. 
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Fig. 8. Matrix Operation Carried Out in Function f3(x). 
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The function f3(x) outcome is an optimal allocation with 
highly reduced cost based on the input argument cost matrix. 
The complete operation of f3(x) is discussed concerning the 
proposed cloud-based CDN as follows: 

Consider that there is Φ number of jobs required to be 
accomplished based on the query generated by the α number of 
computing devices of the user. Assuming that Φ≤ α, there is a 
possibility that any computing devices can be allocated in order 
to accomplish this task over a cloud environment, where each 
device incurs a cost in the form of resources as well as time to 
accomplish the task. Hence, the proposed cloud-based CDN 
system's objective function will be to carry out the complete 
task without the inclusion of maximized cost while performing 
a selection of the best resources and computing device for this 
purpose. Therefore, the objective function developed for this 
purpose is: 

      ∑∑        ∑     

 

   

 

   

 

   

 

  ∑           ,   -
 
               (1) 

The expression (1) represents a cost matrix mij that 
essentially depicts the cost incurred by a computing device of 
user i to carry out the j

th
 task. The variable β represents a binary 

matrix whose value is considered 1 if a specific ith computing 
device of the user is allocated a specific task of j or else it takes 
0. The proposed algorithm of allocating the task offers by 
considering a bipartite graphical structure G=(V, E) where the 
vertices V is a union of all source node s and destination node 
d. All the vertex of the bipartite graph is labeled γ, and the 
condition for labeling is that all the labels are anticipated to 
map with the matching constraint in the distributed cloud 
environment. The system considers the possible labelling as a 
function that satisfies a criterion of γ(x)+ γ(y)≥λ(x,y), where 
the variable λ represents the weight factor. The study considers 
that avertex α is only tagged as matching if this vertex is a part 
of the main vertex αm. The subgraph of G is represented by Gλ 
that consists of information about the edges. The study 
considers this subgraph Gλ to be a spanning tree of main graph 
bipartite G. Further; it amalgamates the complete available 
vertices from the main graph G. The feasibility of the 
allocation is ensured in this process by ensuring the inclusion 
of only those communication links (edges) from the core 
bipartite matched graph. Considering that α' to be precisely 
matching with the spanning subgraph Gλ then α' is considered 
to match with core graph G with the highest weight exhibiting 
the better allocation process and minimal cost. The 
implementation intends to exhibit that α’is the only perfectly 
matching matrix where the weight computation for allocation 
is carried out as follows: 
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In the above mathematical expression (2), the variable g 
represents the summation operator while α' signifies the highest 
form of matching for cost-effective allocation in cloud-based 
CDN, and thereby a global optimization is ensured. It should 
be noted that the complete process of cost-effective allocation 
in cloud-based CDN is applied over a dense matrix, which 
signifies that the proposed system is capable of withstanding 
peak traffic conditions. The study finds that such operation is 
capable of transforming the row and column by harnessing the 
potential advantage of the proposed data structure that is 
crossed linked. This structure is utilized to reposit the data 
while the links are manipulated to forward the data from the 
server to the users. There is another reason for the efficiency of 
allocation in the proposed cloud-based CDN. The proposed 
system uses the function f3(x), where the difference between 
the weight is reformulated in the form of a structure matrix. 
The structured matrix is then subjected to classification 
concerning its complete columnar elements into a specific 
number of blocks uniformly. A similar operation of 
classification is also carried out for row-wise elements. All the 
sub-problems are now solved in parallel fashion in the 
proposed system, ensuring the capability to perform job query 
processing from an incoming stream of traffic. All the tasks 
that are found to be unique are then checked. This ensures that 
if the same task resides within multiple computing devices of a 
user, then only the task with higher profit is only accepted and 
considered for allocation. With sparsity property aid, the 
proposed system offers better efficiency of allocation of job 
cost-effectively irrespective of the choice of operation either in 
a row or in column-wise. Therefore, the proposed system 
performs content in cloud-based CDN by formulating a novel 
topology using a bipartite graph. The solution offered by the. 

VI. RESULT ANALYSIS 

The proposed system's implementation is carried out in an 
analytical fashion, where MATLAB was used for scripting. 
The analysis is carried out considering the graphical structures 
where cost and latency play a significant contributory role. 
Table I highlights the cost associated with each bucket in 
different position of North (N), East (E), West (W), South (S), 
North East (NE), North West (NW), South East (SE), South 
West (SW), and central node of the data center (CN). A 
bipartite graph is initially constructed for topology creation. 
The study assumes the simulation parameters as 25 cache 
proxy with 3000 MB of maximum capacity for each, 10 
content servers with 5000 MB of maximum capacity for each, 
9 areas of deployment of buckets. Table I shows the position of 
the buckets vertical wise while its respective cost is highlighted 
horizontally. The study's complete implementation has been 
carried out considering 9 buckets that have possession of both 
cache proxy and content server. The selection of the simulation 
parameters is highly flexible, and it is considered in such a way 
that there is an assignment of reduced capacity for the proxy 
server in contrast to the content server in the bucket. This is 
carried out in order to map with the practical environment of 
cloud-based CDN. Table I highlights the instance of the cost 
matrix for all location ={ P/C-S-N (1), P/C-S-S (2), P/C-S-E 
(3), P/C-S-W (4), P/C-S-NE (5), P/C-S-NW (6), P/C-S-SE (7), 
P/C-S-SW(8), P/C-S-CN(9)}. Here, the variable P isan optimal 
position, and {S, N, W, E} represents 4 orthogonal directions 
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of south, north, west, and east for the considered topology. The 
variable Ct represents the cost of all 9 locations. The table 
highlights the nodes (buckets) under the different possible 
conditions of 4 orthogonal directions. Table II highlights the 
accomplished cost associated with all the nodes in 9 different 
positions in multiple nodes' directions. Table III represents the 
elements allocated in binary matrix β where the numerical 

value of 0 will represent zero task allocation, while 1 will 
represent the allocated task from the user device to the bucket. 
Table IV highlights the estimated cost for all the nodes in 9 
different positions. The estimation of cost is carried out by the 
proposed algorithm explicitly by applying the function for 
optimal placement f3(x). 

TABLE I. COST AS LATENCY ALGORITHM 

 Ct-1 Ct-2 Ct-3 Ct-4 Ct-5 Ct-6 Ct-7 Ct-8 Ct-9 

P/C-S-N (1) Co-1 Co-2 Co-3 Co-4 Co-5 Co-6 Co-7 Co-8 Co-9 

P/C-S-S (2) Co-10 Co-11 Co-12 Co-13 Co-14 Co-15 Co-16 Co-17 Co-18 

P/C-S-E (3) Co-19 Co-20 Co-21 Co-22 Co-23 Co-24 Co-25 Co-26 Co-27 

P/C-S-W (4) Co-28 Co-29 Co-30 Co-31 Co-32 Co-33 Co-34 Co-35 Co-36 

P/C-S-NE (5) Co-37 Co-38 Co-39 Co-40 Co-41 Co-42 Co-43 Co-44 Co-45 

P/C-S-NW (6) Co-46 Co-47 Co-48 Co-49 Co-50 Co-51 Co-52 Co-53 Co-54 

P/C-S-SE (7) Co-55 Co-56 Co-57 Co-58 Co-59 Co-60 Co-61 Co-62 Co-63 

P/C-S-SW(8) Co-64 Co-65 Co-66 Co-67 Co-68 Co-69 Co-70 Co-71 Co-72 

P/C-S-CN(9) Co-73 Co-74 Co-75 Co-76 Co-77 Co-78 Co-79 Co-80 Co-81 

TABLE II. ACCOMPLISHED COST 

Position Ct-1 Ct-2 Ct-3 Ct-4 Ct-5 Ct-6 Ct-7 Ct-8 Ct-9 

P/C-S-N (1) 70 72 27 64 22 92 4 24 55 

P/C-S-S (2) 64 97 15 96 67 0 18 92 43 

P/C-S-E (3) 3 53 28 24 84 46 72 27 64 

P/C-S-W (4) 7 33 44 68 34 42 47 77 65 

P/C-S-NE (5) 32 11 53 29 78 46 15 19 68 

P/C-S-NW (6) 53 61 46 67 68 77 34 29 64 

P/C-S-SE (7) 65 78 88 70 1 32 61 9 95 

P/C-S-SW(8) 41 42 52 7 60 78 19 58 21 

P/C-S-CN(9) 82 9 94 25 39 47 74 68 71 

TABLE III. ELEMENTS OF BINARY MATRIX 

Position Ct-1 Ct-2 Ct-3 Ct-4 Ct-5 Ct-6 Ct-7 Ct-8 Ct-9 

P/C-S-N (1) 0 0 0 0 0 0 1 0 0 

P/C-S-S (2) 0 0 0 0 0 1 0 0 0 

P/C-S-E (3) 0 0 1 0 0 0 0 0 0 

P/C-S-W (4) 1 0 0 0 0 0 0 0 0 

P/C-S-NE (5) 0 1 0 0 0 0 0 0 0 

P/C-S-NW (6) 0 0 0 0 0 0 0 1 0 

P/C-S-SE (7) 0 0 0 0 1 0 0 0 0 

P/C-S-SW(8) 0 0 0 0 0 0 0 0 1 

P/C-S-CN(9) 0 0 0 1 0 0 0 0 0 

TABLE IV. ESTIMATED COST 

Position Bucket No Cost 

P/C-S-N (1) Ct-7 4 

P/C-S-S (2) Ct-6 0 

P/C-S-E (3) Ct-3 28 

P/C-S-W (4) Ct-1 7 

P/C-S-NE (5) Ct-2 11 

P/C-S-NW (6) Ct-8 29 

P/C-S-SE (7) Ct-5 1 

P/C-S-SW (8) Ct-9 21 

P/C-S-CN (9) Ct-4 25 
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At present, the content placement approaches are mainly of 
two types, i.e., deterministic and randomized. The 
deterministic approach selects a static topology and does not 
offer any changes in the user's due course of query processing. 
The randomized process involves selecting randomized 
buckets in due course of task processing query from the user. 
However, the proposed system is optimal in its approach as it 
can offer a dynamic update and dynamic change of topology 
by adapting the new cost associated with the link leading to the 
content matrix. All the calculations are carried out in a similar 
environment concerning increasing simulation rounds. Each 
simulation rounds are incorporated with random allocation of 
the task from the user towards the edge's bucket. The idea is to 
assess the performance of the proposed content placement 
approach concerning multiple performance parameters, e.g., 
Algorithm processing time, latency, cost of allocation, and the 
probability of resource allocation. 

Fig. 9 shows that the proposed system offers a 20% 
improvement in faster processing than the existing one. The 
prime reason behind this is the faster update exchange within 
the topology, where it consumes less time to find the efficient 
bucket for content placement than the existing approach. 

Fig. 10 highlights that the proposed system offers a 
significantly higher reduction in latency, approximately 60% 
compared to the existing system. A closer look at the graphical 
outcome shows no significant difference in randomized and 
deterministic approach much. The reason behind it is that, in 
the existing approach, the problem is solved from local 
problem space, which consumes more time and hence is not 
scalable for more massive and dense traffic conditions. 

However, the proposed system focuses on the global 
problem space by constructing a crosslinked data structure with 
different buckers. This makes the process of algorithm 
execution faster and ensures that incoming queued jobs are 
faster processed. Each cost matrix keeps track of indegree and 
outdegree, which are always balanced if there is more indegree 
than outdegree, causing better control of latency performance. 

Fig. 11 highlights that the proposed system's cost 
performance is approximately 40% better than the existing 
approach. The deterministic approach performs calculation of 
the efficient algorithms in advance and then fixed its topology 
to perform query processing towards buckets. This allocation's 
static nature often contradicts the allocated weight of the links 
with the incoming traffic, which causes an increased cost of 
allocation. 

On the other hand, a randomized approach exhibits better 
performance in the prior set of simulation rounds; however, 
this approach requires additional effort to explore a greater 
number of network indicators for efficient content placement 
with increasing rounds. So, it is only slightly better than the 
deterministic approach. The proposed approach offers a better 
cost reduction capability as it can carry out all task processing 
and allocation using a parallel approach and hence same data 
structure is reused for parallel allocation of job over the 
buckets. This drastically reduces the cost associated with 
allocation in order to find a better content placement. 

 

Fig. 9. Comparative Analysis of Processing Time. 

 

Fig. 10. Comparative Analysis of Latency. 

 

Fig. 11. Comparative Analysis of Cost. 
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Fig. 12. Comparative Analysis of Allocation. 

Fig. 12 highlights that the probability of resource allocation 
of the proposed system is approximately 35% better than the 
existing approach for a similar cause. Hence, based on this 
outcome, it can be said that the proposed system is capable of 
offering cost-effective content placement with reduced 
computational complexity and at par with meeting the demands 
of practical networks over a cloud environment. 

VII. CONCLUSION 

This paper has presented a novel framework where a 
unique architecture towards cost modelling is carried out for 
content placement. The overall contribution of this paper is as 
follows: i) the paper introduces a novel way of using cost 
matrix using crosslinking data structure which can minimize 
the dependencies of replica in order to optimize the cost of 
content delivery, ii) the study achieves faster processing time 
over a stream of continuous data (or request) from the user 
making it suitable for practical world application over Cloud-
based CDN, iii) the applicability of proposed system will have 
a higher score of quality of experience as well as the quality of 
service due to the following reason: it offers reduced 
dependency of resources thereby making it resource optimized 
approach, it uses data sparsity and offers reduced allocation 
cost capable of processing multiple jobs at one instance. This 
makes the system support both parallel processing over a 
distributed storage environment over Cloud. The key novelty is 
that the scheme presented in this paper, jointly addresses 
multiple issues such as content server placement and optimal 
content placement on the content server to support maximum 
content request and content delivery with less delay and higher 
throughput. The proposed system can be viewed as a support 
system in CCDN to enhance the user experience. Our future 
work will be towards further optimizing the performance. 
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