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Abstract—A language tutoring tool (LTT) helps learning
a language through casual human-like conversations. Natural
language understanding (NLU) and natural language generation
(NLG) are two key components of an LTT. In this paper, we
propose a paraphrase detection algorithm that is used as the
building block of the NLU. Our proposed tree-LSTM with a self-
attention method for paraphrase detection shows accuracy of
87% with a lower parameter of 6.5m, which is much robust and
lighter than the other existing paraphrase detection algorithms.
Furthermore, we discuss an LTT prototype using the proposed
algorithm with having some featured components like- message
analysis, grammar detection, dialogue management, and response
generation component. Each component is discussed in detail in
the methodology section of this paper.
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I. INTRODUCTION

The conversation is an effective technique for learning a
second language [1]. When people try to learn a new lan-
guage, they learn it through verbal and written communication,
including reading, writing, listening, and speaking skills. The
former includes listening and speaking, and the latter includes
reading and writing. A partner is mandatory for whatever
conversation a learner wants to make. It is easy these days
to make friends from different countries, cultures, and tribes
with the rise of the internet and social media. People can easily
share their cultures and values and can teach their languages to
others. However, learning a second language requires regular
practice for a long time. It isn’t easy to find someone available
for live conversation every day for a long time because of
different time-zone, work schedules, and many other reasons.
Although movies, prerecorded videos, or online courses that
provide video lessons can be useful equipment to some extent
for understanding a language but not adequate for making
conversations.

In recent times, smartphones and computers with internet
connection are available to everyone from developed to emerg-
ing countries. What if someone develops an LTT that can act
as a language expert and help the learner with grammar errors,
spelling or syntax errors, dictionary and sentence corrections.
People can speak and chat with it at their convenient time
to learn a new language. For example, if a traveler visits a
country without knowing its languages, it becomes difficult to
communicate with the local people. This LTT can help the trav-
eler in such a case. Many researchers have already researched
on various conversation applications for both pedagogical and
industrial purpose [2], [3], [4] but the idea of language specific

LTTs (language other than English) is relatively new in this
domain.

The concept of an LTT comes from the chatbots pro-
viding 24-hours customer support or technical support on
online platforms [2]. Chatbots are widely used to serve as
a customer service agent in many web-platforms. However,
an AI-based LTT is different in functionality comparing to a
chatbot. A chatbot is only capable of conversation related
to customer service management whether an AI-based LTT
performs conversation related to language tutoring. The LTT
consistently learns through conversations with the user. It is a
game changer as a language tutor and impacts significantly in
learning a second language effectively.

Generally, human agents provide service to the customers
in online platforms, but recently they are getting replaced by
chatbots. Because a chatbot saves time, money, energy, and
physical costs for the company. Besides, it generates responses
with fewer grammatical errors and typos. Since the text-based
conversation part is also a feature of the conversation agent,
it is important to adapt the mechanism of a chatbot in the
development of a conversation agent. However, it is never easy
to develop such a chatbot system to continue a meaningful
conversation with customers and solve their problems. The
critical issue here is to detect different sentences with the
same meaning, i.e., paraphrase detection. Naturally, people use
different expressions and structures of sentences to express
the same thing when they make conversation in different
circumstances. For example-

Sentence-1: “I have to learn this language very quickly.”

Sentence-2: “I need to pick up this language as soon as
possible.”
Clearly, ‘Sentence-1’ and ‘Sentence-2’ have two distinct struc-
tures but express the same meaning. Paraphrase detection and
its natural language understanding (NLU) component play an
essential role in detecting these sentences. Therefore, para-
phrase detection is considered a vital element of a conversation
agent or a dialogue system. The next important step is natural
language generation (NLG), as the system has to respond
to customers after understanding their problems. This paper
follows these NLU and NLG steps for making a conversation
agent that acts as a language learning tool to the user.

We develop an AI-based human-like interactive system
that can understand the context of natural language sentences
and help learn a new language. When the system is trained
on a massive dataset of semantic relatedness, it retains the
relative behavior of words and vocabulary in the sentence.
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The developed application is efficient for people learning or
exploring a second language. A novel tree-LSTM with self-
attention is proposed that is implemented as the system core of
the developed application. The proposed tree-LSTM with self-
attention shows moderate accuracy than the existing models
but offers the best efficacy as a lightweight and robust model.
Performance comparison of the proposed and existing methods
are demonstrated in Section III.

The remaining part of the paper is structured as follows.
The methodology of our proposed LTT with its demonstration,
components, architecture, and workflow is discussed in Sec-
tion II. The performance of the proposed method is analyzed
and compared in section III. Previous research works on
language learning agent and paraphrase detection are studied
in Section IV, and finally, the paper is concluded in Section V.

II. METHODOLOGY

This section describes the components, architecture, and
workflow of the LTT. In learning, tourism, visiting, hosteling,
and exposing to new places, LTTs are very efficient as the
way of interaction is human-like. Additionally, the mapping of
sentences to intent makes it more flexible for users to interact
by using any phrases. Contextual conversation makes the user
or learner feel more active and realistic. A user-LTT sample
communication is depicted in Fig. 1. Fig. 1 illustrates how the
grammar detection component of an LTT corrects grammatical
errors and helps with dictionary.

The primary goal is to create a task-oriented AI-based con-
textually aware LTT which can interact with humans naturally.
This research proposes and trains the system to learn a second
language through chat or voice LTT.

Instead of traditional language learning platforms or apps,
the LTT will communicate with the learner. It is inspired by
the natural phenomenon that humans can learn a new language
better when he visits a new place and communicates with
natives. In this situation, the primary concern of the visitor
is to convey his intention through a message. This case study
motivates to create a contextually aware platform that can
talk, understand and reply to the user more personally and
intelligently. Unlike Google assistant or Alexa, the system does
not need to be a knowledge-based assistant; it will be solely
trained for language practicing. User will share his feeling:
e.g., ”how was the day, what he took in the lunch, what he
observed today” in second language, and the bot would extract
the context, understand the user and reply appropriately. The
proposed system can recognize the same sentence in multiple
ways as it is trained to paraphrase detection. The language
learning contextual system would teach the language to the
learner by analyzing the input sentence and informing the user
about sentence accuracy.

Fig. 2 represents the machine learning-based architecture of
the LTT. The message analysis component (as NLU) extracts
entities and classifies intents. This module recognizes the
intention of the user and the semantic of the sentence. The
grammar detection component checks grammar and punc-
tuation errors, correct sentences, and acts as a dictionary.
The dialogue management module tracks the text, implements
relevant policy, and triggers the appropriate action based on the
database. Finally, the Response generation component provides

the corresponding response of the query based on the context.
This system communicates with user training on the proposed
architecture based on tree-LSTM and attention.

RvNNs are efficient for natural language tasks but require
structural input, which is hard for data preparation and imple-
mentation. This paper proposes a natural language task-specific
model that can compose a tree structure of a plain text. The
architecture of the system consists of Tree Long-Short term
memory and Attention mechanism. Tree-LSTM is a refined
version of RvNN and LSTM that manages the information
flow from child to parent more structurally than LSTM. In
tree-LSTM, the cell state computes parent representation by
utilizing cell dependencies at a vertical distance.

Tree-LSTM extracts information from unstructured sen-
tences by creating a structure of input dynamically. The
information about the structure of the input is not provided to
the Tree-LSTM model. Therefore, an extra process is required
to compose task-specific tree structures of the input sentence.
In the equation, q.h̃ express the score of representation validity
r = [h; c].

The trainable composition query vector is required to mea-
sure the representation validity for building the tree structure
from the unstructured sentence. At the first layer, the candidacy
for the parent representation is computed using equations 1 to
3. Query vector calculates the validity score for each candidate.
Then, the validity of each candidate is prioritized based on
their score. During training, the softmax estimator samples the
parent node among candidates weighted by the query vectors,
and for the testing, the model itself selects the candidate with
the highest validity.
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Additional components are also added to encode the input
sentences into vectors dynamically using the bottom-up tree
structure technique. We focused on a type-specific attention
mechanism that aims to encourage the model to focus on
salient latent information of the composition or constituency
tree relevant to the classification decision. We denoted the
output of the intermediate nodes and leaf nodes in the layers
of the tree-LSTM as →

h1
,→
h2
, ..., →

h2n−1

where ’n’ is the sentence

length. The information of the architecture is as follows:

ãi = exp(Wa × hi) (5)
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Hello!

Hi! How are you doing today?

I are good.

Hey, your sentence is 
grammatically incorrect.

You could say: I’m fine or I’m going 
good or I am ok.

Thanks, I am ok.

What did you have for lunch 
today?

I ate a salad bowl.

Do you like to play a guitar?

Thanks for asking.

Language Learning Tool
(LLT)

End User

Great! 

What is a guitar?

A guitar is a musical instrument. 
It is used for playing music.

I have never played one.

Grammar detection, 

dialogue management, 

and response 

generation component

Dictionary checker 

under grammar 

detection component

Fig. 1. A Sample Chat Window of End user with the LTT.

ai =
ã∑2n−1

i=1 (ã)
(6)

H⃗c =

2n−1∑
i=1

(aih⃗i) (7)

In our architecture, the context vector Hc is learned using
attention-weighted contextual representation by passing Node
vectors to the fully connected layer with Da hidden units in
a hidden layer. For each such hidden state vector ei, a scalar
unit ai is learnt with the weight matrix WaϵR

1Da. These scalar
units are then normalized to 1, and the whole formulation of
the context word vector is defined in equation 7. The process
is visually summarized in the diagram of the architecture in
Fig. 3.

III. EXPERIMENTAL RESULTS

The section describes a complete experimental setup, hy-
perparameters, and dataset to analyze and evaluate the pro-
posed model for paraphrasing and contextual similarity in
conversation agents. The natural language inference (NLI) task
is conducted to investigate the semantic relationship between
two sentences. The proposed model is trained on the standard
SNLI dataset that contains 570K pairs of English sentences.

The SNLI dataset* and Glove embedding* are available at
resources. The model is trained on a large dataset containing
sentences and learns from vector representation considering
grammar and language constraints. The GPU Geforce RTX

2080 ti with 11GB memory and Cuda version 10.1 was used
to train the model. Experimental results are evaluated in the
table. The accuracy matrix in the table is employed to assess
the model’s efficiency and compare the results. The proposed
model is reached based on pre-trained vectors’ dimensions and
several parameters used in training.

The presented table shows that Bi-LSTM with inner Atten-
tion is one of the stable models that use fewer parameters, 2.8m
trained on 600D word vectors. The model achieved 84.2%
testing accuracy, which is reasonably comparable with other
models. The DiSAN uses 300D word vectors and achieves
85.6% accuracy with 2.4m parameters. This model is time
efficient and consumes fewer parameters, but the proposed
approach would only work for context-aware representations
with temporal information encoded. Gumble tree-LSTM con-
sists of tree-LSTM based on 600D word vectors and attains
86% inadequacy, but the deficiency is that it utilizes 10M
parameters. BERT base model is proficient at reaching 90%
testing accuracy. However, it stands among the list of large
models as it utilizes 335m parameters.

TABLE I. DIFFERENT MODEL RESULTS

Model Emb Dim Params Testing Accuracy
Bi-LSTM with inner Attention 600D 2.8m 84.20%
DiSAN 300D 2.4m 85.6%
Gumbel Tree-LSTM 600D 10m 86%
Tree-LSTM with attention 300D 6.5m 87%
BERT BASE 335m 90.7%

The above discussed models can be utilized for the same
task, but they are not entirely appropriate in terms of task,
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Machine Learning based architecture 
of Language Tutoring Tool 

Message Analysis Component

Intent 

Classification

Entity

Extraction

Grammar Detection Component

-Grammar Error and punctuations

-Sentence Correction

-Dictionary Checker

Dialogue Management Component

-Tracking Text

-Dialogue Policy

-Next Action

Response Generation Component

-Based on predefined templates

Database / 

Backend 

Action

User Input

Voice/Text

System 

Output

Voice/Text

Fig. 2. Primary Components of the LTT based on the Proposed Architecture.

Fig. 3. Proposed Architecture for the LTT.

resources, and parameters. The proposed model is more robust,
lightweight, and remembers the hidden states that help it in the
question answering system. Therefore, our proposed model is
efficient to be used in an LTT.

IV. RELATED WORK

AI-based LTTs have the potential for human-like conver-
sation. They work well for companies that have a lot of data.
Despite the fact they need colossal time to train, they do save
many in the long run. Based on previous information, they
gather the information that learns new patterns from the input

and improves the system after iterative training. Assistants
understand patterns and behavior, and have a broader range
of decision-making than any person, and over time they get to
be very sophisticated. Many researchers investigated foreign
language learning using a chatbot, where the chatbot mainly
helps to learn english as a foriegn language [5], [6], [7], [8],
[9], [10]. Our proposed model is generic and can be used for
learning any language if the model is trained with respective
languages’ data set.

Our proposed platform comes under the task-oriented di-
alogue system in which end users will learn second language

www.ijacsa.thesai.org 784 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 12, No. 12, 2021

through conversation. The proposed platform is initially trained
on English language which will be extended further using
datasets of other languages. However, the NLU and NLG
are two must-have components that we needed to develop in
the LTT. In the past decades, these modules are implemented
individually and optimized using statistical models[11], [12].
Due to rapid and growing advancements in technology and
algorithms, deep learning and reinforcement learning have
reached the stage of producing human-like conversation agents.
The trend to talk with a machine is not as new as more than
50 years ago; an agent is released that tries to maintain a
conversation as mentioned in [13]. In recent years, messaging
platforms offer developers to custom their chats and develop
AI-based LTTs. The integration of AI modules to task oriented
chatbot can be complicated.

After the vector representation to evaluate the semantics
of natural language text, sentence representation came into
the ground to perform NLP tasks. The LSTM and its vari-
ants (RNN) sequentially process sentences to extract sentence
meaning where the output depends on all previous hidden
states. Recursive NN is the generalized version of RNN based
on the structured input for sentence encoding as it extracts
semantics through a hierarchical structure. The number of
rvNNs were proposed in Socher et al. [14] which consider
phrases instead of the complete sentence.

Matrix-Vector RvNN was reported as the best model that
represents the word as vector and matrix at the same time.
After that, Tai et al. [15] proposed two variants of standard
LSTM (Child sum and N-ary tree-LSTM) that perform better
for hierarchical and structural data. Additionally, hidden and
cell states do not depend on the entire previous sequences in
these variants as only the children’s hidden and cell conditions
contribute to the parent’s states.

The Tree RNNs were extended by Zhou et al. [16] into
attention-based tree RNN for semantic relatedness. In this
model, semantic similarity is extracted by encoding attention
in the tree structure of one sentence with vector representation
of other sentences. Attention is used in machine translation by
aligning the source or target sentence. It can focus on the most
concerning sentences. The pioneers of the machine translation
[4], [17] developed a model based on RNN variants that use
attention for source words to generate target words.

A task-specific conversational agent is a kind of chatbot
that tries to imitate a human-like response bypassing the
Turing test. Unlike pattern matching and simple algorithm-
based chatbot, AI-based conversation agents contain complex
algorithms and structures. Whether, we present a system in
which an AI-based voice bot as a tutor provides services to
learn a second language. A person or a student or a learner
can speak a sentence multiple-way regardless of the vocab-
ulary’s dimension, as the system would efficiently detect the
paraphrased sentences. At the beginning stage, when a person
is learning the second language, it demands freedom to speak
sentences and require hint to improve himself. This system
considers the language constraints, grammar knowledge, and
contextually aware algorithms trained on paraphrase detection.

V. CONCLUSION

This paper proposed an AI-based system that can perform
casual conversation with a user in the second language for
teaching and training purposes. The system based on the tree-
LSTM with self-attention efficiently extracts contextual infor-
mation from unstructured sentences and long conversations.
The system is trained on a standard SNLI dataset that has been
used widely for contextual understanding and paraphrasing
detection systems. The experimental results expressed that the
proposed model has achieved efficient results compared with
state-of-the-art models.
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