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Abstract—Recently, due to the increasing amount of data on
the Internet along with the increase in products’ purchasing
via e-commerce websites, Recommender Systems (RS) play an
important role in guiding customers to buy products they
may prefer. Furthermore, these systems help the companies to
advertise their products to the most potential customers, and
therefore raise their revenues. Collaborative Filtering (CF) is the
most popular RS approach. It is classified into memory-based and
model-based filtering. Memory-based filtering is in turn classified
into user-based and item-based. Several algorithms have been
proposed for CF. In this paper, a comparison has been performed
between different CF algorithms to assess their performance.
Specifically, we evaluated K-Nearest Neighbor (KNN), Slope
One, co-clustering and Non-negative Matrix Factorization (NMF)
algorithms. KNN algorithm is representative of the memory-
based CF approach (both user-based and item-based). The other
three algorithms, on the other hand, are under the model-based
CF approach. In our experiments, we used a popular MovieLens
dataset based on six evaluation metrics. Our results reveal that
the KNN algorithm for item-based CF outperformed all other
algorithms examined in this paper.
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I. INTRODUCTION

Nowadays, most people tend to buy products from online
websites and due to the huge amount of data available on
the Internet, making the right decision to choose the most
appropriate products has become more difficult. Thus, tools
like Recommender Systems (RS) are very necessary to help
them to make the right decisions.

RS can be defined as software tools and techniques that
help the user in decision-making processes, such as what
products to buy, what books to read, and what movies to watch
[1]. Furthermore, these systems help the companies to raise
their revenues. Amazon and eBay are examples of companies
that strongly depend on RS to increase their sales and financial
profits. RS can be generally classified into two main categories,
Content-based Filtering (CBF), and Collaborative Filtering
(CF) [1]. CBF is one of the simplest approaches in RS. It
recommends to the users a list of items that are similar to the
items they liked in the past. The system analyzes the item’s
textual information, such as item’s descriptions and user’s
preferences, then finds the similar items to the ones they liked
in the past. After that, CBF makes recommendations using
some classification algorithms [2]. For example, the system
recommends to the users books from the same genre of the
books they already liked or recommends a product with a shape
and color similar to what they liked before.

CF is the most popular recommender systems approach.
It recommends items based on the user’s past behavior as
well as similar decisions made by other users. The first CF
system that was proposed is Tapestry. It was developed by
Goldberg et al. [3] in 1992. Tapestry is mainly developed to
handle the problem of a huge stream of incoming documents
via e-mail. They proposed a way to use CF, in addition to CBF,
to filter documents coming from e-mails. Their simple idea of
CF is that people help each other to filter these documents by
recording their reactions to them. In this research, we focus on
the CF approach only, since it is the most popular and generally
more efficient in comparison to other approaches. The CF
approach is categorized into memory-based and model-based
[4]. In this paper, we evaluate and compare several algorithms
under those two classes using a popular MovieLens dataset
and based on six evaluation metrics.

The rest of this paper is structured as follows: Section
II describes the different CF algorithms. Related work is
summarized in Section IV. Evaluation metrics are presented
in Section III. Section V discusses the research methodology
that we adopted. Results are discussed in Section VI. Finally,
a conclusion is provided in Section VII.

II. COLLABORATIVE FILTERING

In this section we discuss the two classes of the collabora-
tive filtering approach and the corresponding algorithms that
we evaluate in this paper.

A. Memory-based Approach

Memory-based or neighborhood-based approach uses user-
item ratings matrix to generate the recommendations [5]. From
this matrix, the system computes the similarities between users,
or between items. Then, it saves computed similarity scores to
a similarity matrix. There are several methods that have been
used to calculate the similarities such as Euclidean, cosine, and
mean squared distances.

The memory-based methods suffer from two main issues,
which are sparsity and scalability [6]. In the sparsity case, it
will be hard for the system to provide good recommendations
due to the small number of items that each user rated.
Scalability problem occurs when the numbers of users and
items increase exceedingly. In such case, there will be a lot of
information and it will be hard for the system to deal with
it [6]. As previously noted, the memory-based approach is
classified into user-based and item-based filtering [7].
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a) User-based:
In the user-based approach, recommendations are made

based on similar user preferences. K-Nearest Neighbor (KNN)
is one of the algorithms that could be used in this approach.
Equation (1) shows the prediction formula:

r̂ui = µu +

∑
v∈Nk

i
(u)

sim(u, v)· (rvi − µv)∑
v∈Nk

i
(u)

sim(u, v)
(1)

Where r̂ui is the predicted rating of user u for item i, µu is
the mean of all ratings given by user u and sim(u, v) is the
similarity value between users u and v. The value of sim(u, v)
can be computed using cosine similarity measure as shown in
the following equation:

sim(u, v) =

∑
i∈Iuv

rui · rvi√ ∑
i∈Iuv

r2ui ·
√ ∑

i∈Iuv

r2vi

(2)

b) Item-based:
In the item-based approach, the system makes recommen-

dations based on the similarities among items. KNN prediction
formula for item-based CF is as follows:

r̂ui = µi +

∑
j∈Nk

u(i)

sim(i, j)· (ruj − µj)∑
j∈Nk

u(i)

sim(i, j)
(3)

Where r̂ui is the predicted rating of user u for item i, µi is
the mean of all ratings given to item i and sim(i, j) is the
similarity value between items i and j. The value of sim(i, j)
can be computed using cosine similarity measure as follows:

sim(i, j) =

∑
u∈Uij

rui · ruj√ ∑
u∈Uij

r2ui ·
√ ∑

u∈Uij

r2uj

(4)

B. Model-based Approach

To overcome the aforementioned issues of the memory-
based approach, the model-based approach has been proposed.
Model-based CF works by grouping different users into a
small number of classes based on their ratings patterns. Many
machine learning algorithms can be used to build such a model.
In this research, we focused on three algorithms which are:
Slope One, co-clustering, and NMF.

a) Slope one:
Lemire et al. [8] proposed a model-based CF algorithm

called Slope One. One of strengths of this algorithm is that it
takes into account two types of information, information about
other users who rated the same item (similar to user-based),
and information about other items that the same user rated
before (similar to item-based).

We will illustrate the basis of the Slope One approach by
an example. Suppose we have two users, A and B, and two
items, i and j as shown in Table I. Item j is rated by both
users (A and B). User A gave it a rating of 2, while user B
gave it a rating of 4. User A also gave item i a rating of 2.5.
We notice that item i is rated more than j by 2.5 - 2 = 0.5.

Now we can use this information to predict that user B will
give item i a rating of 4 + 0.5 = 4.5.

TABLE I. SLOPE ONE EXAMPLE.

Item i Item j
User A 2.5 2
User B N/A 4

The process of the prediction is done by computing the
average differences between the ratings of one item and
another for users who rated both. The prediction formula for
Slope One algorithm is as follows [8]:

r̂ui = µu +
1

|Ri(u)|
∑

j∈Ri(u)

dev(i, j) (5)

Where r̂ui is the predicted rating of user u for item i,
µu is the mean of all ratings given by user u and Ri(u) is
the set of items j rated by user u which also have at least
one common user with item i. dev(i, j) is considered as the
average difference between item i’s ratings (rui) and item j’s
ratings (ruj) as shown in the following equation [8]:

dev(i, j) =
1

|Uij |
+

∑
u∈Uij

rui − ruj (6)

b) Co-clustering:
Clustering is a powerful technique in the data mining field

that refers to the process of grouping objects in a way that
similar objects will belong to the same group or cluster. There
are various clustering methods that could be used based on
the type of the data. In case of CF, the data is the user-
item ratings matrix, so we need a way to cluster rows and
columns. This process is called co-clustering. In this paper,
we used co-clustering algorithm that has been proposed by
George et al. in [9]. This algorithm is based on weighted co-
clustering algorithm proposed in [10]. The idea is to compute
the neighborhoods for the users and items via co-clustering and
then make predictions according to the average ratings of the
co-clusters while taking into consideration the users and items
individual biases. The prediction formula is as the following:

r̂ui = Cui + (µu − Cu) + (µi − Ci) (7)

Where Cui is the average rating of co-cluster Cui, and Cu

is the average rating of u’s cluster, Ci is the average rating
of i’s cluster, µu is user u’s average rating and µi is item i’s
average rating.

It is worth noting that if the user is new (not existing
before) but the item is known, the prediction value r̂ui will
be the average rating given to item i. If the item is unknown
(new) but the user is known, the prediction value r̂ui will be
the average rating given by user u. In case both the user and
the item are unknown, the prediction value of r̂ui will be the
global average of all the existing ratings.
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c) Non-negative matrix factorization (NMF):
Matrix Factorization-based (MF-based) modeling is one of

the CF approaches that are widely used in recent years. It is
highly accurate and scalable in several cases [11]. MF-based
models work by decomposing the user-item matrix into two
low-rank matrices. The first one is user-features matrix and
the other is item-features matrix. We can make any predictions
by calculating the dot product of two lower dimensionality
rectangular matrices.

Various matrix factorization algorithms have been pro-
posed, such as Singular Value Decomposition (SVD), Prob-
abilistic Matrix Factorization (PMF) and Non-negative Matrix
Factorization (NMF). In this research, we focus on NMF as an
example of the MF approach. In this algorithm, the prediction
r̂ui is computed as follows:

r̂ui = qTi pu (8)

Where qi is an item factors matrix and pu is user factors matrix.

Different optimization algorithms could be used in MF-
based models. The NMF algorithm uses Stochastic Gradient
Descent (SGD) optimization algorithm. At each step of the
SGD procedure, the factors (features) f of user u and item i
are updated as follows:

puf ← puf ·
∑

i∈Iu
qif · rui∑

i∈Iu
qif · r̂ui + λu|Iu|puf

(9)

qif ← qif ·
∑

u∈Ui
puf · rui∑

u∈Ui
puf · r̂ui + λi|Ui|qif

(10)

where λu and λi are regularization parameters.

III. EVALUATION METRICS

Several metrics have been proposed to evaluate the per-
formance of recommender system’s algorithms. In addition to
training time and testing time, examples of those metrics in-
clude Mean Absolute Error (MAE), Root Mean Squared Error
(RMSE), Fraction of Concordant Pairs (FCP), and coverage.
In the following subsections, we will present each of the latter
four metrics in details.

A. Mean Absolute Error (MAE)

MAE computes the average absolute difference between
the observed and predicted ratings. The MAE is given by:

MAE =
1

|R̂|

∑
r̂ui∈R̂

|rui − r̂ui| (11)

Where |R̂| is the total number of predicted ratings, rui is
the true rating value that user u gave to item i and r̂ui is the
predicted rating value that user u gave to item i. A lower value
of MAE means the predictions are more accurate and so the
performance of the algorithm is better.

B. Root Mean Squared Error (RMSE)

RMSE is very similar to MAE, except that instead of
summing the absolute values of the rating prediction errors,
we sum their squares using the following formula:

RMSE =

√√√√ 1

|R̂|

∑
r̂ui∈R̂

(rui − r̂ui)2 (12)

Where |R̂| is the total number of predicted ratings, rui is
the true rating value that user u gave to item i and r̂ui is the
predicted rating value that user u gave to item i. A lower value
of RMSE means the predictions are more accurate and so the
algorithm’s performance is better.

C. Fraction of Concordant Pairs (FCP)

One of the issues for MAE and RMSE is that they don’t
take into consideration rating scales that vary from one user to
another [12]. Thus, in addition to MAE and RMSE, we have
used FCP to evaluate the algorithms. It is calculated using
equation 13 [12] such that a higher value of FCP means the
algorithm is more accurate.

FCP =
nc

nc + nd
(13)

Where,

nc =
∑
| {(i, j) | r̂ui > ˆruj and rui > ruj } | (14)

nd =
∑
| {(i, j) | r̂ui < ˆruj and rui < ruj } | (15)

D. Coverage

Coverage refers to the percentage of items that the system
was able to successfully recommend. It is computed using the
following formula [13]:

Coverage =
npi
ni

(16)

Where ni is the total number of items that the system pre-
dict and npi is the total number of items that were successfully
predicted by the system.

IV. RELATED WORK

This section discusses the research papers that compared
different RS algorithms. Benin in [14] made a comparison of
RS for crowdfunding projects. This study aims to compare
different types of RS which are CBF, CF and hybrid RS,
which combines both CBF and CF. The popular MovieLens-
1M [15] dataset was used in the experiments. To evaluate the
algorithms, they did both quantitative and qualitative analysis.
The quantitative analysis relied on RMSE and MAE. The
qualitative analysis, which is the analysis of the quality of
the produced recommendations, was achieved via eyeballing-
produced recommendations. However, evaluating the recom-
mendations using this method is considered primitive and
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imprecise since it may vary from one point of view to another.
This study concluded that hybrid RS outperform CF and CBF.

Arsan et al. [16] made a comparison between user-based
and item-based algorithms to observe their performance and
accuracy. Since similarity measures play an important role
in the user-based and item-based predictions accuracy, they
applied various similarity measures, which are Euclidean dis-
tance, log likelihood ratio, Pearson correlation coefficient,
Tanimoto coefficient, uncentered cosine, and Spearman cor-
relation coefficient. The authors applied the algorithms to
the MovieLens-100K dataset. MAE and RMSE were used to
evaluate the algorithms’ accuracy. Time spent to make the
recommendations was also calculated. Based on their exper-
iments, they concluded that item-based algorithms perform
better than user-based algorithms.

Najafi et al. [17] assessed the item-based CF and the MF-
based FunkSVD algorithms. The idea of their study is to
compare the performance of these algorithms when the data is
scaled. MovieLens 100k and MovieLens-1M were used. They
used MAE and RMSE to evaluate the algorithms. Their results
shows that the FunkSVD algorithm is more accurate than the
item-based CF when the data is scaled.

Lemire et al. [8] proposed three algorithms which are
Slope One, weighted Slope One and bi-polar Slope One. They
compared their proposed algorithms with four other algorithms
which are: bias from mean, adjusted cosine item-based (model-
based), per user average and Pearson (memory-based) algo-
rithms. Both EachMovie [18] and MovieLens datasets were
used in their experiments. They tested the algorithms using the
evaluation metric MAE. Their results showed that the proposed
Slope One algorithms achieved comparable accuracy to the
other selected algorithms.

George and Merugu [9] proposed a novel CF algorithm
which is based on weighted co-clustering algorithm [10]. They
compared their proposed algorithm with SVD, NMF, and
classic correlation-based CF algorithms. The experiments were
applied on MovieLens-100K dataset. The MAE was used to
compute the prediction accuracy. Their results indicate that
their proposed algorithm has a high accuracy with much lower
computational cost in comparison to the other algorithms.

Our comparison is different from the above-discussed pa-
pers in many aspects. First, we made a comparison between
memory-based (both user-based and item-based) KNN algo-
rithms and model-based (NMF, Slope One, and co-clustering)
algorithms. Besides, we evaluated these algorithms using six
different metrics which are MAE, RMSE, FCP, coverage,
training time and testing time.

V. METHODOLOGY

This section discusses the methodology used to complete
this research. Section V-A introduces the dataset used in the
experiments and some of its statistical analysis results. Section
V-B describes our experimental setup including hyperparame-
ters tuning and used libraries.

A. Dataset Exploration

We have used MovieLens-25M dataset [15], which is one
of the most popular datasets used by researchers in the field

of CF. It describes a 5-star rating and tagging activity. It
contains 62,423 movies, 25,000,095 ratings and 1,093,360 tag
applications. However, in this research, we have focused on the
CF algorithms, where only the ratings data are considered. The
data were created by 162,541 users throughout 24 years and
10 months, from 9 January 1995 to 21 November 2019 and it
was released on December 2019. In this dataset, the users are
randomly selected and each user is represented merely by an
Id [15]. Fig. 1 shows the ratings histogram for the MovieLens
dataset. From the figure, we notice that 26.56% of the ratings
are 4.0 and 19.59% are 3.0. This indicates that users tend to
rate the movies they preferred. However, in our experiment,
we haven’t used the whole dataset because the memory-based
filtering algorithms don’t scale very well to such a big data
size. So, we have randomly selected 100,000 ratings of 54,778
users on 10,271 movies with a sparsity of 99.9822%.

Fig. 1. Ratings Distribution for MovieLens Dataset.

B. Experimental Setup

In this section, we discuss our experimental setup. First, in
our experiment with the KNN algorithm, we selected cosine
similarity measure to compute the similarities between users or
items. Second, in order to achieve the highest machine learning
predictive model performance, hyperparameter values need to
be selected carefully. This is one of the important steps in
building any machine learning model [19]. Table II shows the
hyperparameters, the corresponding test values that we selected
to optimize the algorithms’ performance and the best values
that we obtained. The test values were chosen with the help
of the default values in the library [20] and values found in
other studies in the related work.

Third, for training, we adopted K-fold cross validation,
with k equals 5. In this method, the dataset is divided into K
folds and the model is trained K times, each time on different
K-1 folds, and then tested on the remaining fold. The average
performance of the K results is then calculated. K-fold cross
validation approach avoids overfitting to the particular division
of the training and testing sets that may appear in the other
approaches, which split the data into training and testing sets
and run the algorithm once [1], [21].

The code used in this research was implemented mainly
using Python. Surprise library was used, which is a Python
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TABLE II. LIST OF HYPERPARAMETER VALUES

Method Hyperparameter Test values Best value
KNN k, number of neighbors 10, 20, 30 10

Co-clustering n_cltr_u, number of user clusters 3, 5 3
n_cltr_i, number of item clusters 3, 5 5

NMF n_factors, the number of factors 5, 10, 15 15
n_epochs, the number of iterations of SGD 15, 20, 25 20

Scikit library for CF [20]. In addition, Pandas [22] and Numpy
[23] libraries were used. All the work is done using MacBook
Pro with CPU 2.5 GHz Intel Core i5 and 16 GB RAM.
It is worth noting that in order to visualize the dataset and
our results in graphs, Tableau desktop software - professional
edition, version 2020.3 was used.

VI. RESULTS AND DISCUSSION

In this section, we will discuss the results of our ex-
periments. As observed in Fig. 2, the item-based KNN CF
algorithm outperformed all the other algorithms in terms of
MAE, RMSE and FCP. It also took less training time compared
to the others. This is at the expense of taking longer testing
time in comparison to Slope One, NMF, and co-clustering
algorithms. Regarding the user-based KNN algorithm, it’s
noticeable that it is less effective in terms of accuracy and
speed; it was too slow in both training and testing. These
results were expected since our dataset contains 10,271 movies
only while the number of users is as large as 54,778. This
surely has a significant effect in helping the item-based CF
algorithm to work very well compared to others.

However, when we look at the coverage results, all the
algorithms except co-clustering were not able to make predic-
tions for all the testing dataset. Specifically, they were able
to predict only about 57% of the dataset while co-clustering
was able to predict 100% of it. The full results for all the
algorithms are reported in Table III.

VII. CONCLUSION

In this paper, we have performed a comparison between
five different CF algorithms to assess their performance. The
selected algorithms are KNN for user-based, KNN for item-
based, Slope One, co-clustering, and NMF. The algorithms
have been evaluated using six metrics which are MAE, RMSE,
FCP, coverage, training time and testing time. Our results show
that the KNN algorithm for item-based CF outperformed all
other algorithms examined in this paper. It achieved the lowest
error values and thus the highest accuracy. As future work, we
plan to run the algorithms on a larger sample of the dataset to
assess their scalability. In addition, we plan to consider more
algorithms and more evaluation metrics.
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(a) MAE results (b) RMSE results
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Fig. 2. Results for all Algorithms.
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