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Abstract—The video steganography technique is being studied 
and applied a lot today because of its benefits. In particular, the 
video steganography technique using Bit-Plane Complexity 
Segmentation (BPCS) has increasingly proven its effectiveness 
compared to other methods. In this paper, based on the 
theoretical basis of the BPCS method, we propose a new method 
to improve the efficiency of the steganography process. 
Accordingly, our improvement proposal in this paper is 
improving the complexity formula of the bit planes. Our new 
formula not only has improved the steganographic thresholds in 
the bit planes to find more planes hiding secret information, but 
also has ensured the amount of information hidden in the video 
and their safety. The experimental results in the paper have not 
only demonstrated the effectiveness of our proposed method but 
also provided a new mechanism for digital image analysis in 
general and video steganography techniques in particular. 
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I. INTRODUCTION 

A. Introduction to BPCS Method 
In the study [1], Kawaguchi et al. presented an image 

steganography method based on the BPCS technique. The 
characteristic of this method is the use of images or video 
frames as the message vessel. Accordingly, the image is 
divided into bit planes based on the depth value of the image. 
With each bit-plane, we can divide it into noise-like blocks or 
informative blocks, then replacing noise-like by the blocks of 
secret information that have similar noisy property will not 
change the image quality. The process of embedding 
information in video using BPCS technique includes the 
following steps [1]: 

1) Determining the noise-like block. Fig. 1 illustrates an 
example of the noise-like block.  To determine noise-like 
block, the study [1] proposed Black-White border method. 
Accordingly, in Black-white border, the complexity is 
determined by the length of the border of the Black-White 
regions in blocks horizontally and vertically. For example, a 
black pixel surrounded by 4 white pixels has a border length 
of 4. The longer the block has the border length, the higher the 
complexity. Based on the above definition, we have the 
following formula to determine the complexity of a block with 
size 2n * 2n [1]: 

𝛼 = 𝑘
2∗2𝑛∗(2𝑛−1)

              (1) 

Where: 

• α is the complexity of the block. 

• k is the number of borders in contact between 2 regions. 

• 2 ∗ 2𝑛 ∗ (2𝑛 − 1) is the number of borders that are in 
contact maximum possible with the block. It is the 
number of borders in the chessboard. 

2) Identifying complexity threshold: The process of 
identifying the complexity threshold to determine how much 
complexity is, the region is noise, and how much complexity 
is, the region is informative. To do that, the researchers tested 
on blocks of size 8 * 8. The use of blocks 8 * 8 is to match the 
complexity of the current method. For blocks 8 * 8, the 
average value of 𝛼 is 0.5, the informative blocks have 𝛼  in 
between 0 and 0.5 and only accounted for 6.67×10−14%.  
From these values, one normally choose a complexity 
threshold as 𝛼0 = 0.3 for block 8 * 8 [1]. 

3) The conjugation property. This property ensures the 
safety of the information that needs to be hidden in the noise-
like regions. Accordingly, when information is divided into 
appropriate blocks and is calculated complexity, if it is an 
informative block, it will be conjugated to be a block with 
higher noise for embedding information. The conjugation 
property is stated as [1]: With a block P with complexity 𝛼, 
there exists only a block conjugate of P denoted P* has 
complexity is 𝛼′ = 1 -  𝛼. This block is an XOR result between 
P and the block Wc (alternating black and white blocks 
starting with white pixel). 

4) Canonical gray coding: This is the process of 
processing images to embed information. Accordingly, 
suppose that 𝑏𝑖 𝑎𝑛𝑑 𝑔𝑖 are respectively the i-th bit of the PBC 
and CGC codes with n-bits of data we have [2]. 

𝑏0𝑏1 … 𝑏𝑛−1  𝑎𝑛𝑑 𝑔0𝑔1 …𝑔𝑛−1 

The formula for switching between two coding systems is: 

𝑔𝑖 = � 𝑏0  ;  Where 𝑖𝑖 = 0
𝑏𝑖−1 𝑥𝑜𝑟 𝑏𝑖 Where 𝑖𝑖 > 0            (2) 

𝑏𝑖 = � 𝑔0  Where 𝑖𝑖 = 0
𝑏𝑖−1 𝑥𝑜𝑟 𝑏𝑖−1 =  𝑔0 𝑥𝑜𝑟… 𝑥𝑜𝑟 𝑔𝑖 Where 𝑖𝑖 > 0 
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Fig. 1. Examples of Bit Planes for Determining the Noise-like Block. 

B. The Problem of Improving the BPCS Method 
Based on the process of processing and embedding 

information, it can be seen that improving the BPCS method is 
based on two main methods [2, 3, 4, 5]: 

• Improvement in the pre-processing process. This is an 
improved method to be performed at the pre-processing 
step. The characteristic of this method is the 
modification of the input data (namely the image used 
for embedding) in order to make embedding more 
efficient. Some of the approaches are: Use of Gray 
coding; handling the vessel to increases the image 
sharpness; randomizing input data. 

• Improving the embedded algorithm. The approaches 
usually focus on two main improvement methods: 
i) Improvement of complexity threshold. This approach 
mainly refers to 2 improvement methods: the 
complexity threshold for each bit plane and the 
Dynamic Threshold; ii) Improvement of the formula. 
There are 2 formulas currently used as Run-Length 
Irregularity and Border Noisiness. 

C. Contributions of the Paper 
Our research is presented as follows: the urgency of the 

research problem is presented in Section I. In Section II, we 
present the process of researching, surveying, and evaluating 
related works. In Section III, we present our surveys and 
reviews of problems of proposing improvements for BPCS. 
This review and survey help us have a basis to propose our 
new method in the paper. Finally, in Section IV, we present the 
experimental method to evaluate and compare the effectiveness 
of our proposed method with other methods. The practical 
significance and scientificity of our paper include: 

• Proposing improvements for video steganography 
techniques based on the approach about the calculation 
formula. Accordingly, we propose a new calculation 
formula to evaluate the complexity of the frames. 
Details of the proposed algorithm and its feasibility 
assessment are described in section III.C of the paper. 

• We conduct experiments, evaluate, and compare to see 
the effectiveness of our approach with other research 
directions. The experimental results in section IV.B.2 
proved the correctness of our method. At the same time, 
the research results in the paper also provide a new 
approach to calculating the complexity of the image in 
order to serve for the analysis of digital images in 
general and hiding information by the BPCS method in 
particular. 

II. RELATED WORKS 

A. BPCS Technique and Some Improvements 
The study [5] proposed the Modified BPCS technique by 

combining hybrid cryptography algorithms between RSA and 
DES to create noise for secret messages. Piyush and Paresh [6] 
proposed a combined method of cryptography, steganography, 
and multimedia data hiding. In this method, the authors used a 
reference database to provide higher security levels. First, the 
authors used the DES algorithm to encrypt the message, then 
using a modified bit encoding technique to save the cipher in 
the image. For each byte of data, one cover pixel will be edited. 
The study [7] combined the AES cryptography algorithm and 
the BPCS steganography algorithm to hide a large amount of 
data in image. In the study [8], the authors proposed applying 
the BPCS method and FPGA model to ensure information 
security for secret information. In the study [9], the authors 
proposed combining the BPCS method with the Huffman 
cryptography algorithm to improve the quality of hiding 
information. 

In the study [10], the authors proposed a method of 
combining BPCS with fuzzy logic techniques. This study 
applied the principles of fuzzy sets to classify the bit-plane into 
three sets: informative, partly informative, and noise region. 
This is expected to classify the bit-plane in a more objective 
approach. Finally, the Mamdani fuzzy inference is used to 
make decisions on which bit-plane will be replaced with a 
message based on the classification of bit-plane and the size of 
the message that will be inserted. This helps improves the 
message capacity of the images. The research could improve 
BPCS steganography techniques to insert a message in a bit-
pane with more precision. Thus, the container image quality 
would be better. Seeing that the PSNR value of the original 
image and the stego-image is only slightly different. In addition, 
the studies [11, 12, 13, 16] listed some video steganography 
methods, difficulties, challenges as well as the advantages and 
disadvantages of video steganography techniques. Besides, 
Spaulding et al. [14] presented the BPCS steganography 
method with the embedded zerotree wavelet (EZW) lossy 
compression. This method used the DWT coefficients to 
represent pixels of the original frame. Therefore, the BPCS 
steganography can be applied to DWT coefficient sub-bands 
containing different features. Similarly, Noda et al. [15] 
proposed a video steganography technique using the BPCS and 
wavelet compressed video. 

On the other hand, Sharma et al. [17] presented a number of 
research and evaluation results of the effectiveness and safety 
of BPCS and LSB techniques. The research results showed that 
in the BPCS technique, all the data was embedded in a 
complex noisy blue plane. The embedding capacity of BPCS 
techniques and LSB techniques is high. On comparison, it is 
found that the LSB steganography and LSB using the secret 
key perform the best on the basis of PSNR. According to the 
entropy and correlation point of view, the best results are 
shown by the status bit and BPCS steganography techniques. 

B. Some Studies of Combining Encryption with 
Steganography 
In the study [18], Shifa et al. proposed a method of 

combining the AES encryption with LSB steganography 
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technology in order to distribute and exchange keys. The 
experimental results show that the LSB model combined with 
AES encryption has a good effect on the speed and impact 
degree on the message vessel. In the study [19], Dhall 
proposed the first method of using Quantum Cryptography to 
increase the security of the application. Saha [20] et al. 
published a steganography method based on Exploiting 
Modification Direction using the hashed-weightage Array. Kait 
[21] applied the BPCS technique as a technique to noise 
information in order to ensure data security using FPGA 
implementation. In addition, the studies [22-26] proposed to 
apply some common steganography techniques such as 
Discrete Cosine Transform (DCT), LSB, Least Significant bit 
Matched Revisited (LSBMR), DWT to protect data in 
communication applications. 

III. EVALUATING AND RECOMMENDING IMPROVEMENTS OF 
BPCS 

A. Improvement on Complexity Threshold 
With basic BPCS, we usually choose only one complexity 

threshold for the whole bit-plane. The study [3] proposed a 
method to apply the complexity threshold for each bit plane. 
Accordingly, the authors demonstrated that the complexity 
threshold from the low bit plane will gradually decrease to zero. 
Usually, at the highest bit planes, no change will be made here 
because changing the bit here will strongly affect image quality. 
On the contrary, the lower bit planes have a higher threshold to 
increase the ability to embed information. 

The study [3] proposed improvement direction for the 
BPCS algorithm based on Dynamic Threshold. This method 
makes some adjustments to the threshold setting. These 
threshold values have no default values. They can be adjusted 
manually according to the actual conditions. This algorithm 
can avoid the analyzer from detecting the existence of secret 
information using complex statistical analysis of the entire 
graph, thus further enhancing the security of steganography. 
The basis of the Dynamic Threshold improvement method is 
based on the Chaos theory. Accordingly, the Chaos theory is a 
type of behavior controlling nonlinear dynamical rule. In this 
research, the authors used the logistic mapping method to 
create chaos series according to the formula: 

ak+1 = µ* ak*(1 - ak), k= 0,1,2.            (3) 

The moving value is in the range [0, 1] and µ is a control 
parameter or a split parameter. When 3.5699456... <µ <= 4, 
logistic maps operate in a chaotic state [3]. The generated data 
stream is disordered and it is similar to random noise. 
Processing the obtained chaos series, mapped to {0, 1} and {-2, 
-1, 0, 1, 2}. 

B. Improving the Formula Determining the Complexity 
To assess whether the blocks are complex or not, the 

studies are based on the complexity of the black-and-white 
border region. However, it is not always the best approach. For 
example, blocks with periodic patterns like the chessboard will 
be recognized for complexity in this way as shown in Fig. 2 𝛼𝑎 
= 1 and 𝛼𝑏  = 1/2. 

 
Fig. 2. Example of Blocks with Large α but those are not Complicated. 

1) Determining the noise-like block: The Run-Length 
Irregularity is the histogram of the lengths of both black and 
white pixels in a row or a column [2]. Assume that: 

• h [i] is the frequency of runs of 𝑖𝑖 pixels either in black 
or in white. 

• n is the length of the sequence of pixels. 

• ℎ𝑠  to measure the irregularity of a binary pixel 
sequence. 

𝑃𝑖 =  ℎ[𝑖]
∑ ℎ[𝑗]𝑛
𝑗=1

 42T               (4) 

The value ℎ𝑠 ∈ [0; 1] and denoted by: 

ℎ𝑠 =  ∑ ℎ[𝑖𝑖]𝑙𝑜𝑔𝑖𝑝𝑖𝑛
𝑖=1 42T              (5) 

If the size of the block is 𝑛 ×  𝑛  and 𝑟𝑖   and 𝑐𝑗   are 
respectively the 𝑖𝑖-th row and 𝑗𝑗-th column of a block, then the 
run-length irregularity β of a block is defined with 𝑋� which is 
the mean of all the elements of X. 

𝛽𝛽 =  𝑚𝑖𝑖𝑛{𝐻𝑠(𝑟) ,� 𝐻𝑠(𝑐) � } 

𝐻𝑠(𝑟)  � = {ℎ𝑠�(𝑟0), … … ,ℎ𝑠�(𝑟𝑛−1)} 

𝐻𝑠(𝑐)  � = {ℎ𝑠�(𝑐0), … … ,ℎ𝑠�(𝑐𝑛−1)} 

If according to the definition, the smaller row and column 
averages are taken as the value of the run-length irregularity 𝛽𝛽. 
As shown in Fig. 3, they are both periodic in row or column. 
The result is that every run-length irregularity β is 0, so they 
are simple and cannot be used for embedding information. The 
run-length irregularity β is only useful in rows or columns. If 
the block is frequently in other directions, there will be nothing 
to do with it. 

 
Fig. 3. Examples of Blocks with Large β but those are not Complicated. 
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2) Border noisiness: If the data is embedded on the 
boundary of the noise region and the informative region of the 
block in the image, then the noisy regions would grow. As a 
result, the image will be evidently changed. Border Noisiness 
is based on the difference between adjacent binary pixel 
sequences in a block. In a similar way, if the block size is n x 
n and 𝑟𝑖 and 𝑐𝑗 are respectively the 𝑖𝑖-th row and 𝑗𝑗-th column of 
a block, then the Border Noisiness γ of a block is defined as 
follows [2]: 

γ = 1
𝑛

min{𝐸𝑓[𝑃𝑥(𝑟),𝐸𝑓[𝑃𝑥(𝑐)]} 42T             (6) 

Where 𝜌(𝑥) is the number in the binary string X and 

𝑃𝑥(𝑟) = {𝜌(𝑟0 ⊕ 𝑟1), … . ,𝜌(𝑟𝑛−2 ⊕ 𝑟𝑛−1)} 

𝑃𝑥(𝑐) = {𝜌(𝑐0 ⊕ 𝑐1), … . ,𝜌(𝑐𝑛−2 ⊕ 𝑐𝑛−1)} 

𝐸𝑓(𝑋) =  
1 − 𝑉(𝑋)

𝑚𝑎𝑥𝑋{𝑉(𝑋)}
 .𝑋� 

Where: X = {𝑥0, … . , 𝑥𝑚−1}, V(X) is the variance of X, and 𝑋� is 
the mean of X. 

Border Noisiness is used to check if many black and white 
pixels are well distributed over a block along with both 
horizontally and vertically. Although blocks in Fig. 3(a) and 
3(b) both have large run-length irregularity β (a = 0.745, b = 
0.694), their Border Noisiness are 0.294 and 0.048 respectively. 
Therefore, they are not complicated according to Border 
Noisiness and are not suitable for embedding data. 

C. Our Proposal 
We noticed that there is no exact formula or judgment 

about the definition of complexity for an information block. 
The black-white border is just one of many formulas to 
determine this complexity. This formula is simple, useful, and 
gives the best results. But it still has some shortcomings. 
Therefore, we propose a novel method to calculate complexity. 
This method is quite similar to the Black-white border but it 
exploits another aspect that is the number of black and white 
regions in the block (the Black-white border uses the number 
of black and white borders). This formula is based on the 
assumption that the higher the number of black-and-white 
regions a block has, the higher the complexity of the block is 
and vice versa. From the above assumption, we propose the 
formula for calculating the complexity for a block of size 2n * 
2n as follows: 

𝜕 = 𝑘
2𝑛∗2𝑛 

42T               (7) 

Where: k is the number of black and white regions in the 
block; 2n * 2n is the maximum number of black and white 
regions that a block of size 2n * 2n can receive. To verify this 
assumption and to show the better aspects of this formula than 
the previous formulas, we will conduct a comparison with 
some blocks (see Fig. 4 and Fig. 5, 6). 

From Fig. 4(a) we calculate the following values: α = 0.42; 
β = 0.198; ∂ = 0.04. 

Fig. 4(b) gives the following values: α = 0.42; β = 0.123; ∂ 
= 0.156. 

Fig. 4(c) gives the following values: α = 0.58; β = 0.745; ∂ 
= 0.14. 

Fig. 4(d) gives the following values: α = 0.285;  β = 0.694; 
∂ = 0.14. 

With the naked eye, we can see which are informative 
blocks with clearly divided black and white regions. However, 
with the original formula, these images give high results, in 
contrast to the Border Noisiness formula and the formula that 
we proposed. Fig. 5 below is an example that shows a weak 
point of Border Noisiness. On the other hand, the proposed 
way still indicates that these are informative blocks. 

From Fig. 5(a), we calculate the following values: 𝛼 =
1;  𝛽𝛽 = 0; 𝜕 = 1. 

Fig. 5(b) gives the following values: 𝛼 = 1;  𝛽𝛽 = 0;  𝜕 =
0.07. 

Can be seen that: Although giving good results with the 
previous blocks, but up to the chessboard block, the proposed 
method still gives high results. But for stripe block, it still gives 
low results in contrast to the Black-white border. Through the 
above examples, we can see that our proposed method gives 
better results than the original algorithm. Next, to evaluate the 
feasibility of the complexity formula, we will conduct the 
experiment of embedding information using the BPCS method 
and evaluate the embedded results based on measures. 

      
(a)                             (b)

 
(c)                             (d) 

Fig. 4. Examples of Noise Blocks. 

 
(a)                              (b) 

Fig. 5. Example of Informative Blocks showing the Weakness of Border 
Noisiness. 

520 | P a g e  
www.ijacsa.thesai.org 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 12, No. 6, 2021 

IV. EXPERIMENTS AND EVALUATION 

A. Evaluation Criteria 
To conduct experiments and evaluations, we use a number 

of criteria to evaluate as follows. 

1) Peak signal-to-noise ratio: The Peak signal-to-noise 
ratio (PSNR) is a measure of the difference between the 
original image and the stego image. Comparing the results of 
two algorithms should be based on the same codecs and the 
same data content. The simplest way is defining through the 
mean squared error (MSE) used for 2-dimensional images 
with size m × n where I and K are the original image and the 
stego image [4]. 

∑∑
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             (8) 

PSNR is defined by [4]: 

MSE
PSNR

b 2

10
)12(log10 −

=
            (9) 

2) Embedding capacity: Embedding capacity is the 
maximum amount of data that an image can be successfully 
embedded by a steganography algorithm. This criterion 
depends on the input image data and the number of embedded 
bits [4]. 

𝑏𝑝𝑝 = ℎ𝑖𝑑𝑑𝑒𝑛 𝑏𝑖𝑡𝑠
𝑡𝑜𝑡𝑎𝑙 𝑏𝑖𝑡𝑠

42T    
         (10) 
B. Experiment And Evaluating Formula Improvement 

Methods 
1) Scenario and experimental data: To evaluate the 

effectiveness of our proposed formula, we will do experiments 
on some images with a resolution of 512 * 512, which is the 
resolution commonly used for hiding information. Fig. 6 
below presents the images used to hide information. 

2) Experimental results: Table I below shows the 
distribution of thresholds. From there, we select a complexity 
threshold that balances image quality and memory capacity. 

Through the statistics in Table I and Fig. 7, we can see that 
with the proposed formula, blocks 8 * 8 usually have a value in 
the range from 0 to 0.2. This proves that the majority of blocks 
have threshold values from 0 to 0.2. The distribution diagram 
is similar to that of the classic formula. The only difference is 
that the equilibrium threshold is 0.2 and the threshold of the 
classic formula is 0.5. With classic formula, the threshold will 
be selected from 0.3 to 0.5 so we can speculate that the 
threshold of the improved formula is from 0.12 to 0.2. With 
this range, we can also see the ability to hide is about 50%. 
With the selected complexity threshold of 0.14, the 
experimental process will proceed as follows. Specifically, to 
test the maximum ability to hide information, we will use 3 
images in Fig. 6 as vessels, and then we check the maximum 
ability to hide information on each photo to give the results of 
the ability to embed. Besides, to test PSNR, we will embed the 

Beagle.png image (Fig. 8) to produce the results and calculate 
PSNR between the original image and stego image. 

(a) Jet.png                  (b) Baboon.png          (c) Peppers.png 
Fig. 6. Three Experimental Images. 

TABLE I. THRESHOLD DISTRIBUTION OF THE IMAGES IN FIGURE 6 

Capacity Baboon.png Peppers.png Jet.png 

0.05 92.85% 64.59% 60.56% 

0.1 80.74% 52.48% 48.44% 

0.15 56.52% 44.41% 40.37% 

0.2 40.37% 24.22% 12.11% 

0.25 20.18% 0.08% 0.08% 

0.3 0.04% 0.00% 0.00% 

 
Fig. 7. Distribution Diagram of the Thresholds Calculated by the Classical 

Formula [1]. 

 
Fig. 8. Beagle.png 

3) Experimental results: From the results in Tables II and 
III, it can be seen that the ability to hide information of 
improved BPCS, which we propose, is much better than 
classic BPCS with a complexity threshold of 0.4. The ability 
to hide information will increase by about 10% to 15% of the 
image capacity. Although this ability increases significantly, 
when compared to the PSNR index, it is not much different 
from the original algorithm. Although the PSNR index 
decreases by about 0.01, increasing the ability to hide 
information brings great benefits. This can be seen as a 
valuable improvement. Here we can increase the complexity 
threshold to 0.15 or 0.145 in exchange for a higher PSNR 
depending on the intended use. 
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TABLE II. COMPARING THE ABILITY TO HIDE INFORMATION OF EACH 
METHOD 

Capcity BPCS [1] 𝜶 = 𝟎.𝟒 BPCS [our proposal] 
𝝏 = 𝟎.𝟏𝟒 

Baboon.png 3503297 bit = 55.68 % 3810240 bit = 60.56 % 

Peppers.png 2612544 bit = 41.52 % 3048192 bit = 48.45 % 

Jet.png 1821056 bit = 28.94 % 2540160 bit = 40.37 % 

TABLE III. COMPARING IMAGE QUALITY AFTER HIDING INFORMATION 

Capcity BPCS [1] 𝜶 = 𝟎.𝟒 BPCS [our proposal] 
𝝏 = 𝟎.𝟏𝟒 

Baboon.png 53.43 53.42 

Peppers.png 53.44 53.43 

Jet.png 53.44 53.43 

V. CONCLUSION 
Applying the BPCS steganography technique to hide secret 

information or protect vessels is one of the best current 
approaches. In this paper, based on the procedure and the 
mathematical basis of the BPCS steganography technique, we 
proposed an innovative method to improve the quality of 
hiding information. The experimental results, which we 
performed in Tables II and III, proven that the method of 
improving the complexity calculation algorithm in bit planes 
gave good results not only for the ability to hide information 
but also to ensure the image quality. The research results will 
allow having many criteria to select the bit planes based on 
calculating their complexity for hiding information. At the 
same time, our computation proposal will also provide a new 
way for problems related to analyzing digital images in the 
face of the diversity and rapid development of the multimedia 
field. In the future, we will apply many other improved 
methods, especially the applying of different thresholds for 
each plane bits, in order to increase the capacity to hide 
information as well as image quality when hiding. 
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