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Abstract—Person-reidentification (Re-ID) is one of the tasks 

in CCTV-based surveillance system for verifying whether two 

detected objects are the same person or not. Re-ID visually 

matching one person or group in various situations obtained 

from different cameras or on the same camera but at different 

times. This method replaces the task of surveillance through 

surveillance cameras that was previously carried out 

conventionally by humans because it is prone to errors. The 

challenge of Re-ID is the pose of varied objects, occlusions, and 

the appearance of people who tend to be similar. Occlusion issues 

receive special attention since the performance of Re-ID can 

decrease due to partial occlusion. This can occur because the re-

identification process relies on features of the person such as the 

color and pattern of clothing. The occlusion resulted in the 

feature not being caught by the camera resulting in a re-

identification error. This paper proposed to overcome this 

problem by dividing the image into several parts (partial) and 

then processed in different neural network (NN) but with the 

same architecture. The research conducted is applying the CNN 

algorithm with the Siamese network architecture and applying 

the contrastive loss function to calculate the similarity distance 

between a pair of images. The test results show that the partial 

process obtained an accuracy of 86%, 77%, 68%, and 56% for 

occlusion data of 20%, 40%, 60%, and 80%. This accuracy is 

three to five percent higher than images without partial. 

Keywords—CCTV; CNN; video-surveillance; NN; contrastive-

loss 

I. INTRODUCTION 

Today’s surveillance cameras are common in public places 
such as shopping centers, airports, schools or offices. This 
technology has been used widely in applications related to 
vision such as video surveillance. With a surveillance camera, 
every event captured by the camera can be monitored or stored 
by the operator; therefore it can be analyzed if needed. 

One application of video surveillance is for criminal 
problems. Often a criminal investigator needs to find out where 
certain people appear based on pictures taken by the camera 
[1]. However this is not without problems. Relying on human 
intervention performance for surveillance of more than one 
cam- era requires expensive and inaccurate costs. The operator 
assigned to monitor more than one camera and carry out a 
manual matching process, is prone to errors. In addition, 
human performance is determined subjectively based on the 
experience of each operator therefore it can lead to differences 
in performance between operators  [2]. To handle this problem, 

monitoring activities are carried out by computers using the 
person re-identification (Re-ID) method. 

Re-ID is the process of matching certain people through 
different cameras [3]. Unlike identification which aims to get 
the identity of the object identified, the purpose of Re-ID is to 
match the same person on different cameras or at different 
times but on the same camera [4]. The first stage of Re-ID is to 
detect people on the camera, which is then followed by 
identification. The identification stage is the most important 
stage of Re-ID, since at this stage it is concluded whether the 
person is the same person or not. 

The challenge of Re-ID is the pose of varied objects, 
occlusions, and the appearance of people who tend to be 
similar [3]. Occlusion issues receive special attention since the 
performance of Re-ID can decrease due to partial occlusion. 
This problem is difficult to overcome since some parts of the 
body of people are covered by other people or objects in the 
environment [5]. On the other hand, performing a process of 
matching between detected images with a large number of 
images requires a long computational time [6]. 

Therefore, in this paper, the problem of partial occlusion at 
the re-identification stage can be dealt by dividing the image 
partially so that people can still be recognized even though 
some attributes are blocked from the camera. The image is 
divided into three parts, namely the head, body, and legs and 
then each part will be trained on a different neural network. 
This partial process can improve the accuracy of the data by 
occlusion [7]. Then the reidentification process uses the 
Siamese Network algorithm. The Siamese Network algorithm 
as a feature extraction is better in terms of accuracy compared 
to other methods, since this model has identical network layers 
and fewer datasets. The last layer of the Siamese Network as a 
layer to find the value of similarity between two objects with a 
distance function [8]. Siamese Network uses contrastive loss as 
a function of distance that is able to distinguish between 
objects in pairs [6]. 

Overall, this paper provides following major contributions: 
(1) Proposed a new strategy to apply partial regions division in 
Siamese Network based on human body proportion. (2) Utilize 
constructive loss for matching two difference objects. 
(3) Provide more detail investigation regarding to the effect of 
partial occlusion on person re-identification problem. 
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II. RELATED WORK 

Some research on Re-ID has been done in recent years with 
various methods to overcome various problem. Ku et al. in 
2018 doing research on Re-ID based on features extracted with 
CNN and manually selected [4]. In 2017, Gu et al. combined 
DPM and SVM for person reidentification [1]. J Liu et al. in 
2017 proposed method a novel multi-part compact bilinear 
convolutional neural network (CNN) model, which consists of 
a bilinear CNN and two part-networks aiming to learn the 
global features and the finer local features simultaneously [9]. 
However, these method weak against occlusion since occlusion 
can block images from camera so that features from images 
can’t be extracted. Another research about Re-ID for overcome 
occlusion problem was carried out by Song et al in 2017 by 
dividing the image into three equal parts [7] and Liu et al in 
2017 by dividing the image into four parts with overlapping 
[10] then processed in a separate neural network. 

Dividing the image into several parts of the same size 
allows an occlusion that blocks one part will have a significant 
impact on other parts because no part is prioritized. Based on 
previous research, our proposed method will modify images 

partial process by dividing images into three parts based on 
human body proportion consisting of head, body, and leg. This 
research also proposes the process of determining which parts 
are considered priority or have more features based on 
accuracy during the training process. Thus, occlusion that 
occurs in parts that are not a priority will not have a significant 
impact on the results of re-identification. 

III. THE METHOD 

The system aims to re-identify human objects on the 
surveillance camera. This system implements the siamese 
network algorithm which is partially processed in each sub-
region to overcome the occlusion problem in Re-ID. The 
research flow consists of data collection, pre-processing, 
feature extraction with CNN, similarity measurement with 
contrastive loss, and testing. While the design of the built 
algorithm is divided into two algorithms (i.e training and 
testing). The details of these stages will be explained in the 
following subsections. 

 

Fig. 1. Flowchart of the Proposed Method for Training Stage. 

 

Fig. 2. Flowchart of the Proposed Method for Testing Stage. 
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Fig. 1 and 2 show the design of the training and testing 
algorithm. In the training algorithm, the two images are 
extracted using an identical CNN architecture [11]. The 
features obtained will be calculated using a loss function. This 
process will be carried out continuously until certain conditions 
or iterations. Each subregion is processed separately. The 
model produced at the training stage will be used at the testing 
stage. In the testing phase, the test image pair feature will be 
extracted using the trained model. Then the feature distance of 
this image pair will be calculated using the Euclidean Distance. 

A. Data Collection 

The dataset used in this research was obtained from 
CUHK03 dataset [12]. In the CUHK03 dataset there are 1360 
identities and 13164 images, consisting of manual crop images 
and automatic detection. Fig. 3 shows the example of CUHK03 
dataset. 

B. Preprocessing 

The input image will be divided into several sub-regions 
then resize so that both images have the same resolution as 
shown in Fig. 4. Later each of these sub-regions will be 
processed separately on different neural networks. The purpose 
of this stage is to avoid occlusion. The image will be divided 
into eight sub-regions vertically with the same size. The 
division of these eight sub-regions is based on the proportion 
of human body height that is equal to the height of the human 
head itself [13]. 

C. Feature Extraction using CNN 

Feature extraction is the process of extracting features such 
as colors and textures from person images. CNN is the 
algorithm used in the process of extracting this feature. The 
CNN architecture design used is shown in Fig. 5. 

Fig. 5 is an initial design that will be used in this study 
adopted from Liu dan Huang (2017) [10]. Overall the 
architecture consists of two inception modules, one 
convolution layer, and one fully connected layer. The first 
Inception module consists of 16 convolution kernels of 5 5 
and 16 kernels of 3 3. The resulting map feature will be 
combined with input followed by 2 2 max pooling. The 
second inception module similar as the first inception module, 
except the convolutional kernel sizes are 3  3 dan 1  1. 
Different kernel sizes in the two inception modules aim to 
extract features from different resolutions. The last convolution 
layer consists of 16 kernels of 1 1 aims to reduce the depth of 
feature maps. 

D. Similarity Measurement using Contrastive Loss 

Similarity measurement is a function that provides the real 
value of the calculation results of the similarity between two 
objects. Similarity measurement is done to calculate the 
distance of similarity between a pair of person’s images. The 
contrastive loss function used in this research will calculate the 
distance between images. The architecture of constrastive loss 
is shown in Fig. 6. 

Contrastive loss can measure the distance between two 
images [6]. This function will encourage similar images to 
have a close distance and different images have at least an 

ecludian distance of a predetermined margin [14]. Contrastive 
loss is defined as follows: 

    
 

 
      

 

 
                             (1) 

where l is image label, m is margin, and D is Euclidean 
Distance of pair images. The output of this process is float 
value. The smaller number produced shows the closer 
similarity distance between two images and vice versa. 

 

Fig. 3. Selected Samples of CUHK03 Dataset [12]. 

 

Fig. 4. Preprocessing Illustration. 

 

Fig. 5. The Proposed CNN Architecture. 

 

Fig. 6. Contrastive Loss Architecture. 
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In addition to contrastive loss, there is one other loss 
function that can be used, namely triplet loss. Training with 
triplet loss is done by comparing the baseline vector (anchor 
image) with a positive vector (truth image) and a negative 
vector (false image), so that three images are needed as input 
[15]. By applying a margin between pairs of faces with the 
same identity and faces with different identities, triplet loss 
keeps faces of the same identity closer than faces of different 
identities in the embedding space as in Fig. 7. 

Triplet loss is defined as follows: 

                                          (2) 

Where d(A,P) is distance between anchor and positive 
images, d(A,N) is distance between anchor and negative 
images. 

E. Testing 

The testing phase is the stage of evaluating the performance 
of the proposed algorithm. This stage will compare the 
performance of the proposed method with a model without a 
partial process. The measured performance is the ability of the 
model in reidentifying data with occlusion. This data is an 
augmentation image with occlusion of 20%, 40%, 60%, and 
80%. Occlusions are randomly placed at the top or bottom of 
the image. An example of an occlusion image is shown in Fig. 
8. 

Test image using CUHK02 and RAiD dataset. CUHK02 
was collected at the Chinese University of Hong Kong using 
two cameras. Overall, this dataset has 7,264 images consisting 
of 1816 identities [16]. RAiD dataset was collected at the 
Winstun Chung Hall of UC Riverside. It is a four camera 
dataset with two indoor and two outdoor cameras. The cameras 
are numbered as 1, 2, 3 and 4 where cameras 1 and 2 are 
indoor while cameras 3 and 4 are outdoor. 43 people walked in 
these camera views resulting in 6920 images. Among the 43 
persons 41 people appeared in all the 4 cameras whereas 
person 8 is not present in camera 3 and person 34 is not present 
in camera 4 [17]. However only 250 images were used at the 
test stage. 

 

Fig. 7. Triplet Loss Illustration. 

 

Fig. 8. Example Data with Occlusion. 

F. Concatenate 

Concatenate is a process that is done in the testing phase. 
Concatenate will combine each distance from each sub-region 
(i.e., head, body, and leg). Each sub-region has a different 
probability based on the accuracy value obtained after the 
model has been trained; the higher accuracy of the sub-region, 
the greater probability of the sub-region. Each distance and 
probability value from each sub-region will be multiplied then 
added to obtain the final score. The next step is to determine 
the threshold obtained during the training process. Two images 
that have a final score below the threshold will be summed up 
as the same person. The process of determining probabilities 
and final scores is shown in the following equation: 

   
    

∑     
 
   

              (3) 

where pi is a probability of each sub-region dan acci is an 
accuracy of each sub-region. While the process of determining 
the final score is shown in the following equation: 

  ∑        
 
                (4) 

where D is final distance between pair images, di is 
distances of each sub-region, dan pi is probability of each sub-
region. Finally, the process of determining the image based on 
the threshold is shown in the following equation: 

      {
                    

                      
          (5) 

IV. EXPERIMENT AND RESULTS 

At the training phase the model has been determined 
several hyperparameters that are considered optimal, namely 
batch size 32 and Adam optimizer. Large batch size (more than 
512) decreases the quality of the model [18]. This is measured 
by the ability of the model to generalize data. While Adam's 
optimizer provides better performance in reducing error values 
compared to other optimizers such as SGD, AdaGrad, and 
RMS [19]. 

A. Loss Function Testing 

As mentioned before, there are two common loss functions 
in Siamese network, namely, contrastive loss and triplet loss. 
This test aims to compare the performance of two loss 
functions and analyze the effect of margin parameters on 
training results. Margin defines the radius around the 
embedding space of the sample so that different sample pairs 
only contribute to the loss function if the distance between the 
sample pairs is within the margin [14]. The results are shown 
in Table I. 

Table I shows that there is a significant difference between 
the two loss functions. Contrastive loss obtains a smaller loss 
value and higher accuracy in the train and validation data for 
every margin value except the margin value 3 for triplet loss, 
but requires a longer training time than triplet loss. This is 
because in contrastive, each data consists of two images and a 
label, while in triplet each data consists of three images, 
namely anchor, positive, and negative. Every two data on 
contrastive is equal to one data on triplet so contrastive loss 
requires a longer training time than triplet loss. 
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TABLE I. RESULTS LOSS FUNCTION TESTING 

Loss 

Function 
Margin 

Loss Value 
Acc  

Time 

(minutes) Train Validation 

Contrastive 

Loss 

1.0 0.016 0.075 92.3 30:40 

2.0 0.036 0.222 94.5 29:12 

3.0 0.062 0.487 93.9 29:18 

Triplet Loss 

1.0 0.019 0.271 88.6 17:59 

2.0 0.045 0.821 89.2 17:59 

3.0 0.071 0.787 89.6 17:58 

 

Fig. 9. Training Results Graph. 

Fig. 9 shows that there is overfitting in both loss functions, 
but the contrastive loss has decreased consistently in each 
epoch for the data train. Meanwhile, in the validation data, the 
value of margin 2 shows a decreasing graph that is more 
consistent than margins 1 and 3. In the triplet loss test, in 
addition to obtaining a loss value that is greater than the 
contrastive loss, the loss value does not consistently decrease. 
As shown in equations (1) and (2), if the resulting loss value is 
negative, then the value will be normalized to zero. This results 
in the loss of some of the information in the data. For example, 
data with a loss value of -2 has a more significant similarity 
between anchor and positive images or a significant difference 
between anchor and negative images than data with a loss 
value of -1. However, with the normalization of the negative 
value to zero, it causes the two data to be considered the same. 
This has resulted in overfitting in the triplet loss test. Even 
though contrastive loss also applies the same normalization, as 
previously mentioned, if two data in a contrastive are equal to 

one data in a triplet, so that when normalization occurs, the 
contrastive only loses information on one data, namely the 
distance between two images is the same, while in a triplet it 
will lose information. Information on the distance between the 
two data, namely, the distance of the anchor image - positive 
and the image anchor - negative. 

Furthermore, in the margin parameter, the margin value of 
2 gives the best results. Reidentification process can work well 
if applied to objects with the same class. As previously 
explained, the purpose of the margin is to keep the image pair 
actually consisting of the same object (person and person 
object) so that the image pair that has a distance greater than 
the margin will not contribute to the loss function or will be 
ignored. A margin value that is too small to make a small 
difference between the two objects will be ignored and will not 
contribute to the loss function, while a margin value that is too 
large will cause a pair of objects that are far enough apart to 
have an impact on the loss function because they are still 
within the margin radius even though the object is a objects of 
different classes (person and non-person objects). The impact 
on this loss function will affect the backpropagation process 
and parameter weight updates so that an incorrect margin value 
will reduce accuracy even though the loss value obtained is 
smaller. It can be concluded that contrastive loss with a margin 
value of 2 gives the best results. 

B. Model Training 

Each sub-region that has been divided will be trained to 
obtain a model that will be used at the testing stage. The 
training process uses 50 epochs. This stage also compares the 
performance of the architecture used with the Adaptive Spatial 
Feature (ASF) architecture [7] and Multi-part Compact 
Bilinear CNN (MCBCNN) Architecture [9] using the same 
dataset and parameters. Loss value and training time obtained 
as shown in Table II. 

The test results in Table II show that the ASF architecture 
requires the longest training time while the MCBCNN 
architecture requires the shortest training time. The length of 
time training is influenced by the number of parameters being 
trained. The ASF architecture has 289,470,848 parameters, 
while the proposed architecture has 89,160,288 parameters, 
and the MCBCNN architecture has 31,931,664 parameters. 
The number of parameters that must be trained makes the ASF 
architecture have the longest training time followed by the 
proposed architecture and the MCBCNN architecture. 
Meanwhile the training chart for each epoch is shown in 
Fig. 10. 

TABLE II. CNN ARCHITECTURE TEST RESULTS 

Architecture 
Loss 

Training Time 
Train Validation 

Proposed 0.2076 0.2095 07:07:58 

ASF 0.1167 0.2503 07:23:43 

MCBCNN 0.3550 0.6209 04:27:07 

(a) Contrastive Loss (b) Triplet loss. 

Margin:1.0 Margin:1.0 

Margin:2.0 

Margin:3.0 

Margin:2.0 

Margin:3.0 
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(a) Proposed Architecture. 

 
(b) ASF Architecture. 

 
(c) MCBCNN Architecture. 

Fig. 10. Loss Train and Validation. 

Fig. 10 shows a gradual decrease in the loss value as the 
epoch increases both in the data train and validation for each 
architecture. However, in Fig. 10(a), it can be seen that there is 
no big difference between the train data and validation. Thus, 
the inception module applied to the convolution layer with the 
aim of extracting features from different resolutions proved to 
be able to overcome overfitting. 

Fig. 10(a) shows the ASF architecture obtains the lowest 
loss value and the highest accuracy for the data train. In 
addition, there is also a decrease in the loss value as the epoch 
increases, but there is a large difference between the train and 
validation data so that it can be concluded that the ASF 
architecture is overfitting. One of the causes of overfitting is 
because each convolutional layer only uses one type of kernel 

with a small number of feature maps so that the features that 
can be extracted are limited. If you look at other CNN 
architectures that are sequential like VGG16 [20], there are 64 
feature maps in the first and second convolution layers, as well 
as 512 feature maps in the last three covolution layers so you 
can still extract many features even though you only use one 
kernel type at each convolution layer. 

C. Testing on Occlusion Data 

Testing on occlusion data uses a model that has been 
previously trained and implemented on occlusion data as 
shown in Fig. 11. This test will also compare the proposed 
partial process with the partial process in Adaptive Spatial 
Feature (ASF) [7] and Body Structure Based Triplet CNN 
(BSTCNN) [10] using same dataset and parameter. ASF and 
BTCNN partial process show in Fig. 11. 

Using a trained model, each sub-region obtains the 
accuracy, as shown in Table III. 

The results of the accuracy of each sub-region in Table III 
show the body parts represented by sub-region two in the 
proposed partial process and ASF obtained higher accuracy 
than other parts since this section has more features such as 
motifs and clothing colors. The foot sub-region has the lowest 
accuracy of the three partial processes, since the colors and 
motifs that tend to be similar between one identity and another 
make not many features that can be extracted in this sub-
region. Based on the accuracy in Table III, using equation (3) 
the probability of each sub-region is obtained as shown in 
Table IV. 

      
   (a)         (b) 

Fig. 11. (a) ASF; (b) BSTCNN Partial Process. 

TABLE III. ACCURACY OF EACH SUB-REGION 

Sub-Region 

Accuracy (%) 

Proposed ASF BSTCNN 

1 82 85 88 

2 92 89 82 

3 76 87 85 

4 - - 71 
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TABLE IV. PROBABILITY OF EACH SUB-REGION 

Sub-Region 

Probability 

Proposed ASF BSTCNN 

1 0.328 0.351 0.270 

2 0.368 0.367 0.251 

3 0.304 0.281 0.261 

4 - - 0.220 

The probability value in Table IV is a reference in 
determining the distance between a pair of images. The final 
distance of a pair of images is calculated based on the distance 
and probability value of each sub-region using equation (4). 
The accuracy of each partial process on occlusion data is 
shown in Table V. 

Table V shows that the proposed partial process has higher 
accuracy than other partial processes or images without partials 
on all occlusion data. Image without partials still obtained 
higher accuracy than partial ASF and BSTCNN processes at 
20% occlusion, but the subsequent occlusion obtained the 
lowest accuracy compared to others. This is because the greater 
of occlusion in the image, the fewer features that can be 
extracted because some features are lost due to the occlusion. 
The occlusion of one part of the image will greatly affect the 
calculation of the distance in the image without partial because 
all images are extracted using the same model. Unlike the 
image without partials, in the partial process each image will 
be divided into several sub-regions and processed separately 
using each model, so that the occlusion of one sub-region with 
a small probability value will not have a big impact on the 
calculation of the distance of a pair of images. 

TABLE V. ACCURACY OF OCCLUSION DATA 

Occlusion (%) Partial Process Accuracy (%) 

20 

Without Partial 82 

Proposed 86 

ASF 81 

BSTCNN 81 

40 

Without Partial 73 

Proposed 77 

ASF 74 

BSTCNN 73 

60 

Without Partial 65 

Proposed 68 

ASF 68 

BSTCNN 66 

80 

Without Partial 51 

Proposed 56 

ASF 55 

BSTCNN 53 

 

Fig. 12. Accuracy of Occlusion Data. 

As shown in Fig. 12, the proposed partial process gets 
higher accuracy since dividing the image according to the 
proportions of the human body. The sub-region of the body 
that has the highest accuracy has a higher probability value as 
well because this section contains important features such as 
color and pattern of clothing. Two other partial processes 
divide the image by equal size. The small difference in 
probability values between sub-regions makes this partial 
process not much different from images without partial 
processing. Overall, partial processing has been shown to 
improve accuracy in occlusion data compared to images 
without partial processing. 

D. Analysis and Discussion 

The results in Table V show that the proposed method 
obtained better accuracy than other methods and succeeded in 
increasing the accuracy compared to the model without partial 
processing. However, there are still some weaknesses in 
proposed method. 

Fig. 13 shows the error that occurs in the re-identification 
of the same pair. Part-2 and part-3 which are parts of the body 
and legs get a distance below the threshold value, while part-1 
which is part of the head gets a distance above the threshold 
since there is occlusion in that part. In some cases, the 
proposed method cannot re-identify if there is occlusion in all 
parts of one of the sub-regions or sections. This occlusion 
makes the distance from the sub-region far above the threshold 
so that it affects the concatenate process. 
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Fig. 13. Example Error Due to Occlusion. 

 

Fig. 14. Example Error due to Similar Feature. 

Similar features between two images with different 
identities can also cause errors. Fig. 14 shows an error due to a 
similar feature, namely color. Part-2 and part-3 get a smaller 
distance than the threshold, which means that the two images 
are the same identity even though the image is a different 
identity. This error occurs since both objects are wearing red 
and black clothes. In addition, the legs-part of the two objects 
use pants which tend to be similar and the background in this 
part is gray. 

Another factor that can cause re-identification errors is the 
difference in camera angles in recording images. Fig. 15 shows 
a pair of images of people with the same identity but taken by 
different cameras. Part-1, part-2, and part-3 get a distance 
greater than the threshold. The error in calculating this distance 
is caused by different feature conditions due to different 
camera angles. For example in part-2, there is a difference in 
the area of the blue bag object between the left and right 
images. Another example in part-1, a significant difference in 
the background of the object can affect the distance calculation 
because this part is also processed during feature extraction. 

 

Fig. 15. Example Error due to taken by Different Cameras. 

V. CONCLUSION 

In this paper introduced the partial Siamese network 
method using CNN as a feature extraction and contrastive loss 
as a function of distance in overcoming occlusion in person re-
identification. The CNN architecture used consists of two 
inception modules, one convolutional layer, and a fully 
connected layer. This architecture is proven to be able to get 
better performance than the other two architectures using the 
same dataset and parameters. In the testing phase, the distance 
of each sub-region will be multiplied by the probability value 
then added to obtain the final distance. An image pair that has a 
distance less than the threshold will be considered as a person 
with the same identity and vice versa. Overall, the proposed 
method is proven to be able to improve the accuracy of 
occlusion data compared to images without partiality, and two 
partial processes. In the future, several image enhancement 
methods [21] will be applied before the dataset is processed in 
a neural network so that it can overcome reidentification errors 
due to similar features. 
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