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Abstract—Nowadays e-commerce environment plays an 

important role to exchange commodity knowledge between 

consumers commonly with others. Accurately predicting 

customer purchase patterns in the e-commerce market is one of 

the critical applications of data mining. In order to achieve high 

profit in e-commerce, the relationship between customer and 

merchandise are very important. Moreover, many e-commerce 

websites increase rapidly and instantly and competition has 

become just a mouse-click away. That is why the importance of 

staying in the business, and improving the profit needs to 

accurately predict purchase behavior and target their customers 

with personalized services according to their preferences.  In this 

paper, a data mining model has been proposed to enhance the 

accuracy of predicting and to find association rules for frequent 

item sets. Also, K-means clustering algorithm has been used to 

reduce the size of the dataset in order to enhance the runtime for 

the proposed model. The proposed model has used four different 

classifiers which are C4.5, J48, CS-MC4, and MLR. Also, Apriori 

algorithm to provide recommendations for items based on 

previous purchases. The proposed model has been tested on 

Northwind trader’s dataset and the results archives accuracy 

equal 95.2% when the number of clusters were 8. 

Keywords—Apriori PT algorithm; C4.5; CS-MC4; Data 

mining; decision tree; e-commerce; K-means 

I. INTRODUCTION 

The technique of examining data from a different category 
is known as data mining [1]. This data contains important 
information, also in data mining additional knowledge will be 
extracted. Also, it is a helpful strategy for extracting and 
detecting patterns in huge data sets that incorporate methods 
from machine learning, statistics, and database system [2, 3]. 

Nowadays corporate organization is attempting to adopt a 
digital marketing strategy and competitive markets in order to 
gain worldwide commercial benefits. on the other hand, to get 
such competitive advantages, e-commerce businesses must first 
comprehend their customers' sentiments, thoughts, and seasons 
in relation to their products and services [4]. 

Competitive economy and customer repurchasing behavior 
are critical to a company's existence. Deeper marketing tactics 
and managerial decisions can be made with a better grasp of 
customers and their preferences [5]. A typical online retail 
store has thousands of transactions in its database, and it serves 
hundreds, if not thousands, of customers per day. Manipulation 
and processing of this data in various ways to provide a model 
with increased prediction accuracy allow for the extraction of 

novel knowledge that aids in one-to-one marketing, 
personalization, increased sales, and customer retention [6]. 
Network marketing has become a significant marketing 
technique, and as internet technology has advanced, many 
companies have built online stores to give customers 
purchasing materials. Because of the numerous benefits of e-
commerce, the number of people who engage in online trade, 
as well as the volume of transactions, has significantly 
expanded [7]. 

The difficulty in data mining applications is identifying 
valid, relevant, and intelligible information from raw and 
sparse data by mining frequent patterns for knowledge 
discovery [8]. One of the most important applications of data 
mining in the e-commerce sector is accurately anticipating 
client purchase habits because the number of e-commerce 
websites (both customer and merchandise) grows swiftly and 
instantly, and competition is only a mouse click away. To stay 
in business, providers must be able to reliably forecast 
customer buying behavior and target them with customized 
services based on their preferences. 

Machine learning (ML) techniques are one of the most 
techniques that are used as data mining techniques. Also, using 
ML to develop the learner model based on previous 
experiences and get new knowledge when the size of data 
becomes huge. ML has been used in many fields such as 
security [9, 10] medical field, e-commerce field and others. 

  e-Commerce data is referred to as "Big Data" therefore 
dealing with this data to extract the knowledge is considered a 
challenge [11]. In addition to size, using analytical approaches 
and solutions to extract patterns in hidden relationships in order 
to make better decisions and get new knowledge makes it more 
complicated. Furthermore, choosing suitable algorithm to get 
the best pattern and extract the knowledge to improve the 
performance is also not easy. 

The data mining applications have problems in the mining 
of recurrent patterns seeking knowledge discovery in order to 
identify valid, useful and understandable information out of 
raw and sparse data. 

Applying a data mining model to enhance the accuracy of 
prediction in the context of e-commerce and dealing with big 
data to extract the knowledge at a reasonable time is an 
important task.  Also, presenting suggestions for associated 
item set using a prior PT algorithm to help the customer is a 
desirable task. 
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The major contributions in this paper are as follows: 

1) Applying data mining algorithms in such a way to 

provide a model that predicts customers‟ next purchase and 

recommends it to them. 

2) Providing a comparison between different decision tree 

classification algorithms to choose the best classification 

algorithm for a product recommendation system based on a set 

of considered parameters. 

3) Clustering the data to enhance the runtime and using 

Apriori PT association rule algorithm to extract the set of 

items. 

The rest of the paper is organized as follows: Section 2 
presents related works and Section 3 presents data collection 
while Section 4 gives the suggested system framework and 
major contribution. Moreover, the experiment results are 
shown in Section 5, and the conclusion is presented in 
Section 6. 

II. RELATED WORK 

The rise in popularity of social media has ushered in a new 
era for e-commerce, transforming online shopping. Several 
studies have been proposed to enhance the performance for the 
prediction in e-commerce [12]. Also, some of them used to 
predict the customer opinion based on the comments [4]. This 
section presents different classification algorithm that has been 
used in the literature for data miming or for classifying. 

The related data mining algorithm has been presented for e-
commerce but from different perspectives. On the other hand, 
the proposed approaches have differed from the contribution of 
this paper such as the objectives and the datasets and the way 
that the proposed model is designed. This section presents the 
data mining algorithms and how it has been used in the context 
of e-commerce. 

A. K-means 

The k-means algorithm is a data mining technique that 
splits entities into K groups based on attributes or features, 
where K is a positive integer number [13]. In order to group 
data, the sum of squares of distances between data and the 
respective cluster centroid is minimized. K-mean clustering is 
used to organize data into categories. Fig. 1 shows the K-
means algorithm when the number of clusters has been selected 
to be 5. 

 

Fig. 1. Dataset Attributes and Types. 

Anitha and Patil applied the Recency, Frequency and 
Monetary model (RFM) and deploy the principles of dataset 
segmentation using the K-Means Algorithm.  This model 
objective is to employ business intelligence (BI) in recognizing 
potential customers by providing timely data that is relevant to 
the retail industry's business units. The used data was based on 
systematic research and scientific applications in the analysis 
of sales history and consumer purchasing behavior. The data, 
carefully selected and organized as a result of this scientific 
research, not only increase business sales and profits but also 
provides intelligent insights for predicting consumer 
purchasing behavior and related patterns. They also used the 
KMeans clustering algorithm Silhouette Analysis to evaluate 
the clusters by varying the number of clusters. Based on the 
Silhouette Score, they concluded that they could analyze the 
up-to-dateness of the sale, the frequency of the sale, and the 
money of the sale and find the best solution. [14]. 

Mulyawan and et al analyzed the behavior of customer 
shopping by made web shopping. Analyzing and 
comprehending clients purchasing patterns might assist web 
shopping in determining what they are seeking. Based on a 
“transaction” data set, they used Frequency and monetary (FM) 
analysis. They then divided the clients into groups based on 
how frequently they bought, how much they bought, and how 
much the acquired item was worth. They also clustered 
customers based on their transactions using the K-means 
method. The study indicates that the K-means algorithm 
suggestion products were successfully achieved and shown on 
the customer page [15]. 

B. Classification by Decision Tree Induction 

Databases have plenty of interesting hidden information 
that can be intelligently used for decision-making. Decision 
trees are known as classification trees and they are used in 
machine learning due to their ability to handle both discrete 
and continuous data in big databases and their easy 
implementation. 

Redouan ABAKOUY and et al employed a learning model 
for predicting the “clicks” and "conversions" of targeted 
marketing emails. They compared algorithms of regression and 
classification for predicting whether an email sent will be 
opened, clicked, or converted by the intended recipient or not. 
The features gathered from the emails and client profiles were 
used to create the model. They compared categorization 
approaches for predicting whether an email sent to a possible 
recipient will be opened or not. They are the SVMs classifier 
and the C4.5 Decision Tree classifier. In all the cases, the 
Decision Tree classifier results outperform the SVM. [16]. 

For e-commerce logistics businesses to manage enormous 
client bases and develop long-term and profitable connections, 
Luk and et al presented an intelligent customer identification 
model (ICIM). This ICIM comprises a historical view and 
analysis of all existing or potential consumers. That model 
aided in the accurate identification of actual consumer needs, 
as well as the classification of new clients in the future in the 
shortest period possible. The ICIM combines the k-means 
clustering technique and the C4.5 classification algorithm to 
extract important hidden knowledge from both continuous and 
discrete variables [17]. 
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1) C4.5 Decision tree: C4.5 is an improved version of the 

greedy, top-down, recursive, divide-and-conquer ID3 

algorithm; the improvement in the algorithm included its 

ability to handle continuous variables, prune the tree after 

being created and its ability to deal with missing values. C4.5 

rules are then constructed by greedily prune conditions from 

each rule if this decreases its estimated error. 

2) Improved J48 decision tree classification algorithm: 

The J48 algorithm is a well-known machine learning algorithm 

that is based on the J.R. Quilan C4.5 algorithm [18]. In this 

paper, the algorithm is evaluated against C4.5 for verification 

purposes. With this technique, a tree is built to model the 

categorization process using this technique. Once the tree has 

been constructed, it is applied to each tuple in the database, 

yielding categorization for that tuple. 

3) CS-MC4 Decision tree algorithm: The main goal of 

decision tree induction algorithms is to increase accuracy while 

minimizing costs. The m-estimate smoothed probability 

estimation process, which is a generalization of the Laplace 

estimate [19], is used in the cost sensitive decision tree 

algorithm. This approach decreases the expected loss by 

detecting the best prediction within leaves using a 

misclassification cost matrix. 

Table I presents a comparison between different 
approaches that have been proposed for e-commerce. The 
comparisons have been done in terms of the algorithm that is 
used, the datasets and the experiment results. On the other 
hand, in this paper different data mining model has been 
proposed that aims to enhance the prediction in addition to 
apply the prior algorithm to generate a rule for association 
items. 

TABLE I. COMPARISON BETWEEN DIFFERENT DATA MINING 

APPROACHES 

Reference Dataset 
Proposed 

approach 
Results 

[20] 

Amazon DVD 
musical product:- 

.Net Crawler, 9555 

reviews  

Hybrid 

approaches  

Precision: - 0.89, 

Recall: - 0.84,  
F-Measure: - 0.86  

[21] 

Review of cellphone 

& accessories:- 

21600 reviews [22] 

Linear 

support vector 

machine  

Accuracy: - 93.52%  

[11] 
UCI Machine 

Learning Repository. 
Decision Tree Accuracy: - 95%  

[23] Data in [24] 

C4.5 Accuracy: - 86.59%  

Random 

forest 
Accuracy: - 86.78 

C. Apriori PT Association Rule Algorithm 

Yuanzhu and et al present a study that implements the 
Apriori algorithm and C5.0 which are considered as association 
rules; also, decision tree techniques for data mining [25]. It has 
been used to help managers or decision maker people to extract 

knowledge „from‟ and 'about' customers in order to determine 
their preferences, allowing enterprises to develop the correct 
goods and achieve a competitive advantage. 

The findings show that the knowledge-based approach is 
effective, and the returned knowledge is represented as a set of 
rules that can be used to identify relevant patterns for both new 
product development and marketing tactics. 

The original Apriori algorithm was proposed by Agarwal 
and Srikant in 1994 [26]. Apriori is constructed to operate on 
transactional databases; the algorithm determines item sets in 
the database that are subsets of at least one transaction. Apriori 
PT is an enhancement of this algorithm that works well with 
big data by: 

Step 1 - find all frequent elements that have support more 
than the minimum support needed. Step 2 - the set of frequent 
elements to build association rules with a high enough level of 
confidence. 

Pruning -using the fact that any subset of a frequent item 
set should be frequent. 

III. DATA COLLECTION 

The real lifetime large transactional data set from Kaggle to 
test the purposed model. The northwind.mdb sample 
transaction database has been used to test the robustness of the 
proposed model. The dataset passed through preprocessing 
phases to meet the requirements for each selected algorithm 
such as data type conversion from continuous to discrete was 
also handled for prediction purposes. 

Northwind originally consisted of many tables with 
relations between them, each table consists of many details. In 
this paper, processing and understanding the dataset have been 
done. Furthermore, 2155 product sales on 8 product categories 
of 77 different item types for 91 different customers have been 
taken into consideration. Also, the demographic variable such 
models, gender and customer job have been taken. Table II 
presents the dataset details while Fig. 2 contains further dataset 
details. 

TABLE II. CHARACTERISTICS NORTHWIND DATABASES 

Attribute Category Information 

Customer ID Discrete 89 values 

Gender Discrete 2 values 

Customer Job Discrete 12 values 

Order ID Continue - 

Category Name Discrete 8 values 

Product Name Discrete 77 values 

Unit price Continue - 

Quantity Continue - 

Discount Continue - 

Extended Price Continue - 
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Fig. 2. Dataset Attributes and Types. 

IV. SYSTEM FRAMEWORK 

Fig. 3 presents the proposed model which went through a 
group of phases. In the first phase a normalization and 
duplicate removal have been done, then k-means clustering 
was performed in the second phase. In the next phase, the data 
was split into training and testing. Moreover, the modeling 
stage has been built based on four algorithms which are C4.5, 
J48, CS-MC4, and MLR. Also, a prior PT algorithm has been 
applied to get the association rules. 

The proposed system firstly starts by deciding how many K 
clusters need to split the dataset. The centroid or center of these 
clusters has been randomly chosen to start the calculation for 
the whole data.  Moreover, to divide the dataset into clusters 
this will be done based on the distance between each object and 
the centroid to categorize the objects based on the minimum 
distance (closest centroid). Table III presents the characteristics 
of the K-means clustering algorithm and the number of clusters 
that are generated in the proposed model. 

 

Fig. 3. The Proposed Data Mining Model. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 2, 2022 

425 | P a g e  

www.ijacsa.thesai.org 

TABLE III. K-MEANS CLUSTERING PARAMETERS 

Name Description Value 

Distance function 

The distance function 
to use for instances 

comparison. 

Fixed - Euclidean distance 

Number of clusters 
The number of clusters 

to be created. 

Dynamic –  starting with 2 
clusters and finished at 12 

K= 2, 8, 10,12 

Max Iterations 
Set the maximum 

number of iterations. 
Fixed - 500 

Seed 
The random number 

seed to be used. 
Fixed - 10 

In this paper, the dataset has been clustered into different 
clusters which are 2,8,10,12. Furthermore, the maximum 
iteration that is used is 500 while the fixed Euclidean distance 
is used for instances comparison between the records. Also, the 
random number called seed that is used is 10. 

The Euclidean distance or the Manhattan distance is used to 
cluster data when utilizing the K means technique as shown in 
equation 1. If the Manhattan distance is employed, the 
component-wise median rather than the mean is used to 
calculate the centroids [27]. 

 (   )   √∑ (     )
  

               (1) 

Classification's fundamental goal is to accurately anticipate 
the target class for each record. Its training procedure seeks to 
uncover correlations between predictor and target variables. 

Classification algorithms [28, 29] differ in the strategies 
employed to identify these associations, which are further 
summarized in a model then applied to a record (test data) 
where the class label is unknown. 

The modeling stage is built based on four algorithms which 
are C4.5, J48, CS-MC4, and MLR. Each algorithm has been 
applied on the whole clustered dataset, then substituting error 
rates for each. Moreover, unbiased error rate estimation „10 
folds cross-validation was used to evaluate each learning 
algorithm. Table IV presents the parameters that have been 
used by C4.5 algorithm and the splitting ratio for the dataset. 

In the proposed model the weighted total of the error 
estimates for all of the subtree's leaves has been used to get the 
error estimate. The upper bound of the error estimate for a node 
is derived as shown in equation 2, where f represents the error 
on the training data and N is the number of instances covered 
by the leaf. 
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TABLE IV. C4.5 DECISION TREE PARAMETERS 

Minimum Size of Leaves 5 

Confidence level - lower values incur heavier 

pruning 
25% 

Cross Validation 10 folds 

Train-Test 80% (train) 20% (test) 

The parameters for J48 algorithm that have been used in the 
proposed model are presented in Table V. more details about 
these parameters in [30]. The default Number of Folds has 
been used which is 3 and the seed was 1. 

TABLE V. J48 TREE PARAMETERS 

Collapse Tree yes 

Confidence Factor 25% 

Min. No. of Objects 2 

Number of Folds 3 

Seed 1 

Use MDL Correction True 

Unpruned False 

Cross Validation 10 folds 

Subtree Raising True 

Table VI shows the parameters applied to implement 
CSMT4 algorithm. 

TABLE VI. CS-MC4 CLASSIFICATION TREE SUPERVISED PARAMETRS 

Minimum Size of Leaves 5 

Lambda 3 

Cross Validation 10 folds 

In the next step, Apriori PT Christian Borgelt‟s as shown in 
Fig. 4 was applied, which is a highly effective association rule 
generator, it can handle large datasets quickly.  Further 
processing has been done before using Apriori algorithm. The 
processed data consisted of 830 transactions and 77 attributes. 
The "item types” was set to „yes' for each item purchased by 
each transaction and 'no' otherwise. Also, the main support was 
set at 0.1 (10%), the min confidence min as 85%, the max 
cardinal of the item was set as 4 (Max Card Item sets). 

 

Fig. 4. Input Data for Apriori PT Algorithm and Algorithm Pseudocode. 
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The association rules were generated based on the proposed 
model. Here is a sample set of generating rules which are 
related to the attribute number. If attribute 39 and attribute 77 
are combined, then the attribute for 46 should represent the 
product reality-lifetime and unique ids this means if a customer 
purchased item number 39 and item number 77 then item 46 
most probably will be bought.  Thus, the proposed model 
recommends this item to that customer. Finally, to test the 
usability of the proposed model we applied the model to the 
real-life time usability of big Dataset and the model showed 
high robustness. 

One of the strong features of C4.5 algorithm is its ability to 
handle discrete and continuous data types, this feature was 
used and the algorithm was implemented on clustered data, 
with 96.9 % accuracy. 

V. EXPERIMENTS AND RESULTS 

This section presents the experimental results for the 
proposed model. Moreover, each of the above-mentioned 
decision trees is executed for each learning method on the 
whole dataset. After that, we substituted error rates for each, 
then we use unbiased error rate estimation „10 folds cross-
validation‟ to evaluate each learning algorithm. 

A. The Performance Measurement 

In this paper, the accuracy and the error rate have been used 
to measure the performance of the proposed model and 
measure the performance of each classifier. 

1) Accuracy: It is referring to the proportion of valid 

predictions (including true positives and true negatives) among 

the total number of cases analyzed is the accuracy [31]. 

Classified by the classifier as shown in equation 3: 

         
     

           
             (3) 

2) Error-Rate: It's also known as the Misclassification 

rate, and it's calculated as 1-Acc (M), where Acc (M) 

represents M's accuracy, as given in equation. 4: 

             
     

           
            (4) 

Table VII shows the experiment results for all classifiers in 
terms of the accuracy and error rate for each classifier on 
different clusters size. The experiment results have been done 
on the dataset based on clustering it into a different cluster. K-
means algorithm has been used to reduce the size of the dataset 
and enhance the speed and performance of the classifiers.it can 
be noticed that when the size of the cluster was 10 the best 
accuracy has been reached compared with other clusters size. 

Moreover, C4.5 outperforms the other classifiers in terms 
of accuracy in all clusters size. On the other hand, CS-MC4 has 
reached the lowest accuracy compared with the other 
classifiers in all clusters size. 

The results turn out that using 10 clusters gave petter 
results for the C4.5 algorithm that is reach 96.9% accuracy 
while when 8 clusters have been used MLR reach 89%. C4.5 
can handle discrete and continuous data types; it is used this 
strong point feature and implemented the algorithm on 
clustered data. 

When j48 induction tree algorithm has been applied to „10‟ 
k-means clustering dataset the prediction accuracy was 93.8%. 
The testing has been performed in the 10-fold cross validation. 
After that, the results are then used to generate decision rules. 

TABLE VII. THE COMPARISONS BETWEEN DIFFERENT ALGORITHMS FOR DIFFERENT CLUSTERS NUMBERS 
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Fig. 5. The Runtime for the Proposed Model with different Clusters. 

Fig. 5 shows the results for the runtime that is needed when 
the different size of clusters has been used. It can be noticed 
that when the number of clusters increases the runtime is 
increasing. It can be noticed that when the data has clusters into 
any two clusters the runtime that has been taken was 
50msWhile when the number of clusters becomes 12 the 
runtime reached approximately 7 times greater than when the 
data was 2 clusters. 

Table VIII illustrated the size of the decision tree in terms 
of the number of leaves and number of nodes that are generated 
by C4.5 algorithm, J48 algorithm and CS-MC4 algorithm for 
the dataset in terms of the number of nodes and the number of 
leaves. 

TABLE VIII. NUMBER OF NODES AND LEAVES FOR EACH CLASSIFIER 

Algorithm C4.5 J48 CS-MC4 

No. of nodes 35 57 83 

No. of Leaves 18 23 45 

Fig. 6, Fig. 7, Fig. 8 and Fig. 9 represent the accuracy for 
different algorithms based on different cluster sizes.  The 
clusters that have been selected were two, eight, ten and twelve 
respectively.  It can be noticed that when the cluster size was 
10 all classifiers reach a better accuracy compared with other 
cluster sizes. Also, the results for C4.5 algorithm outperforms 
the other algorithms in all cluster size. 

 

Fig. 6. The Accuracy for different Classifiers when k=2. 

 

Fig. 7. The Accuracy for different Classifiers when k=8. 

 

Fig. 8. The Accuracy for different Classifiers when k=10. 

 

Fig. 9. The Accuracy for different Classifiers when k=12. 

VI. CONCLUSION 

In conclusion, this paper achieved higher accuracy for 
predicting in the proposed data mining model. Also, it gives an 
indicator for the suitable size of the clusters that should be 
selected for northwind.mdb. Moreover, the proposed model 
suggests the most association items that are related to each 
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other. It amid to understand the purchase behavior to predict 
customer next purchase based on a set of selected parameters 
when Apriori PT algorithm has been used. On the other hand, 
the proposed model aimed to enhance the prediction for a huge 
database. The experimental results show that J48 and C4.5 
algorithms produce high accuracy measurements compared 
with other algorithms. 

In this paper, Apriori PT is applied for a fast and powerful 
association rules generation in e-commerce customer 
purchasing field. Moreover, data clustering has provided a 
good performance, such as the run time of the proposed model 
or the accuracy. Clustering the dataset does not affect the value 
of the data. Finally, the proposed model achieved 95.2% 
accuracy when the number of clusters was assigned to be 8 for 
C4.5 algorithm. On the other hand, the CS-MC4 algorithm 
achieved the lowest accuracy when the number of clusters was 
2 it reached 62.7%. 
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