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Abstract—Recent years, edge computing has been getting
increased attention due to its ultra-low delay service deliveries.
Plenty of works have focused on the performance improvement
of edge computing by e.g., edge server deployment, edge caching,
and task offloading. While, there is a lack of work on improving
the investment cost for building or upgrading the edge site
deployment by making a decision on which places edge sites
are deployed. In this paper, we focus on the edge site deployment
problem (ESDP) to maximize user coverage with fewest edge sites.
We first formulate ESDP into a binary nonlinear programming
with two optimization objectives of user coverage maximization
and edge site minimization, and prove that ESDP is NP-complete.
Then, we propose a hybrid meta-heuristic algorithm to solve
ESDP with polynomial time complexity, which combining the
crossover and mutation operators of genetic algorithm with self-
and social-cognition of particle swarm optimization. At last, we
conduct extensive simulated experiment based on a real data set to
evaluate the performance of our proposed algorithm. The results
show that our algorithm achieves 100% user coverage with much
fewer edge sites than other seven meta-heuristic algorithms, and
has a good scalability.

Keywords—Edge computing; edge deployment; GA; PSO; meta-
heuristic

I. INTRODUCTION

Over the past two decades, cloud computing has been
applied in all fields, due to its numerous benefits, e.g., on-
demand, flexibility, reliability [1]. But in recent years, cloud
computing alone cannot satisfy real time requirements of
many user requests [2], especially in mobile networks. This
is mainly because cloud resources are shared by users around
the world and cloud computing platforms provide services
over Wide Area Networks (WAN) that generally have high
latencies. In addition, more and more users request services
by mobile devices nowadays [3] with the rapid development
of communication and network technologies, which results in
a highly dynamic locations where requests are initiated and
thus a much fluctuating communication performance between
users and cloud computing platforms.

Therefore, in recent years, edge computing is becoming
more and more popular in both industry and academia, because
it can efficiently compensate for the shortcomings of cloud
computing [4], [5]. In edge computing, some computing and
storage resources are deployed close to user devices, and thus
ultra-low latency services can be provided for users. While, due
to the distribution and heterogeneity of limited edge resources,

it is a very challenging work to provide high quality services
for all users. Many works have focused on addressing the
challenge in various aspects including edge server placement
[6], [7], edge caching [8], [9], task offloading [10], [11]
and so on. While, all of works assume that edge sites have
been deployed, where edge resources are placed and used for
processing requests. For each request, it can be accepted by
closely located edge sites, because edge sites provide Local
Area Network (LAN) connections for users usually by wireless
networks in a short distance. Thus, the locations of edge sites
have an effect on the service quality, by deciding which edge
resources can be used for processing every request. Therefore,
in this paper, we focus on the edge site deployment problem
(ESDP) that is deciding which of multiple candidate places to
be edge sites.

For a user, if it is not covered by the network signal of
any edge site, then it cannot communicate with any edge site.
In such case, the user’s requests cannot received by an edge
site, and thus cannot be processed by edge resources, which
can cause major performance degradation of these requests.
Therefore, in this paper, we identify maximizing user coverage
as a major objective, which is maximizing the number of users
that are covered by the network signal of at least one edge site.
As the profit maximization is the first aim of service providers,
in this paper, we consider the deployment cost as the second
optimization objective by minimizing the number of deployed
edge site.

Due to geographical characteristics and urban planning,
candidate places generally are dispersive. This leads to that
ESDP is a discrete optimization problem and hard to be
solved precisely. Therefore, in this paper, we exploit meta-
heuristic algorithms for solving ESDP, due to their powerful
search ability [12]. To be specific, we consider to exploit
Genetic Algorithm (GA) and Particle Swarm Optimization
(PSO), which are most representative evolutionary algorithm
and swarm intelligence, respectively. GA, inspired by Darwin’s
theory of evolution, has powerful global search ability by
evolutionary operators but usually convergences slowly [13].
PSO is designed based on the movements of birds for foraging,
which has high convergence speed but is easily trapping into
local best positions [14]. Thus, GA and PSO are complement
each other, and we design a hybrid meta-heuristic algorithm
by combining their advantages for providing a ESDP solution
with maximized user coverage and minimized monetary cost.
In brief, the contributions of this paper are as followings.
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• First, ESDP is formulated as a binary non-linear
programming, and its hardness is proven. The objec-
tives include the user coverage maximization and the
monetary cost minimization.

• Then, a hybrid meta-heuristic algorithm is proposed
for solve ESDP in polynomial time complexity by
combining GA and PSO. The hybrid algorithm uses
the swarm evolving framework of PSO to exploit the
self- and social-cognitions, and employs the mutation
and crossover operators of GA to ensure the popula-
tion diversity for a powerful global search ability.

• At last, the performance of proposed algorithm is
evaluated by extensive simulated experiments that are
designed based on a real data set. Experiment results
show that the proposed algorithm achieves 100%
user coverage and requires much less edge sites than
several other meta-heuristic and hybrid algorithms.

The rest of this paper is organized as followings. Section II
presents the formulation of ESDP. Section III illustrates the
proposed meta-heuristic algorithm, and section IV shows the
performance evaluation results. Section V discusses the related
works. At last, Section VI concludes this work.

II. PROBLEM STATEMENT

In this paper, we consider to select part of multiple
candidate places to deploy edge sites for providing edge
computing services. Assuming that there are P candidate
places represented as pi, 1 ≤ i ≤ P . For candidate place
pi, its location is (lPi,1, l

P
i,2), which can be either latitude and

longitude in geographic coordinate or horizontal and vertical
values in Cartesian coordinate. When an edge site is decided
to be deployed on pi, there will be mi monetary cost. For
each edge site, the maximal distance of network signal is S.
This is meaning that a user is covered by an edge site or a
candidate place if and only if their distance is smaller than S.
The edge site deployment decisions can be indicated by binary
variables xi, 1 ≤ i ≤ P , where xi = 1 means pi is selected
for deploying an edge site, and xi = 0 means not. In this case,
the total monetary cost C can be calculated by Eq. (1).

C =

P∑
i=1

(mixi) (1)

In the considered edge computing, there are U users
(uj , 1 ≤ i ≤ U ). The location of uj is (lUj,1, l

U
j,2). Then,

the distance (d) between users and candidate places can
be calculated by Eq. (2) and (3), respectively, when using
geographic and Cartesian coordinate systems. Where R is the
earth radius, which is usually set as 6371.393 kilometres.

di,j = R arccos(cos lUi,1 cos l
P
j,1 cos(l

P
i,2 − lUj,2)

+ sin lPi,1 sin l
U
j,1)

(2)

di,j =
√

(lPi,1 − lUj,1)
2 + (lPi,2 − lUj,2)

2 (3)

Then, the cover between users and candidate places can be
achieved by Eq. (4), where ci,j = 1 represents uj is covered by
pi, and uj can be served by the edge site deployed on pi during

the operation of edge computing. And, we can get the set of
covered users for each candidate places, Ci = {uj |ci,j = 1},
and the set of all covered tasks by selected candidate places,
C = ∪xi=1Ci. Now, we can calculate the overall user coverage
by Eq. (5).

ci,j =

{
1, if di,j ≤ S

0, if di,j > S
(4)

Q =
|C|
U

× 100% (5)

Based on above formulations, we can now model ESDP
as following optimization problem. The two objectives are
maximizing the user coverage (Eq. (6)) and minimizing the
cost of deployed edge sites (Eq. (7)) , respectively. Decision
variables include xi, 1 ≤ i ≤ P , which are all binary. As
the nonlinear of Eq. (5), the ESDP is a binary nonlinear
programming.

maximizing Q, (6)
minimizing C. (7)

In this paper, we consider coverage maximization as the major
objective. Then, the two objectives Eq. (6) and Eq. (7) can be
convert into one, as shown in Eq. (8). UQ = |C| is the number
of covered users.

∑P
i=1 mi is the total cost when all candidate

places are selected for deploying edge sites, which is greater
than or equal to C, and thus C∑P

i=1 mi
≤ 1.

maximizing O = UQ− C∑P
i=1 mi

(8)

Next, we proof that ESDP is NP-Complete, which means
no polynomial algorithm can exactly solve it unless P=NP,
and in the next section, we will present a hybrid meta-
heuristic algorithm to solving it in a polynomial algorithm
with global search abilities of GA and PSO. Considering an
instance of ESDP, all user can be covered and costs of edge
site deployments on all candidate places are identical. Then,
the ESDP instance is to minimize the number of deployed
edge sites with 100% user coverage, which can be formulated
following optimization problem. Objective (9) is minimizing
the number of selected candidate places for deploying edge
sites. Constraints (11) require that every user must be covered
by at least one selected candidate place or deployed edge site.
Constraints (11) represent that decision variables are binary.
Therefore, the ESDP instance is binary linear programming
which has been proven as NP-complete [15]. Thus, ESDP is
NP-complete.

minimizing
P∑
i=1

xi, (9)

subject to,

P∑
i=1

ci,jxi ≥ 1, 1 ≤ j ≤ U, (10)

xi ∈ {0, 1}, 1 ≤ i ≤ P. (11)
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III. HYBRID GA AND PSO FOR EDGE SITE DEPLOYMENT

In this section, we propose a hybrid meta-heuristic algo-
rithm aiming to search a global best solution for ESDP. In this
paper, we choose to employ GA and PSO, and will exploit
other meta-heuristics for more powerful global search ability
and efficiency. The reasons of choosing GA and PSO are two-
fold. One is that both GA and PSO are most representative
meta-heuristic algorithms and have widely used in various
fields due to their good performance and easily implementa-
tions [14], [16]. Another is that one’s advantage can make up
another’s disadvantage for GA and PSO, as GA has powerful
global search ability but slow convergence speed, and on the
contrary, PSO has fast convergence speed but is easily trapping
into local optima. Fig. 1 gives the flow chart of our proposed
hybrid meta-heuristic algorithm for ESDP, which is represented
by PGSAO.

Solution representation (binary 
coding): the selection of candidate 

places for deploying edge sites

Initializing population, every 
individual's personal best and the 

global best

Terminal condition is 
met

all individuals are 
evolved

Getting the next individual

Crossing the individual with 
another random one

Crossing the individual with 
its personal best

(exploiting self-cognition)

Crossing the individual with 
the global best 

(exploiting social-cognition)

Mutating the individual

Updating the individual's 
personal best and the global 

best

Getting the solution 
corresponding to the global best

End

Start

N

YN

Y

Fig. 1. The algorithm flow chart of the hybrid GA and PSO for edge site
deployment.

As shown in Fig. 1, at first, PGSAO employs a binary cod-
ing method to establish the solution space for meta-heuristic
algorithms’ searching. A solution of ESDP is represented
as a P -dimensional vector, ⟨x1, x2, ..., xP ⟩, where values in
all dimensions are binary, indicating whether edge sites are
deployed on the corresponding places. During the search, there
is a fitness function used for evaluating the goodness for each
individual/solution. In this paper, we identify user coverage
maximization as the major objective and deployed edge site
number as the minor objective. Thus, the fitness function of

PGSAO is defined as Eq. (12).

f = |C|+
∑P

i=1 xi

P
. (12)

Given the solution space and the fitness function, PGSAO
first initializes a population consisting of multiple individuals
(chromosomes, particles), where every individual is a solution,
by randomly setting a value on each dimension of every
individual. Then, for each individual, PGSAO evaluates its
fitness, and records itself as its personal best. After the fitness
evaluation, PGSAO finds the individual with the highest fit-
ness, and records it as the global best. Now, PGSAO proceeds
to the evolutionary stage to upgrade individuals for retrieving
better or even global best solutions.

In the evolutionary stage, PGSAO repeats upgrading the
population by performing crossover and mutation operators on
every individual as following steps until the terminal condition
is met. (1) The individual is crossed with another one that
is selected randomly with the crossover probability, which is
same to GA. (2) The individual is crossed with its personal
best with the crossover probability, which is exploiting the
self-cognition of PSO. (3) The individual is crossed with the
global best with the crossover probability for employing the
social-cognition of PSO. (4) The individual is mutated with
the mutation probability, as done by GA for increasing the
population diversity. (5) For each individual, by three crossover
operators (steps 1, 2, and 3) and one mutation operator (step 4),
total seven offspring are produced (two for a crossover and one
for a mutation). At the end of each individual’s evolution, its
personal best and global best are updated as the best offspring
when an offspring has better fitness.

In this paper, to ensure the population diversity, PGSAO
employs the uniform crossover and the uniform mutation
operators. The uniform crossover operator is to swap the values
on every dimension of two individuals with a probability,
which represents exchanging the selection states of a candidate
place between two solutions. By the uniform mutation operator
for an individual, each dimension is changed from one value
(0/1) to another one (1/0) with a probability, which represents
changing the selections of candidate places on the solution.

PGSAO is terminated when the repeat time reaches the
predefined threshold or there is no change on the global best
a few times continuously. And PGSAO returns the solution
corresponding to the global best.

IV. PERFORMANCE EVALUATION

To evaluate the performance of PGSAO, we conduct ex-
tensive simulated experiments based on a real data set, EUA
[17], [18], which includes locations of 9318 LTE base station
sites and 131312 users in the Melbourne CBD area. We
consider LTE base station sites as candidate places in ESDP.
In our experiment, we convert the geographic coordinate into
a Cartesian coordinate system by setting one degree as 1000
metres in both longitude and latitude for just simplifying the
calculation of distances, and set the coverage of each edge site
as 100 metres referring to existing related works.

The performance metrics used for evaluating PGSAO in-
clude the user coverage and the number of selected candidate
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places for edge site deployment. For the first metric, it is better
for a greater value, and 100% is the best value. For the second
one, a smaller number is better, which indicates a lower cost
for edge site deployment.

To prove the superiority of our method, we compare
PGSAO with five classical and widely used meta-heuristic
algorithms, GA [16], Differential Evolution (DE) [19], Arti-
ficial Bee Colony (ABC) [20], PSO [14] and Multi-Verse Op-
timizer (MVO) [21], and two hybrid meta-heuristic algorithms
(GAPSO [22] and PSOGA) in solving ESDP. GAPSO is to
perform GA in the first half of the evolutionary stage, and
PSO in the second half. PSOGA reverses the order of GA and
PSO for GAPSO.

A. Overall Performance

For each experiment, we repeat eight times and show re-
sults by the box-plot. In our experiment, all algorithms achieve
100% user coverage, which verifies the powerful search abil-
ity of meta-heuristics. In Fig. 2, we present the number of
deployed edge sites when applying various algorithms. From
the figure, we can see that PGSAO requires the fewest edge
sites for full user coverage, and thus the minimal deployment
cost. On average, PGSAO requires to deploy 16.0%–31.7%
fewer edge sites than other methods. This verifies that the
performance superiority of PGSAO in the global optimization,
compared with other [hybrid] meta-heuristic algorithms. This
is mainly because of the efficient fusion of GA and PSO in the
following two aspects. First, hybrid meta-heuristic algorithms,
GAPSO, PSOGA, and PGSAO, achieve better performance
than single meta-heuristic algorithms, GA, DE, ABC, PSO,
and MVO, in minimizing the number of deployed edge
sites, which verifies the validity of combining different meta-
heuristic algorithms for a better performance. Second, PGSAO
needs fewer deployed edge sites than GAPSO and PSOGA.
This proves that the high efficiency of the combination strategy
exploited by PGSAO, as GAPSO, PSOGA, and PGSAO are
all combining GA and PSO.

 
GA    DE    ABC    PSO     MVO  GAPSO   PSOGA   PGSAO 

Fig. 2. The number of deployed edge sites for user coverage maximization
when applying various algorithms.

We also perform t-test to verify the statistical difference
of our method to others in optimizing deployed edge site
number, and present the test results in Table I. As shown in
the table, the p-values of all t-test are much smaller than 0.01.
Thus, PGSAO has significantly different performance to other
algorithms, which confirms the superiority of PGSAO further.

TABLE I. p-VALUES OF T-TEST ON THE STATISTICAL EQUALITY OF
PGSAO TO OTHER ALGORITHMS

Method p-value
GA 1.33 × 10−15

DE 2.60 × 10−20

ABC 3.41 × 10−20

PSO 9.72 × 10−19

MVO 3.89 × 10−14

GAPSO 1.32 × 10−12

PSOGA 7.94 × 10−21

In the next, we compare the time consumed by various
algorithms, where the results are shown in Fig. 3. The time
is tested on a personal computer with Window 11, Intel(R)
Core(TM) i7-4770 CPU @ 3.40GHz, and 24 GiB RAM. As
shown in the figure, PGSAO consumes about five times time
of others, where the increased time is mainly consumed for
exploiting self- and social cognitions by crossover operators
of PGSAO. Even so, it is absolutely a worthwhile trade-off
for a much lower deployment cost, noticing the following
observation. The edge deployment strategy is stable. There
are mainly two cases in which service providers need edge
deployment solutions, building or upgrading edge computing
on some new or original areas when providers decide to
develop new business or user traffics are increased greatly.
For both cases, it generally takes a long time, e.g., months
or years, for changing the edge deployment solution. Thus,
service providers prefer to consume more hours for an edge
deployment solution with much lower cost.

 
GA    DE    ABC    PSO     MVO  GAPSO   PSOGA   PGSAO 

Fig. 3. The time consumed by different algorithms.

B. Performance Varied with User Number

Now, we exam the performance variations with the user
number for different algorithms. Fig. 4 and 5 give such
variations when the user number is changed from 10,000
to 100,000. The user coverage is always 100% for every
algorithm in any case. As shown in Fig. 4, we can see that the
number of required edge site for the full user coverage is stable
with varied user number for every algorithm. This is mainly
because the area size instead of the user number determine
the number of required edge site for a full coverage, given the
fixed coverage range of each edge site. From Fig. 4, PGSAO
always requires minimal number of edge sites than others, and
thus has the best performance in minimizing the deployment
cost.
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As shown in Fig. 5, we can see that every algorithm
consumes time increased linearly with the increase of the
user number in overall. This is mainly because all users are
traversed once for calculating the fitness for each individual.
This verifies that all algorithms including ours have good
scalability in solving various scale ESDP, and thus have good
usability.
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Fig. 4. The number of deployed edge sites required by various algorithms
with varied user numbers.
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Fig. 5. The time consumed by different algorithms with varied user numbers.

C. Performance Varied with Candidate Site Number

We also evaluate the performance variations with the
candidate place number for each algorithm on solving ESDP,
and present results in Fig. 6 and 7, where the number of
candidate places is in the range from 1000 to 9000. Same
to previous results, all algorithms can achieve 100% user cov-
erage, confirming the effectiveness of their search strategies.
From Fig. 6, we can see that as the number of candidate
places increases, more edge sites are required for deployment
for every algorithm, i.e., the performance is degraded. This is
mainly because as the number of candidate places increases,
the search space is exponentially increased, and thus it is more
and more difficult to retrieve the global best solution.

As shown in Fig. 7, the consumed time is stable as the
number of candidate places is varied for every algorithm,
as the main time overhead is consumed for the population
evolution and thus mainly decided by population size and
iteration number. This phenomenon further confirms the good
scalability of our algorithm.
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Fig. 6. The number of deployed edge sites required by various algorithms
with varied candidate places.
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places for each algorithm.

V. RELATED WORKS

Edge-cloud computing has attract more and more attention
from both industry and academia due to its huge advantage
by combing edge and cloud computing. Several works have
aimed at designing edge server placement approaches, edge
service/data caching strategies, and task offloading algorithms
to improve the efficiency and effectiveness of edge-clouds,
which are discussed as follows, respectively.

Given the edge site deployment solution, edge server
placement is to decide which sites edge servers (resources)
are placed to maximize the overall performance with restricted
edge resources. Zhang et al. [23] proposed a niche PSO to
minimize the overall respond time considering the placement
as a multimodal optimization problem, which divides similar
individuals into a niche during the population upgrade. Li et
al. [24] and Zhang et al. [25] employed K-means++ to cluster
edge sites into k classes, and deploy k edge servers on the
sites closest to theses classes’ centres. These works assumed
that all edge sites have been deployed, and thus our work
is complementary to them. These works only considered to
improve request processing performance with fixed number of
edge servers, without concerning the investment cost improve-
ment for building edge computing platforms.

During operation of edge computing, as resources con-
figured in each edge site are restricted, there is no enough
room for storing all services or data requested by users in
the edge. Therefore, an edge caching strategy decides which
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service data that are deployed (cached) on every edge site for
processing corresponding requests, and affect the performance
by determining whether or not a request can be processed in
edge servers. There mainly two kinds of edge caching, static
and dynamic strategies. Static strategies provide a solution
that the placement of services or data on edge sites is not
changed, e.g., [26], [27], [28], while dynamic strategies adjust
the placement over time, e.g., [29], [30], [31].

Another key work to tune the performance of operating
edge computing is task offloading/scheduling that decides the
resource that every request task is processed on. Laboni et al.
[32] proposed a two-layer hyper heuristic algorithm to determi-
nate the server and router path for each request’s processing for
optimizing processing delay and load balance. They exploited
ant colony optimization as the high-level algorithm for select-
ing the low-level algorithm employed for each population evo-
lution, and Whale optimization, sine-cosine algorithm as well
as Henry gas solubility optimization as low-level algorithms.
Zhang and Yu [33] proposed a hybrid task offloading algorithm
by combining ABC and PSO, to improving processing delay
and energy consumption. Concerned about service caching,
Zhang et al. [34] formulated the task offloading problem into
a mixed-integer non-linear programming, and exploited non-
cooperative game to iteratively solving the problem by the
interaction between wireless characteristics and mobile users.
Both edge caching and task offloading are used for improving
performance during the operation of edge computing, and thus
requires that the edge sites and resources have been deployed.
Therefore, our work focusing on ESDP is complement with
these existing related works.

VI. CONCLUSION

In this paper, we focus on the edge site deployment
problem (ESDP) to improve the build/upgrade cost to provide
ESDP solution for service providers to expand their businesses.
To achieve this goal, we first formulate ESDP into a binary
non-linear programming problem with two objectives, user
coverage maximization and edge site number minimization.
And we prove the NP-complete of ESDP by establishing an
ESDP instance that is binary linear programming. Then, we
propose a hybrid GA and PSO algorithm aiming to retrieve
the global best solution of ESDP. The proposed algorithm
combines the global search ability of GA and cognitions
exploited by PSO, to achieve a more efficient search strategy.
In the end, we evaluate the performance of our proposed
algorithm based on a real data set, and confirm the superiority
of our algorithm in various aspects.
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