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#### Abstract

A bidirectional phonetizer, morphologizer, and diacritizer pipeline (FSPMD) for modern standard Arabic (MSA) that integrated pronunciation, concatenative and templatic morphology, and diacritization were developed. Grammar and segmental phonology rules were applied in the forward direction to ensure the order of the proper rules, which were supplemented with special backward direction rules. The FSPMD comprises bidirectional finite-state transducers (FSTs) consisting of an ordered composition of FSTs, unordered parallel FSTs, unioned FSTs, and for validity, finite-state acceptors. The FSPMD has unique, innovative features and can be used as an integrated pipeline or standalone phonetizer (FSAP), morphologizer (FSAM), or diacritizer (FSAD). As the system is bidirectional, it can be used in forward (generation, synthesis) and backward (analysis, decomposition) directions and can be integrated into systems such as automatic speech recognition (ASR) and language learning tools. The FSPMD is rulebased and avoids stem listings for morphology or pronunciation dictionaries, which makes it scalable and generalizable to similar languages. The FSPMD models authentic rules, including fine granularity and nuances, such as rewrite and morphophonemic rules, subcategory identification and utilization, such as irregular verbs. FSAP performance regarding text from the Tashkeela corpus and Wikipedia demonstrated that the pronunciation system can accurately pronounce all text and words, with the only errors related to foreign words and misspellings, which were out of the system's scope. FSAM and FSAD coverage and accuracy were evaluated using the Tashkeela corpus and a gold standard derived from its intersection with the UD_PADT treebank. The coverage of extraction of root and properties from words is $\mathbf{8 2 \%}$. Accuracy results are roots computed from a word ( $\mathbf{9 2 \%} \%$ ), words generated from a root ( $\mathbf{1 0 0 \%}$ ), non-root properties ( $\mathbf{9 7 \%}$ ), and diacritization (84\%). FSAM non-root results matched and/or surpassed those from MADAMIRA; however, root result comparisons were not conducted because of the concatenative nature of publicly available morphologizers.
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## I. Introduction

Natural language processing technologies, such as automatic speech recognition (ASR) systems, rely on pronunciation dictionaries that provide word listings and corresponding phone pronunciations for both training and recognition. In the ASR training phase, an orthographic text passage is transformed into its phonetic transcription (pronunciation), which comprises a sequence of phonemes or phones. In the recognition phase, the phonetic transcription is transformed into its associated word sequence orthographic text (1).
the words and their pronunciation, the system perplexity increases, and the accuracy declines. One possibility to reduce the size for languages that have deep orthography and highly irregular mapping, such as English, French, and Danish, is to list the affix and stem pronunciations rather than the words; however, this requires a concatenative morphologizer (prefix, stem, and suffix). At the other end of the spectrum, languages that have shallow orthography (phonetic languages) and a one-to-one correspondence between the letters and phonemes, such as Finnish and Turkish, only require a very simple dictionary of letters and the associated phonemes. Because middle-spectrum languages, such as Russian, German, and Spanish, have complex correspondences between the letters and pronunciation, they are not amenable to rules ${ }^{1}$ (2).

However, other languages in the middle spectrum, such as Arabic and Hebrew, do have rules-based pronunciation, which means that rule-based transducers between the words and their phonemic transcriptions could resolve the need for large pronunciation dictionaries. If a transducer is bidirectional, it could be used for both the ASR training and recognition phases. In the backward direction, in which a phonetic sequence is mapped to an orthographic text, a word acceptor based on morphemes is needed to avoid invalid words, the use of which could avoid large word lists that would require an integrated phonetizer and morphologizer. While building a more efficient, accurate ASR could be a valid motivation for designing a bidirectional rulebased pronunciation transducer (phonetizer), such automata would be useful in its own right as it could be applied to other domains, such as text-to-speech synthesis, that require the identification of both suprasegmental features and segmental phonology. In addition to designing and constructing a bidirectional rule-based phonologizer that maps the relationships between orthographic text and its phonetic transcription, this study also developed a bidirectional concatenative (prefixes, stems, suffixes) and templatic (roots, patterns) morphologizer that generates words from morphemes and decomposes words into morphemes. Templatic morphology is another major feature not present in languages such as English.

Besides being important in its own right in multiple technologies, there are two main reasons a morphologizer is required in phonetizers: as an acceptor to filter out invalid words without the need for a large word list and as a phonological morphologybased rules regulator to determine whether a word is a noun or a verb to reduce pronunciation ambiguity.

In languages such as Arabic and Hebrew, the written script

Because effective ASR requires a large dictionary that lists

[^0]is either undiacritized or diacritized. As phonetizers and morphologizers generally require diacritized text, a diacritizer is also needed to complete the pipeline. In the system developed in this study, the diacritizer is independent of the phonetizer and morphologizer; however, it uses the same constructs as the morphologizer.

The links between morphology, phonology, morphology, and diacritics result in an integrated system. Therefore, this study proposes a method and structure that can exploit the innate grammar of a language. While Arabic is used as the demonstration language in this study, the proposed method can be equally applied to other such languages. Semitic languages, such as Arabic and Hebrew, have form-based morphology and rules-based pronunciation and are usually undiacritically written (3).

An integrated bidirectional finite-state (FSPMD) system was designed and constructed that incorporates a phonetizer (FSAP), a morphologizer (FSAM) that can work with both diacritized and undiacritized text, and a diacritizer (FSAD). The various linguistic and segmental phonological rules were fully incorporated and finite-state transducers (FST) were solely employed to build the system; therefore, it was not necessary to include the additional features found in other systems, such as two-level finite states and flags.

In the forward direction, the FSAP transforms a diacritized passage into its corresponding pronunciation; FSAM generates words from the patterns, roots, prefixes, and suffixes; and FSAD inserts diacritics into undiacritized words. In the backward direction, the FSAP produces a text passage for a sequence of phones; FSAM decomposes the words into their prefixes, patterns, roots, suffixes, and linguistic features, such as gender and part of speech; and FSAD strips the diacritics from diacritized words. The FSAM can also work as an acceptor for morphologically valid words

The FSPMD, therefore, connects phonetic transcriptions and diacritization to morphology to create a tight system that among other constraints, limits words corresponding to a pronunciation when there is an absence of listings. The FSPMD's bidirectional pipeline synthesizes words from affixes, patterns, and roots, computes the pronunciation from texts based on segmental phonological units, and diacritizes words, and in the opposite direction, analyzes a word into its morphemes, transforms pronunciation into text, and undiacritizes words.

This study excluded end-of-word diacritics as these are governed by syntactic rules that are unable to be formulated as regular expressions that can be realized as finite-state transducers (FSTs), that is, they require higher-order formal language, such as context-sensitive grammar. Particular attention was paid to authentic grammar rules and many details and nuances were incorporated, such as the effects of text marks in phonology and the inclusion of rewritten rules for the morphological orthography.

The remainder of this paper is organized as follows. Section [I] details the problem and the integrated architecture, Section III presents the phonetizer, Section IV presents the morphologizer, and Section $V$ presents the diacritizer. Appendix $A$ presents the phonetizer and morphologizer literature reviews. Appendix B presents additional phonetizer and morphologizer evaluation results. Transliterations of Arabic to Roman letters were not
used to reduce confusion. Supplementary material 1 is a compendium for Arabic orthography, phonetics, and morphology and provides details not necessary to understand the main paper. Supplementary material 2 gives the finite-state automata and their earlier usages in linguistics and phonology and a related literature survey.

## II. Problem Formulation and Integrated Architecture

An orthographic text is a sequence of characters that make up words and marks such as tabs, text beginnings, and commas. An Arabic word comprises a sequence of graphemes that include alphabetic and non-alphabetic letters and diacritics. In addition to syntax, which governs the end-of-word diacritics, diacritized text has all the diacritics mandated by the associated spelling and morphological rules; however, undiacritized texts only have Shaddah and sometimes Tanween and Sukoon as diacritics. Because syntactic processing may not be realized by FSTs, in this study, the undiacritized Arabic texts also included end-ofword diacritics. A phonetic transcription (pronunciation) is a sequence of phones consisting of phonemes and fermatas that represent pauses of various durations and continuation. These graphemes, marks, phonemes, and fermatas are described in Supplementary material I along with the mappings between the marks and fermatas. If there is more than one realization based on the context, the phonetic transcriptions may also contain an allophone variation of a phoneme.

Phonetically transcribing an orthographic text produces phonemes and fermatas that depend on both graphemes and marks, that is, the transformation of phonetic transcription to orthographic text depends on both phonemes and fermatas, which is why the fermata plays a more important transformation role in Arabic than in other languages.

The proposed system has various FSTs to transform the input sequences into output sequences. The transducer also acts as an acceptor, which produces a FALSE notification if the input is not valid according to the transducer rules. As the forward direction FST was designed to utilize linguistic grammar rules, depending on the particular FST, the forward direction could be either generation/synthesis or analysis/decomposition. Bidirectional FSTs were employed to enable generation as well as analysis using analysis rules. This was made possible by the method used to construct the FSTs, which incorporated some unidirectional limiting rules exceptions and some additional rules for the opposite direction only. The rules were written as regular expressions, which were then transformed into non-probabilistic FSTs using the open-source Foma compiler (4).

The FSAP mapped between the diacritized texts and the phonetic transcriptions, with the forward direction producing the pronunciation from the diacritized orthographic texts, which was represented by International Pronunciation Association (IPA) and fermata symbols. Because the phonetizer can realize segmental rules, it did not embody phonological suprasegmentals, such as syllables, stress, or intonation. The FSAD mapped between the diacritized words and the corresponding undiacritized words, with the forward direction generating diacritized words from an undiacritized word. The FSAM mapped between the words and associated morphemes (pattern, root, prefix, suffix), with the backward direction generating words
from the morphemes. While these FSTs were constructed from multiple FST components, as described in the various sections, each can also be used as a standalone system.

The three FSTs were integrated into a pipeline structure to compute the phonetic transcriptions for the undiacritized (or diacritized) texts or to decompose an undiacritized word into its morphemes. The integrated pipeline system's (Fig. 1) forward and backward direction functions are detailed in the following.


Fig. 1. Bidirectional integrated system mapping between the orthographic undiacritized text and the phonetic transcription (pronunciation). M refers to morphemes (prefix, root, suffix, and pattern), N refers to nouns, and V refers to verbs, as these affect the pronunciation.

In the forward direction, the system takes four steps to produce a phonetic transcription of an undiacritized text: (1) the diacritizer maps a given sequence of undiacritized words into diacritized words; (2) the morphologizer extracts the morphemes (prefix, root, suffix, pattern) and morphological properties (noun or verb) of each word in the sequence; (3) the system then concatenates the morphologizer and diacritizer results to produce a sequence of diacritized words and the associated morphological properties; and (4) finally, the concatenation sequence is input into the phonetizer, which produces the phone sequences.

In the backward direction, the pipeline system takes three steps to produce the undiacritized and diacritized orthographic
texts to be input into the phonetic transcription: (1) the phonetizer used in the reverse direction produces multiple diacritized word sequences from the phone sequence; (2) the morphologizer, which is used as an acceptor, filters out the morphologically incorrect diacritized word sequences and produces a set of valid diacritized texts; and (3) finally, the diacritizer used in the reverse direction undiacritizes the diacritized word sequences to produce an undiacritized text.

## III. Phonetic Transducer (FSAP)

The phonetic transducer was constructed using a combination of an ordered composition of FSTs and unordered parallel FSTs, with the finite-state automata (FSAs) being the acceptors to define the grapheme, marker, phoneme, and fermata subsets. The unordered FSTs embodied non-contextual rules and the ordered FSTs realized the contextual grammar, which required a thorough and precise ordering of the rules to ensure precise results.

In contrast to the current approaches outlined in Appendix A. FSTs rather than procedural methods were utilized, which avoided the need for a two-level FST that makes multiple transformations in favor of a single level; syllabic structures to compensate for shortcomings in the realization of the rule; the incorporation of context-dependent rules in a specified order, which is generally ignored; and the realization of all MSA rules, including those related to text markers, which can significantly effect phonetization.

Geminated consonants and long vowels were also considered phonemes in their own right. Previous studies(5) have tended to consider gemination by doubling a singleton consonant or mapping it into its singleton version, which has been shown to be phonetically inaccurate, as demonstrated by geminated plosives that have a single voice onset time and release. Similarly, long vowels have previously been dealt with by doubling the short version; however, the spectral characteristics of long vowels are noticeably different from their short vowel counterparts(5).

Rather than applying simplifications to these rules, special attention was paid to the precise complex rules regarding Wasl (ب ف ف ك و) and Illah (او ي) characters, including those in the Sukoon ( ${ }_{-}^{\circ}$ ) context. Rules regarding the noun versus verb factors in the pronunciation of diacritized words were also considered as diacritized words still have some pronunciation ambiguity in Alif Wasl (I).

The following subsections present the contextual and noncontextual orthography: phoneme mappings and contextual phonemes; allophone rules and backward phonemes; and orthography results. The section ends with the phonetic transducer evaluations.

## A. Orthography: Phoneme Mappings

The orthographic and phonetic representation mappings were divided into non-contextual and contextual rules. The first two subsections present the non-contextual diacritics; vowel and character and phoneme mappings; and the latter three sections present the contextual letters; the phoneme mappings and pronunciation rules governed by a word's part of speech, such as noun or verb. The markings affecting the way the letter/diacritic is pronounced are also detailed in the following rules.

1) Diacritics: vowels mappings: A Harakat ( $(\because)^{(-)}$grapheme can be mapped to its corresponding short vowel (/a/, /u/ , and $/ \mathrm{i} /$ ) in all contexts; however, it is not pronounced $(/ \cdot /)$ when it precedes its corresponding 'vowel characters' (ي), (و), (ى'I). A Tanween ( $\because:$ ) grapheme only diacritizes the end of words and generally maps to its corresponding vowel when followed by $/ \mathrm{n} /$ (/a//n/,/u//n/,/i//n/); however, Tanween is not pronounced $(/ \bullet /)$ if it diacritizes a word that ends the sentence.
2) Non-contextual characters: phoneme mapping: The diacritic " (shaddah) causes a gemination in the sound of the preceding letter it diacritizes, and - maps to a zero duration pause $/ \Phi /$. The Hamza set (ؤ ئ إ أ $)$ ) is pronounced as / $/ 2 /$, and the other mappings are as follows: ( : /a:/), ( $\mathrm{I}: / \mathrm{Ra}: /$ ), (ب: /b/), (ت:/t/),


 /n/), (o:/h/).
3) Contextual letters: phoneme mapping: The context determines the pronunciation for (J, (J, ا, ی, و) . The rules are presented from the simplest to the most complex for the Wasl letters (لك ل ت ب و), the Alef Wasl (I), the definite article (ال), and the other rules. The following are the contextual mappings for the letters and letter combinations.

The letter $\ddot{z}$ is always at the end of a word followed by a Haraka and maps to $/ \mathrm{t} /$ or $/ \mathrm{h} /$. $\quad$ : $/ \mathrm{t} /$ if it is in a word in the middle/start of a sentence and not followed by $\dot{-} ; \ddot{z}: / \mathrm{h} /$ if followed by - or in a word that ends a sentence. The letter $\checkmark$ always ends a word and maps to /a:/ or /a/; s maps to /a/ if it ends in a word that precedes a word that starts with $I$, and $\varsigma$, and /a:/ if it is in a word that ends a sentence or precedes a word that doesn't start with 1 .

The letter و maps to /w/, /w:/ or /u:/. و : /w/ if followed by a diacritic other than - - and preceded by $-; 9: / w: /$ if followed by $\ldots$ and preceded by - - ; and $9: / \mathrm{u} / /$ if preceded by ${ }^{2}$.. The letter ي maps to $/ \mathrm{j} /$ / / $\mathrm{j} \mathrm{j} /$, or $/ \mathrm{i} \mathrm{i} /$. ي: /j/ if preceded by - or - . and followed by a diacritic other than ${ }_{-}$; ي:/j:/ if preceded by - and followed by a diacritic other than $\sim$; and $:$ : /is/ if preceded by.

The letter I maps to $/ \mathrm{Z} /$ or is not pronounced $/ \%$ I: /R/ if it starts a word and is followed by a Harakah; l :, and $/ \cdot /$ if it is preceded by a Wasl letter (كل ت ب و) to $/ \mathrm{a} /$ if it ends a word, and maps to $/ \mathrm{a}: /$ if it is between letters.

The letter $ل$ maps to $/ l /$ or $/ \epsilon /$ (not pronounced) when it is part of the definite article (ال); otherwise, it is pronounced /l/. The letter combination ال (the definite article) maps to /Ral/, /Ra•/, /•1/, or $/ \bullet /$ (not pronounced), $\mathrm{J}: / \mathrm{Pal} /$ if it is followed by a Lunar letter; ال/: /Ra•/ if it is followed by a Solar letter, ال//•l/ if it is preceded by a Wasl letter, and $\mathrm{J}: / \cdot /$ if it is preceded by a Wasl letter and followed by a Solar letter. The pronunciation of I and lat the beginning of a word also depends on whether the word is a verb or a noun, as detailed in Subsection III-A4.
4) Noun and verb rules pertaining to Alif Wasl: When it occurs at the start of the word without diacritization and as part of the spelling, the pronunciation of Alif Wasl (I) is ambiguous and requires knowledge of the word's part of speech, particularly whether it is a noun or verb. Specifically, the situations are as follows: (1) I:/Ra/ if I is part of $ل$ l at the beginning of a verb and not a noun, that is, it is not treated like ال the definite
article; for example, الْجُجْ :الْعَب: /Ralfab/ /Ralfum/; (2) $: / \mathrm{Pu} /$ if $I$ is at the beginning of a verb in which the third letter is diacritized with ${ }_{-}$; for example, اكُتُبْ: /Ruktub/; (3) I: /Ri/ if $I$ is at the beginning of a noun and not part of the definite article


## B. Contextual Phoneme: Allophone Mappings

Multiple phoneme to allophone mappings exist and have several variations, two of the most prominent of which are described here. The first is pharyngealization, which produces a pharyngeal counterpart (if it exists) of a phoneme followed by a pharyngeal phoneme. The second is homorganic nasal place assimilation, which changes a nasal phoneme. For example, the alveolar nasal $/ \mathrm{n} /$ is pronounced as the bilabial nasal $/ \mathrm{m} /$ if it is followed by the voiced bilabial $/ \mathrm{b} /$ or the bilabial nasal $/ \mathrm{m} /$. Table $\llbracket$ gives some examples of these rule occurrences.

## C. Phonetic Transcription to Orthographic Text

The previous subsections presented the bidirectional mappings formulated in the forward direction. As mentioned, the FST's bidirectional nature allows the system to map from phonetic transcription to orthographic text. Some mappings, however, need to be explicitly expressed in the backward direction only. Table $\Pi$ provides a few examples generated by the phonetizer.

The rules that lead to the deletion of characters can interfere with the rules and cause an infinite loop, that is, no results. This can be resolved by including a special symbol to indicate deletion and by not applying the deletion in the reverse direction. Because some of the outputs in this direction were not valid words due to the deletions that occur in pronunciation and the lack of word lists, the produced words were input into the morphologizer in the analysis direction to treat the lack of analysis as a rejection.

## D. FSAP Evaluation

In the absence of a pronunciation corpus with a sufficient number of examples to gain a numeric accuracy and recall evaluation, fully diacritized pronunciation examples, which were independently verified by a linguist, were produced to test the FSAP's scope and accuracy, with the performances being assessed based on: 1) individual words and small sentences with the associated pronunciation to test the specific context and check the inclusion and accuracy of all rules; 2) passages from Tashkeela(6) to test the ability to deal with multiple contexts at a time and to handle unknown words; and 3) examples from Wikipedia $\left.{ }_{2}^{2}\right]^{3}$ with the associated transcription to assess the validity of the system. The evaluation of the examples demonstrated that the pronunciation system was able to accurately pronounce all text and words, with the only errors being foreign words and misspellings, such as a missing Mad character, which was out of the system scope.

[^1]Table I. Sample Allophonic Changes in Modern Standard Arabic

| Word | Gloss | Phonemic | Allophonic | Change |
| :---: | :---: | :---: | :---: | :---: |
| استصلح | consider useful | /Ris.tas ${ }^{\text {¢ }}$.la. $\dagger \mathrm{h} /$ | [Pis ${ }^{\mathrm{¢}} . \mathrm{tas}^{\text {¢ }}$.la. $\dagger \mathrm{ha}$ | pharyngealization |
| فرعون | Pharaoh | /fir.Sawn/ | [ fir ${ }^{\text {¢ }}$. Sawn $]$ | pharyngealization |
| انبعث | regain one's strength and vividness | /Pin.ba.ia. ${ }^{\text {a/ }}$ | [Rim.ba. ¢a. Oa ] | Homorganic nasal place assimilation |
| من بعد | after | /min bai.di/ | [mim ${ }^{\text {bai.di] }}$ | Homorganic nasal place assimilation |

Table II. Phonetic to Orthographic Transformation: $\Phi$ : Zero Duration Pause, $\mu$ : Short Duration Pause (such as the Breath Taken between each Word), $\omega$ : Medium Duration Pause, $\alpha$ : Long Duration Pause, 乙: Continuation, •: Not Pronounced

| Phonetic | Orthographic | Phonetic | Orthographic | Phonetic | Orthographic |
| :---: | :---: | :---: | :---: | :---: | :---: |
| /ma $\cdot$ •smik/ | مَا اسِمك | /Rat:amar $\Phi$ / | التَّمَز | /bim•a:/ | بِمَا |
| /Rinbafa0a/ | إِنبَعَ انَبَعَثَ | /bariv?/ | بَبِيء | /masPu:lin/ | مَسؤُولٍ |
| /min $\mu$ baidi/ | مِن بَعِدِ | /bima/ | بِم | /Pum:i/ | أُمٌ |
| /bima:/ | بِما | /wa stas $^{\text {¢ }}$ laћa/ | وَاستَصلَحَح <br> وَإستَصلَحَحِ | /kataba:/ | كَتبا |

1) Evaluation of the words and phrases: A rich listing of valid diacritized words and phrases was produced to test the edge cases. The following words were a test bed for Harakat: vowels and non-contextual graphemes; phonemes and contextual graphemes; phonemes; and words may have multiple pronunciations. Words and short sentences were then chosen that contained characters that had varied context pronunciation, specifically, the definite article (ال), Harakat ( $\sim_{-}^{\prime}=-$ ), Tanween
 Table XII gives the comprehensive evaluation of the phonotizer to ensure that all edge cases were tested. A comparison of the system outputs with the IPA transcription by a language specialist revealed the transducer's accuracy and coverage. Notice that phonotizer output symbols, such as zero duration pauses and deletions, were not present in the transcription. Table III presents the system output of various inputs and is a subset of Table XII in Appendix B.
2) Tashkeela corpus evaluation: Table XIII in the evaluation appendix details the system results for a random sample of sentences from Tashkeela corpus that are fully diacritized MSA texts taken from various internet sources, such as Al Jazeera and al-kalema.org. Numbers, foreign words, misspellings, partially diacritized text, and colloquial dialects were out of the system scope.

The phonetizer output was compared with the output from a native Arabic speaker trained in reading IPA and MSA, who provided an IPA transcription of the texts as this was not provided in the Tashkeela corpus. Table XIII indicates that the proposed system performed accurately on a large variety of texts.

Differences between the proposed system's output and the expected transcription were due to missing diacritization, the lack of Mad character in a word, and loan words that had a lack of diacritization and sometimes irregular pronunciation. Detailed explanations for these specific differences are shown in Table XIII in Appendix B
3) Wikipedia sentence evaluation: Table XIV in Appendix B compares the phonetizer output and the IPA transcription for the selected Wikipedia examples $4^{4} 5^{5}$. These examples were used because there were no corpora available that contained both orthographic texts with phonetic transcriptions. As can be seen, no deviations were found between the two.

## IV. Morphological Transducer (FSAM)

A morphological FST was designed that generates/synthesizes words in the forward direction from morphemes and in the backward direction, decomposes a word into its morphemes. The morphologizer concatenates morphemes that are prefixes, stems, or suffixes and also works on a templatic level when morphemes are interdigitized patterns and roots that make a stem and are meaning-bearing units. Interdigitation refers to the insertion of root components into the corresponding placeholders in the pattern.

In contrast to the existing approaches outlined in Appendix A. the proposed morphologizer is both concatenative and templatic, with the FST used instead of tabulation for the con-

[^2]Table III. Context-Dependent Pronunciation Examples for Various Rule Categories and the Expected (IPA) vs Output
$\Phi$ : zero duration pause, $\mu$ : short duration pause, $\omega$ : medium duration pause, $\alpha$ : long duration pause $\smile$ : continuation, •: not pronounced

| Phrase IPA Output(s) | Phrase IPA Output(s) |
| :---: | :---: |
| Definite Article (ال) | Alif mad (I) |
|  | آبَاز Pa:ba:r Pa:barr $\Phi$ |
| Madd (') | Alif (1) |
|  | وَاقْرَأ waqra? wa qФra? $\mu$ |
| Alif maqsurah (ى) | Harakat (\%:-) |
|  | حينَ $\ddagger i=n a$ ћi:na |
| Hamza and her sisters (\% \% ¢ أ, إ, ¢ؤ) | Waw (و) and Ya (ي) |
|  | مَ-وز mawz mawz |
| Ta' Marbutah (\%) | Tanween (:-\%) |
| Palmadrasah \|| $\quad$ Palmad $\Phi$ rasah $\Phi$ 人 | أليّ Raj:in Paj:in |



Fig. 2. Arabic word morpheme breakdown. A word is a concatenation of a prefix, stem, and suffix (concatenative). A stem is a meaning-bearing unit that can be further decomposed into its root and pattern (templatic). The root gives the core meaning and the pattern provides the part of speech (POS, category) and other linguistic properties, such as number, tense, and gender. This image uses the Buckwalter transliteration scheme (www.qamus.org/transliteration.htm).
catenative rules. The proposed FST has a single level rather than two levels, into which patterns and roots are input. The morphologizer has a distinct rewrite rules layer to interdigitate the patterns and roots and concatenate the affixes and stems.

Fig. 3 illustrates the proposed FST's inputs and outputs using the word example fasamiEahaA (so he heard her), which was decomposed to the prefix fa (so), the stem samiEa (he heard), and the suffix haA (her), and the stem was further analyzed to the root s m E (to hear) and the pattern faEila (he did). The forward direction FST analysis produced the morphemes and the linguistic features, such as gender, and in the backward direction, generated a word.

The FST works as an acceptor, a synthesizer, and an analyzer and uses the same architecture for both diacritized and undiacritized words. The diacritized version has diacritized morphemes and the undiacritized version has undiacritized morphemes. The morphemes and allowable combinations were derived from multiple linguistic sources (7, 8, 9).

State-of-the-art concatenative morphological formalism
comprises three components: lexical automaton, morphotactic rules, and rewrite rules. FSAs are constructed to represent prefixes, stems, and suffixes, which are concatenated with markers based on morphotactic rules that specify valid combinations to separate them into lexical forms, that is, the morphotactic (governing the morphemic combinations, which are meaningbearing units) and orthographic (spelling) rules are programmed into the FST. The orthographic changes that need to be made to the lexical form to yield the surface form (word) that incorporates contextual mapping are coded using rewrite rules in the FST.

The automaton utilizes morphotactic MSA grammatical rules that govern the allowable affixes and stem concatenations, and the Arabic grammar licit templatic morphological pattern and root combinations, which ensures that there are no invalid words. The proposed architecture incorporates roots and a wide variety of patterns, thereby generating a rich set of valid forms and an average of around 28 analyses per undiacritic word, which compares favorably to the table-based unidirectional universal machines in leading morphologizers that only provide a single analysis and do not have any root-based generation capabilities.

FSAM can be used as a forward direction generator and as a backward direction analyzer for both diacritic and undiacritic words. Therefore, finite-state machines (FSM's) benefits are its unified architecture, its bidirectionality, and its ability to hard wire patterns, which allows for the synthesis, analysis, and diacritization of words without the need for a lookup table.

The generator input is a root that can be either a pattern, an affix, or "print lower-words," and the output is all licit root, pattern, and affix combinations. A word that cannot be decomposed into a pattern and root is a fixed word, such as Washington, which is represented by the root being recognized as a fixed word without affixes and with the pattern being the identity.

The analyzer input is a word and the output is valid alternative morpheme decompositions (prefix, root, and suffix), patterns, parts-of-speech (category), and morphosyntactic features such as number and gender.

FSAM is a composite of three main automata layers, as


Fig. 3. Architecture for the bidirectional Finite-State Machine based morphological system. The top portion is the rule-based concatenative morphologizer and the bottom portion is the rule-based templatic morphologizer that produces the root, morphological pattern, and properties, such as the category (PoS) and the morphophonemic features. All of these are optional inputs in the generation (synthesis) direction.
shown in Fig. 3. (1) a templatic rule-based automaton that generates the pattern and root combinations into a word; (2) a concatenative rule-based automaton that generates prefix-stemsuffix combinations into a word; and (3) a rewrite rule transducer that applies orthographic and morphophonemic rules to the raw words.

## A. Stem Vocabulary Coverage

Stem vocabulary is synthesized in the transducer using a "print lower-words" command, from which a full list of stems is produced, all of which are valid words. The focus is on the stems (base words) rather than the words because of the large vocabulary that arises from additional prefix and suffix combinations. Table VI of Appendix B shows the related statistics.

When the undiacritized stem vocabulary was compared to the undiacritized words in the Tashkeela corpus, an overlap of 88,784 stems was found between the generated FSAM stems and the Tashkeela words, which contrasted favorably (six times more) with the 14,951 stem overlaps between MADAMIRA and the Tashkeela corpus.

## B. Expanding Coverage

Based on the compiled morpheme, the morphological automata strictly enforce the allowable prefixes, suffixes, and roots that can combine with a morphological pattern. As morpheme
combinations occur, they need to be added to the system sets. To allow for this expansion, a morphological automata version is constructed in which the restrictions on the roots, prefixes, and suffixes that combine with a pattern are removed but the precisely known hardwired patterns are retained.

An example of a pattern is فَعَلَ ('has done'), which could
 prefixes, and هَا as suffixes. Therefore, if the word كتَبَ in input into the proposed system, which does not have the root ك ت in the sets related to the ${ }^{\text {فَعَلَ }}$ pattern, it can be analyzed using the open system and then added to the closed system, which only allows valid words to be analyzed, to improve the coverage.

If a trilateral pattern is allowed to correspond to any threeletter root, there is an unrestricted subsystem that allows valid words to be analyzed and the list of roots in the restricted system to be expanded. However, as this subsystem also admits many invalid words, it can only be used by a language specialist to expand the morpheme list.

## C. Evaluation

Different data sets and sources were employed to evaluate the various system parts. As detailed in Appendix B to ensure there were no invalid or dialectal words that ignored the OOV and punctuation, a gold standard treebank was developed from the intersection of the PADT UD treebank $\sqrt{6}$ and the Tashkeeld ${ }^{7}$ corpus to test the morphologizer generation and analysis (synthesis) tasks for both the undiacritic and diacritic words.

The FSAM and FSAD results were compared to the leading Arabic morphologizer, MADAMIRA, which is a concatenative morphological analyzer that uses a Penn Arabic treebank as part of its training set and overlaps with the UD PADT. MADAMIRA(10) is a combination of the MADA (Morphological Analysis and Disambiguation of Arabic), which was built based on the SAMA (Standard Arabic Morphological Analyzer) and AMIRA (a morphological system for colloquial Egyptian Arabic). Different from MADAMIRA, FSAM and FSAD's rule-based system conducts an MSA templatic morphological analysis that yields a root and pattern, generation, and diacritization.

1) Synthesizer evaluation: FSAM synthesizes words in two ways: 1) it inputs the prefix-root-suffix to the system and outputs all words resulting from the many pattern and root combinations; and, 2) it issues a "print lower-words" command to the transducer to synthesize all stems that are valid pattern and root combinations or all words that are valid pattern, root, prefix, and suffix combinations. FSAM synthesizes the word vocabulary corresponding to the gold standard by inputting the root, prefix, and suffix combinations, which are decompositions of the gold standard words in the treebank. Consequently, the vocabulary is larger than the gold standard because of the additional patterns applicable to the prefix-root-suffix combinations. Table IX in the appendix illustrates the tremendous effect that the patterns have.

To evaluate the root generation ability, the root provided by the gold standard and the prefix and suffix provided by the gold standard word segmentation were used to generate possible

[^3]Table IV. FSAM-generated Words from the Gold Standard Roots. The 'generated' Column Shows the Percentage of Roots the Model Generated from the Words; for example, Root 5 is not Considered a Root in Arabic, and Therefore, no Words were Yielded. The 'correct' Column is the Percentage of FSAM-generated Words that Matched the Gold Standard.

| Generated/Synthesized Words from Roots |  |  |
| :---: | :---: | :---: |
| UNDIAC | generated | correct |
| verb | 94.96 | 100 |
| tool word | 90.71 | 100 |
| noun | 91.71 | 100 |
| proper name | 91.28 | 100 |
| noun+verb | 92.48 | 100 |
| all | 91.89 | 100 |

words from the prefix, root, pattern, and suffix combinations. Table IV shows that $100 \%$ accuracy and $92 \%$ coverage were achieved when generating words from the root and its prefix and suffix.
2) Analyzer evaluation using the gold standard: The analyzer input is a word and the FSAM output is the root, pattern, category, or other linguistic information, such as number, gender, case, definiteness, and aspect. As the MADAMIRA output does not include the root or pattern, MADAMIRA was run in analysis-only mode.

A full analyzer evaluation should only be conducted against a gold standard reference. The Tashkeela corpus, however, is only a collection of morphologically valid Arabic words, whereas the gold standard treebank has root, category, and other linguistic information. For the undiacritized evaluation, all treebank words were input into the analyzer and matched against the analysis. The gold standard no OOV treebank was then used to evaluate the systems. Both systems had around $99 \%$ accuracy when computing gender, definiteness, person, case, aspect, and voice; however, the FSAM performed well for mood ( $99.7 \%$ vs $93 \%$ ) and number ( $97.8 \%$ vs $90.5 \%$ ) and was able to determine the root correctly about $92 \%$ of the time. Appendix B provides more details on the FSAM evaluation.

The advantage of the proposed system is that it can extract the word roots and patterns, that is, it can provide a shallow analysis of a word based on the pattern without needing to refer to a table of stems and their properties. Both systems' properties could produce the category, case, gender, mood, definiteness, number, person, voice, and aspect.
3) Analyzer coverage evaluation: The model coverage was evaluated by computing the percentage of analyzed words using a large corpus (Tashkeela). The FSAM analyzed 81.83\% of the undiacritized words in the Tashkeela corpus and analyzed $82.24 \%$ of the undiacritized words in MADAMIRA (in analyses-only mode and no backoff). The backoff mode in MADAMIRA was not used because it admits invalid words.

The reduced coverage was largely because of the invalid words in the corpus. Invalid words are words that are misspelled, not words in the Arabic language, or a concatenation of words. Examples of words that could not be analyzed شرنبلالي, by both systems and were deemed invalid were , and words that were not separated by
whitespace and were considered to be one word (the dash $(-)$ indicates where the words should be separated), such as : عباس-الفواحش,بالليل-والإباحة ,المصلين-والوجه,العدو-عليكم, الشعثاء-في, السدي-وخرج, الأواه-الذي, المسلمين-حال, وغيرها-وإني, مالك-والشافعي, المساجد-إلار, فأخبرني-محمد, الأينيان الوني-البينات, عصير-والوجه, قوله-وهذا, سفيان-أن, أول-احتباسها

## V. Diacritic Transducer (FSAD)

As illustrated in Fig. 5, the system's diacritizer was developed using diacritized fixed words, the prefix and suffix listing for the simple diacritizer, and the diacritized MSA patterns for the pattern-based diacritizer. The simple diacritizer was used for the fixed words and affixes because they did not follow any pattern.

The diacritizer was designed in the forward direction, in which diacritics were inserted. The FST for the fixed words and affixes is a table that maps between the diacritized and undiacritized versions. The model used for the pattern-based words was an insertion FST that inserted diacritics into an undiacritic pattern to create the diacritic counter parts; for example, ${ }^{8} \Omega \Gamma \Lambda$ $\rightleftharpoons \Omega \mathrm{a} \Gamma \mathrm{a} \Lambda \mathrm{a}, \Omega \mathrm{a} \Gamma \sim \mathrm{a} \Lambda \mathrm{a}, \Omega \mathrm{a} \Gamma \mathrm{i} \Lambda \mathrm{a}, \Omega \mathrm{u} \Gamma \mathrm{i} \Lambda \mathrm{a}$, where $\Omega, \Gamma$, and $\Lambda$ were placeholders for the root.


Fig. 4. Architecture for the finite-state machine-based diacritizer. The downward (forward) direction outputs diacritized words from an input undiacritized word. The segmenter decomposes the word into its prefix-stem-suffix. The pattern-based diacritizer inserts the diacritics into an undiacritized pattern to produce corresponding diacritized patterns; for example, فِعِلْ , فُعِلْ , فَعَلَ $\rightleftharpoons$. فعِل. To diacritize the stem using the pattern diacritizer, the stem is matched with the corresponding undiacritized pattern to produce the diacritic stem.

The simple diacritizer inserts the diacritics directly into the undiacritized affix.

The segmenter decomposes a word into its prefix-stemsuffix components for which the stem could be a pattern-based word or a fixed word. After the word components are diacritized, they are then concatenated to form the diacritic word. The system diacritizer is illustrated in Fig. 4. A sample input and output(s) to this system is ودرسها وَدَرَسَها ,وَدَرَسَها

The diacritizer was evaluated by selecting all undiacritized words in the gold standard treebank, passing them into the diacritizer, and checking the output against the diacritized word contained in Vform. The diacritizer output was evaluated according to standard Arabic spelling rules. Note that the gold

[^4]standard meets these standards with some exceptions that are only apparent upon visual inspection.

Table V. Diacritization Accuracy for the Treebank. The Pattern-based Model had Significantly Higher Accuracy

| Word | FSAD | MADAMIRA |
| :--- | :--- | :--- |
| verb | 85.91 | 80.99 |
| proper name | 82.46 | 50.78 |
| noun | 83.67 | 53.49 |
| noun+verb | 84.01 | 58.76 |
| toolword | 83.34 | 53.43 |
| all | $\mathbf{8 3 . 6 5}$ | 58.59 |

The evaluation in Table V indicates that the FSAD performed better than the MADAMIRA for the full diacritization ( $84 \%$ vs $59 \%$ ) because the FSAD does not learn the diacritization from the corpus but deduces it based on the patterns that exist in the Arabic language, whereas MADAMIRA trains its model on corpora and, therefore, has a more partial diacritization.

Because the gold standard has spelling inconsistencies between the diacritized and undiacritized words, the performance was reduced, as shown in Table V . The following examples had the following (inconsistencies), which could have had a significant effect on the evaluation.

- Using (e.g., instead of (أُ مدنـ (أُلغِـيَ $\rightleftharpoons$
- Using ! instead of i (e.g., آَرَآلآسِتانَةِ $\rightleftharpoons$ آخَرُ
- Using 1 instead of ! (e.g., إطلاقِ $\rightleftharpoons$ (إشَارَةٍ


## VI. Conclusion

This study designed and constructed a bidirectional integrated phonetizer, morphologizer, and diacritizer system (FSPMD), the coverage of which could be increased by adding foreign words and special morpheme roots with the associated rules in the appropriate order. The FSPMD structure could be mimicked to build morpho-phonological systems for rule-based languages, such as Hebrew and Aramaic. The system could also be used in many language technologies, such as speech recognition, information retrieval, and spelling and grammar checkers, without the need to incorporate large tabulations that increase system complexity, out-of-vocabulary words, and perplexity. The system could also be used to construct a semantic analyzer and word translator and as part of a suprasegmental phonologizer that applies syllables, stress, and intonation rules, which would make it useful for text-to-speech technologies. On the text side, the syntactic parser has greater scope than most FSMs, which means it can deal with long-distance rules beyond formal languages, such as context-sensitive grammar or tree adjoining grammar.
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## Appendix A <br> Related Work

## A. Arabic Morphologizers

The most significant morphological analyzers are those that utilize finite-state transducer formalism, such as Xerox(11), the morphological analyzer and generator for the Arabic dialects (MAGEAD)(12, 13), and the Arabic Computer Lexicon (AraComLex)(14), and those that utilize a tabular approach, such as Darweesh(15), the Buckwalter Morphological Analyzer for Arabic (BAMA) (16), the Standard Arabic Morphological Analyzer (SAMA)(17), ElixirFM(18), a high-level implementation of functional Arabic morphology, Morphological Analysis and Disambiguation of Arabic (MADA)(19), and MADAMIRA(10).

The Xerox Arabic morphologizers, which are bidirectional morphologizers that take diacritized or undiacritized words as the input and compute the prefix, pattern, root, and suffix, were based on a finite-state transducer (FST) and utilize grammar rules rather than listing the stems. For example, Beesley's(11) Xerox finite-state morphological analyzer, which was built on finite-state transducer advancements to handle morphology and uses Xerox finite-state language modeling tools, is rule-based and has a large coverage. Because the Xerox finite-state morphological analyzer adopts a root-and-pattern approach, it can generate all possible morphological features for each word; 4,930 roots and 400 patterns that generate 90,000 stems; can also reconstruct the vowel marks, and provides an English glossary for each word. The Xerox finite-state morphological analyzer was based on the ALPNET developed earlier by Beesley and Buckwalter, which was founded on PC-KIMMO. This tool was constructed as two-level morphology by Antworth and Karttunen(20, 21).

The MAGEAD morphologizer system, which extended Kiraz's(22) work using AT\&T's finite-state machine toolkit(23), decomposes an isolated diacritized word into prefix, pattern,
root, and suffix and generates words from input morphemes, that is, it is a bidirectional morphologizer. MAGEAD also provides linguistic features, such as word class, in a hierarchical form; however, it is currently restricted to verbs. MAGEAD, which is based on a multitape finite-state transducer similar to the Xerox-based work of Beesley and Kiraz, has morphophonemic and orthographic rewrite rules that extend Kiraz's analysis by introducing a fifth tier: Tier 1: pattern and affixational morphemes; Tier 2: root; Tier 3: vocalism; Tier 4: phonological representation; and Tier 5: orthographic representation. In the generation direction, tiers 1 through 3 are always the input tiers, Tier 4 is first, an output tier and then, a subsequent input tier, and Tier 5 is always an output tier.

The AraComLex is an open-source data-driven Arabic morphologizer that utilizes a bidirectional FST and uses the lemma as its base form. As a lemma is a marked form of a word without affixes and is not inflected, it has shorter lexicons than stembased methods and can benefit from generalized rules rather than listings. For Arabic, this is typically the perfective, 3rd person singular verbs or the singular indefinite form for nouns and adjectives. Other inflected forms are derived from the lemma using alteration rules, which is different from the rootbased Xerox morphologizer and the stem-based BAMA/SAMA morphologizers.

Darwish's(15) tabular method is a morphological analyzer that uses automatically-derived rules and statistics from the "Build-Model" module in the morphologizer. This module takes a list of word-root pairs as the input, which allows it to extract a list of prefixes, suffixes, and stem templates. The probability of each item's occurrence in these lists is then used to generate the statistical rules. The Darwish Morphologizer has been found to have an $84 \%$ success rate(15). Its "Detect-Root" module extracts all possible roots for an input word by generating a prefix, suffix, and stem, removing the prefix and suffix from the stem, and matching the stem against the templates, with the resultant template (along with the stem) being used to determine the root.

The BAMA was first developed by Buckwalter and has since had three versions; BAMA ${ }^{9}$ versions 1.0 and $2.0(16)$; and SAMA ${ }^{10}$ 3.1.; all of which are available as source codes from LDC. The input and output are in transliterated Roman letters and the program is written in Perl.

SAMA's input is isolated words, that is, sentence context is not considered in the disambiguation. The input word may be either diacritized on undiacritized, with the output being all possible prefix, stem, and suffix combinations, that is, it is a stemmer rather than a deep morphologizer. As SAMA is nonbidirectional, words may not be generated from the prefix, stem, and suffix inputs. In addition to stemming, the BAMA/SAMA also provides a part of speech tag. Rather than incorporating grammatical rules, BAMA/SAMA uses manually entered lexicons and morphotactic rules as its tables, which makes it difficult to generalize and requires significant manual effort to scale. In addition to the tables that specify the allowable prefix, suffix, and stem set combinations, the lexicons also include prefix, suffix, and stem sets. BAMA 1.0 has 299 prefixes,
${ }^{9}$ https://catalog.ldc.upenn.edu/LDC2002L49, https://catalog.ldc. upenn.edu/LDC2004L02
${ }^{16}$ https://catalog.ldc.upenn.edu/LDC2010L01

618 suffixes, and 82158 stems, 1648 prefix-stem combinations, 1285 stem-suffix combinations, and 598 prefix-suffix combinations. SAMA 3.1 has 1328 prefixes, 945 suffixes, 79318 stems, 40654 stem categories, 2497 prefix-stem combinations, 1632 stem-suffix combinations, and 1180 prefix-suffix combinations. A simple Perl program uses these to segment a word into all possible prefix-stem-suffix set combinations. Although the BAMA/SAMA uses reasonably sized tables, it is quite efficient and compact.

ElixirFM uses SAMA resources and Haskell's functional morphology library to incorporate the interface between morphology and syntax and determine the morphophonemic patterns to identify the roots and templates for the SAMA lexical items. MADA (Morphological Analysis and Disambiguation for Arabic) uses Support Vector Machines to compute nineteen features; five for spelling variations and fourteen for morphological features, such as number, gender, case, and mood. MADAMIRA is a concatenative morphological analyzer that uses the Penn Arabic treebank as part of its training set. MADAMIRA (10) is a combination of the MADA, which was based on SAMA, and AMIRA (24), a morphological system for colloquial Egyptian Arabic).

## B. Arabic Phonetizers

Classical Arabic literature provides a rich set of pronunciation rules for classical $\operatorname{Arabic}(\overline{25})$. Recent publications provide pronunciation rules for modern Arabic that were extracted from traditional sources(26, 27). However, some rules that should be included have been excluded, others that should have been excluded because they relate to spelling have been incorporated, and the effect of text markers has been ignored, all of which have significant consequences on phonetization, which means that the pronunciation produced using these rules can have many errors.

In recent publications, gemination has been handled by doubling a singleton consonant or mapping into its singleton version, which is phonetically inaccurate as demonstrated by geminated plosives that have a single voice onset time and release. Similarly, a long vowel is dealt with by doubling its short version, whereas the spectral characteristics of a long vowel are noticeably different from its short vowel counterpart(author?) (5). Also, the rules related to Wasl characters (ب) ف ك و) are ignored, even though they frequently occur. Four additional forms for (أ إ ؤ ئ) (أ), (آ), end of sentence vowels, mapping (I) at the beginning of a sentence into a glottal stop, and the pronunciation of ( O ) as $/ \mathrm{h} /$ at the end of the sentence are also not considered.(26) ignored short vowels at the end of a sentence by removing them and ( $\bar{I})$, and(27) did not incorporate situations that require the mapping of (I).
(28) used a rule-based two-level finite-state automata to develop an orthographic to allophonic mapping, with the first level being grapheme to grapheme changes such as deletion and duplication, and the second level being grapheme to phoneme changes. The allophonic changes are then applied to the phoneme level to produce an allophonic transcription and evaluate the system output on the diacritized words from the Penn Arabic treebank(29). While some of the problems in previous publications were resolved, duplication rather than gemination is employed and Sokoon is excluded from the rules when it uses
syllable structure to determine the pronunciation of waw, ya', and Alif Wasl. In addition, ta' marbutah is deleted rather than pronouncing it as $/ \mathrm{h} /$ at the end of an utterance.

## Appendix B <br> FSPMD (System) Evaluation

## A. Reference Corpus for Evaluation

Tashkeela(6), PADT_UD treebank, and MADAMIRA(10) were used to evaluate and compare the performance of the developed morphology generator, analyzer, and diacritizer. Tashkeela, Wikipedia, and modern standard Arabic orthography to phoneme transcriptions as well as specific examples that highlighted edge cases were used to fully test the orthography to phoneme transcription system.

As FSAM performs generation, analysis, and diacritization tasks that cover both undiacritic and diacritic words, a corpus of diacritized Arabic was needed to evaluate the proposed system. Tashkeela is one of the few available corpora that satisfied our requirements as it is a collection of diacritized passages in Classical and modern standard Arabic. Further, as our system is a deep morphologizer that works at pattern and root levels, the PADT_UD treebank, which was built on the Prague Arabic Treebank $\overline{\text { (Hajic et al. 2004), was the only resource available }}$ for a granular generation and analysis evaluation because alternatives such as the Penn Arabic treebank (Maamouri et al. 2004) lack root information. The PADT_UD is the Universal Dependencies Prague Arabic Treebank of modern standard and colloquial Arabic that contains undiacritized words, with the analysis consisting of the root, the Vform (the diacritized word), gender, number, case, definite, voice, and others. The FSAM was compared with the MADAMIRA (in analysis-only mode), which is a concatenative morphologizer (a morphologizer that gives the features of the words such as number, gender, person, etc. but does not give the composition of the word in terms of its pattern and root) rather than a templatic morphologizer, which partially makes up for the absence of patterns and roots by utilizing the SAMA stem categories to provide some granular analysis.

1) Fully diacritized text and corpus and treebank vocabulary: The diacritized texts in the Tashkeela corpus were utilized to manually test the ability of our orthography to phonemic systems and to test the correctness of our model, IPA was used to transcribe the MSA fully diacritized sentences from Wikipedia.

The undiacritized and diacritized word vocabulary was computed in Tashkeela and PADT_UD. TableVI conveys the word statistics after the punctuation was removed.
2) Gold sandard : A gold standard was generated from the PADT_UD treebank as a reference for the evaluation of the analysis and generation capabilities. A gold standard must be free from punctuation, abbreviations (e.g., كم "km"), foreign words (e.g., واشِنططن "Washington"), affixes (e.g., ال (ا), and singlecharacter graphemes (ت); which are not considered words in the Arabic language.

To eliminate words that were colloquial rather than modern standard Arabic, PADT_UD was intersected with Tashkeela, followed by the serial removal of affixes, single-character graphemes (letters), foreign words, and abbreviations. Table VI also details the statistics for the intersection between

Table VI. LEFT: Diacritized vocabulary and the resulting undiacritized words in each resource ignoring punctuation. The PADT_UD diacritized words are those listed as Vform (vocalized form) in its analysis of undiacritized words. RIGHT: Gold Standard Treebank is the intersection of Tashkeela and the PADT__UD followed by the removal of isolated affixes, letters, Foreign words, abbreviations, and entries with no analysis (oov)

|  | References Vocabulary |  |  |  | undiacritized |
| :--- | :--- | :--- | :--- | :--- | :--- |
| diacritized |  |  |  |  |  |
| Tashkeela | undiacritized | diacritized |  | 16,760 | 27,097 |
| PADT UD | 23,611 | 982,922 | Intersection | 16,469 | 26,772 |
|  |  | 33,597 | Gold Standard | Gold Standard - no OOV | 15,035 |

PADT_UD, Tashkeela, and the gold standard, which is the intersection that excludes affixes, foreign words (determined by Foreign $=$ Yes in the PADT_UD analyses), and abbreviations (determined by Abbr = Yes in the PADT_UD analyses).
3) Category correspondence: There is a mismatch in groupings and terminologies between our system, PADT_UD, and MADAMIRA. As the proposed system is based on Arabic language constructs, it uses intrinsic categories; verb, noun, tool word, and proper name. The verbs and nouns are further classified as regular and irregular. In contrast, PADT_UD labels words according to the standard part-of-speech classification scheme in English, and MADAMIRA labels words according to stem classes in the underlying SAMA corpus.

> TABLE VII. PADT_UD LABEL CORRESPONDENCE TO THE NOUN, VERB, TOOL WORD, AND PROPER NAME CATEGORIES, AND THE DIACRITIZED (DIAC) AND UNDIACRITIZED (UNDIAC) STATISTICS FOR EACH LABEL

| LABEL | CATEGORY | DIAC | UNDIAC |
| :--- | :--- | :--- | :--- |
| NOUN | noun <br> proper name <br> tool word | 14,405 | 8,424 |
|  | proper name | 2,693 | 2,679 |
| X | tool word noun | 4,603 | 3,551 |
| VERB | verb | 19 | 21 |
| PART | tool word | 83 | 49 |
| CCONJ | tool word | proper name | 99 |
| AUX | tool word | 12 | 34 |
| PRON | tool word | 22 | 25 |
| ADV | tool word | 34 | 37 |
| DET | 29 | 28 |  |
| PROPN | proper name <br> noun | 29 |  |
| ADJ | proper name <br> noun | 5199 | 3587 |
| INTJ | tool word <br> tool word | 3 | 3 |
| ADP | proper name <br> noun | 94 | 105 |
|  | nol |  |  |

A label can map onto more than one category. For instance, a noun in PADT_UD may be a noun, proper name, or tool word as it contains words such as ميراث (inheritance) "noun," دولار (dollar) "proper name," and كل (all) "tool word." Therefore, a word that is analyzed as a noun in PADT_UD and analyzed as a tool word in the proposed model is marked as a tool word and a match occurs.

Table VII details the correspondence between the

Table VIII. MADAMIRA label Correspondence to the noun, VERB, TOOL WORD, AND PROPER NAME CATEGORIES

| LABEL | CATEGORY | LABEL | CATEGORY | LABEL | CATEGORY |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| abbrev | proper name | noun quant | noun | part interrog | tool word |
| noun prop | proper name | noun num | noun | part neg | tool word |
| verb | verb | noun | noun | part restrict | tool word |
| verb pseudo | verb | adj | noun | part verb | tool word |
| adv | noun | adj comp | noun | part voc | tool word |
| adv interrog | noun | adj num | noun | prep | tool word |
| adv rel | noun | part | tool word | pron | tool word |
| conj | noun | part det | tool word | pron dem | tool word |
| conj sub | noun | part focus | tool word | pron interrog | tool word |
| interj | noun | part fut | tool word | pron rel | tool word |

PADT UD labels and the categories in the proposed system. Table VIII details the MADAMIRA label correspondence to the various categories: noun, verb, tool word, and proper name.

## B. FSAM analysis evaluation

Table XI compares the MADAMIRA's and FSAM's verb and noun analyses. Because of the overlap between Penn Arabic treebank, which is used as the MADAMIRA training corpus, and UD_PADT, the basis of our gold standard, MADAMIRA analyzed around $100 \%$ of the gold standard verbs and nouns, whereas FSAM analyzed around $84 \%$ of verbs and nouns.

MADAMIRA categorized the word correctly $100 \%$ of the time and FSAM categorized it correctly $97 \%$ of the time. Both systems had similar performances at around $99 \%$ accuracy when computing gender ( $99.5 \%$ vs $99.4 \%$ ), definitiveness ( $99.3 \%$ vs $98.0 \%$ ), person ( $98.2 \%$ vs $99.9 \%$ ), case ( $99.4 \%$ vs $99.8 \%$ ), aspect ( $99 \%$ vs $99.9 \%$ ), and voice ( $99.8 \%$ vs $97.9 \%$ ). FSAM performed better for mood ( $99.7 \%$ vs $93 \%$ ) and number ( $97.8 \%$ vs $90.5 \%$ ), and found the root with approximately $92 \%$ correctness.

## C. FSAP (Phonetic Transducer) Evaluation

The full range of examples to test FSAP are provided in Tables XII XIII and XIV. In addition to the IPA non-phonemes of continuation ( $\smile$ ), medium duration pause $(\mid)$, and long duration pause $(\|)$, we used zero duration pause, short duration pause, and not pronounced to more comprehensively reflect the morphophonetic relationships. These are the only expected differences between the Expected IPA and Output.

Table XIItests FSAP in all context dependent pronunciation environments, and as can be observed from the table, the system performs with $100 \%$ accuracy in those examples. Table XIII uses diacritized text from the Tashkeela corpus(6) to evaluate the system on diverse examples. Both tables XII and XIII don't have the expected IPA transcription as part of the corpus, so we used a language expert to transcribe the sentences into IPA to get the expected output.

Table IX. FSAM-generated stem vocabulary for each sub-category and category (Top), and MADAMIRA tabulated stem vocabulary (Bottom). *UNK means that the reference has no stem categorization. No counterpart in Madamira unless their reference - SAMA (has a listing of stems) - is directly utilized. Noun, verb, tool word, and proper name categories are based on the label correspondence in the MADAMIRA reference table shown in Table VIIl. Note that a stem has mULTiPLE LABELS IN THE REFERENCE

|  | Stem Vocabulary |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| FSAM | undiacritized | diacritized | MADAMIRA | undiacritized | diacritized |
| regular verb | 579,522 | $1,882,047$ | verb | 4,269 | 4,843 |
| irregular verb | 98,668 | 282,611 | noun | 11,950 | 12,763 |
| regular noun | 716,177 | $2,192,815$ | toolword | 32 | 37 |
| irregular noun | 157,322 | 405,834 | proper name | 544 | 556 |
| toolword | 238 | 261 | UNK* | 8,849 | 11,897 |
| proper name | 7,681 | 8,352 |  |  |  |
| TOTAL | $1,196,895$ | $4,018,302$ | TOTAL | 24,055 | 29,685 |

Table X. Overlap count between the synthesized undiacritized stems and the gold standard stems. The intersection is between the gold standard and synthesized stems. Missing is the set gold standard stems, that is, the synthesized stems. As there is no reference to MADAMIRA for the generation of stems from roots, the overlap of stems was checked from the UNDERLYING LISTING FOR THE GOLD STANDARD STEMS ( 8,536 STEMS)

| Generated |  |  |
| :---: | :---: | :---: |
| Undem Overlap with the Gold Standard Stems |  |  |
| UndiAC | FSAM | MADAMIRA |
| Intersection | 6,622 | 5,146 |
| Missing | 1,914 | 3,390 |
| Total | 8,536 | 8,536 |

Table XI. Analysis accuracy for the undiacritized words for the gold standard treebank. On the left is FSAM (F) and on the right is MADAMIRA (M). To produce roots, the model outperformed in mood, number, and voice properties. MADAMIRA had almost full coverage of the gold reference because of the overlap between the training data and the reference

| Analysis Performance FSAM (F) vs MADAMIRA (M) |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| UNDIAC | verb |  | noun |  | noun+verb |  |
|  | F | M | F | M | F | M |
| analyzed | 94.9 | 99.9 | 83.4 | 99.8 | 83.8 | 99.8 |
| category | 99.0 | 99.9 | 96.8 | 100 | 97.0 | 100 |
| root | 94.0 | NA | 91.8 | NA | 92.3 | NA |
| case | - | - | 99.4 | 99.8 | 99.4 | 99.8 |
| gender | 99.4 | 100 | 99.6 | 98.9 | 99.5 | 99.4 |
| mood | 99.7 | 92.2 | - | - | 99.7 | 92.2 |
| definite | - | - | 99.3 | 98.0 | 99.3 | 98.0 |
| number | 99.3 | 100 | 97.4 | 88.0 | 97.8 | 90.3 |
| person | 98.2 | 99.9 | - | - | 98.2 | 99.9 |
| voice | 99.8 | 97.7 | - | - | 99.8 | 97.7 |
| aspect | 99.0 | 99.9 | - | - | 99.0 | 99.9 |

Table XIV tests the system on peer reviewed examples from Wikipedia ${ }^{11}$ which contains the diacritized text and the corresponding expected IPA transcription.

[^5]Table XII. Context-dependent pronunciation examples; expected vs output
Test phonetic transcription: characters with pronunciation affected by context are colored red.
$\Phi$ : zero duration pause, $\mu$ : short duration pause, $\omega$ : medium duration pause, $\alpha$ : long duration pause, $\smile$ : continuation, •: not pronounced

| Phrase | Expected IPA | Output(s) | Phrase | Expected IPA | Output(s) |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Definite Article (ال) |  |  | Alif maqsurah (ى) |  |  |
| وَالقَهْرِ؛ | walqahr \|| | walqah $\Phi \mathrm{r} \bullet \alpha$ | هُّى القُلُوبٌ | huda lquasb | hud • a lquau:b ${ }^{\text {d }}$ |
| القَهْهِ | Palqahr \|| | Palqah $\Phi$ r $\bullet \alpha$ |  | zurtu huda: \|| | zurФtu $\mu$ hud • a: $\alpha$ |
| وَالتَّمَز | wat:amar | wa $\bullet$ tamar $\Phi$ |  | lama: bintun dzami:lah \|| | lam $\bullet$ a: $\mu$ bin $\Phi$ tun $\mu$ dzamilah $\alpha$ |
| التَّمَز | Pat:amar | Pat:amar $\Phi$ | Alif mad (1) |  |  |
|  | ha:ða-lkita:bu | ha:ða -1 kita :bu | آبَإِّ | Pa:barr | Pa:barr $\Phi$ |
| دَرَسُوا الكِكتِّبَ | darasu - lkita:ba | darasu - lkita:ba | مَالآنْ | malRa:n | mal $\Phi$ Pa:n $\Phi$ |
| فِي الكِكتَابِ | fi lkita:bi | fi-lkita:bi | Madd (') |  |  |
| إِلَى الإِغْتِرَافِ | Rila -1 iiftira:fi | Pil - a -1 iif $\Phi$ tira:fi | هـذَا | ha:ðа: | ha:ð•a: |
|  |  |  | Alif (1) |  |  |
| الْمَنَاء | Palmasa:? | Ralmasa:? | وَاقْرَأ | waqra? | wa •qФra? $\mu$ |
| مَفُرُوءَة | maqru:?ah \|| | maqФru:Pah $\alpha$ | إِقْرَأكِ | Piqra? \|| | PiqФra? $\alpha$ |
| بَبِيء | bari:? | bari:? | الْبَابـبا | Palba:b \|| | Palba:b $\alpha$ |
| أَكَلِّ | Pakal | ?akal | كَتْبُوا | katabu: | katabu: |
| أكُكلِ | Tukil | ?ukil | مَــا إِمْكِك | ma-smuk \|| | ma • sTmuk $\alpha$ |
|  | $t^{\text {¢ }}$ art ${ }^{\text {¢ }}$ aia | liPan:a | كرِيمَ | kariman | kariman |
| لِأَنَّ | liPan:a | liPan:a |  | karimma: \|| | karima: $\alpha$ |
| الإلسالام | RalRisla:m | Ral?isla:m | Harakat (\%:-) |  |  |
| إسلام | Pisla:m | Pisla:m | بَرَّرِّبِ | ba:ba | ba:ba bar $\Phi \operatorname{din} \mu$ |
| كُؤُوس | kuPus | kuPus |  | bardin |  |
| فُؤَاد | fupa:d | fuPa:d | أَبْب؛ | 2ab \|| | Pab $\bullet \alpha$ |
| بُؤُبُّؤُوْ | bu?bu? | bu? ${ }^{\text {bup¢ }}$ | أَبِ؛ | 2ab \|| | Pab • $\alpha$ |
|  | fiPah | fipah | تُوْتُ | tuitu | tuitu |
|  | kaPi:b | kaPi:b | كُلّ | kul:i | kul:i $\mu$ |
| بريئــــ؛ | bari:?ah \|| | bri:Pah $\alpha$ | أُبُ؛ | Pab \|| | Pab • $\alpha$ |
| Lam (ل) |  |  | مُدَرِّرًا | mudar:isan | mudar:isan $\mu$ |
| أُلْــعَبِ | PalCab | RalФ¢ab | بِمَا | bima: | bimea: |
| إلْتَتَسِس | ?iltamas | Ril\$tamas | حِينَ | ћi:na | ћi:na |
| لَـِّبِ | lafab | lafab | Tanween (:-:) |  |  |
| تَــلـِ | tal | tal | بَابِّ | ba:ban | $\mu$ ba:ban $\mu$ |
| مَال | ma:l | ma:l | بَابِّا | ba:ba: \|| | ba:ba: $\alpha$ |
| وَاْلـــؤد | walwud | walwud | بَابٌ | ba:bun | $\mu$ ba:bun $\mu$ |
| وَالـــؤد | walwud | walwud | بَابٌّ | ba:b \|| | ba:b $\Phi \alpha$ |
| وَالـِّتِّنِ | wat:im | wa • trim | بَابِّبِ | ba:bin | $\mu$ ba:bin $\mu$ |
| الـتِّينَ | Ratiina | Patiina |  | ba:b \|| | ba:b $\Phi \alpha$ |
| Waw (و) and Ya (ي) |  |  | أَيْيٌ | Raj:in | Paj:in |
| تُوت | tuit | tust | مِنّْى | minan | minan |
| مَوز | mawz | mawz | مِنَّى | mina: | mina: $\alpha$ |
| وَاحِ | wa:ћid | wa:ћid | Ta' Marbutah (\%) |  |  |
| تِـيـن | ti:n | tion |  | zurtu lmadrasata wafariћt \|| | zur $\Phi$ tu $\sim \operatorname{lmad} \Phi$ rasata $\mu$ wafariћ $\Phi$ t $\bullet \alpha$ |
|  | bajxat | baj:at |  | Palmadrasah \|| | Palmad $\Phi \operatorname{rasah} \Phi \alpha$ |
| يَســِ | jad | jad | زُزرْتُ المَذْرَسَهَهِ. | zurtul`madrasah \|| | zurФtu $\smile \operatorname{lmad\Phi }$ rasah $\bullet \alpha$ |

Table XIII. Evaluation of Fully Diacritized Tashkeela Sentences. IPA is the Expected Phonetic Transcription from a Language Specialist, Out is the System Output, and Differ Explains the Variance between IPA and Out. As illustrated in the examples, it can be seen that the system performed well on a Large Variety of Texts. Note that we Removed / • / and $/ \Phi /$ for Readability; the Differences are in Red

| Input |  |
| :---: | :---: |
| IPA |  <br>  |
| Out |  <br>  |
| Differ | None |
| $\begin{aligned} & \hline \text { Input } \\ & \text { IPA } \end{aligned}$ |  |
|  |  §ala di:izal-1hajawij: \|Palqa:diri £ala: tafsi:li kati:rin mina -lmuhar:ika:t || |
| Out |  <br>  |
| Differ | Due to the lack of a word-final diacritic in لدُ لدُ , our, system does not connect it to the next word even though it pronounces it correctly as seen. <br> Please note that is a loan word "the diesel" <br> fala-di:izal $\mu$ lhajawij: <br> Sala-d:i:zal-lhajawij: |
| $\begin{aligned} & \hline \text { Input } \\ & \text { IPA } \end{aligned}$ |  |
|  |  |
| Out |  |
| Differ | None |
| $\begin{aligned} & \hline \text { Input } \\ & \text { IPA } \\ & \text { Out } \\ & \hline \end{aligned}$ |  |
|  |  |
|  |  |
| Differ | The reason behind the difference in in pronunciation of the system and the expected pronunciation was the lack of a diacritic on the Alif i thus making it an incomplete diacritization of the word, which was beyond our scope |
| InputIPAOutDiffer |  |
|  | Talkalbu ?akbaru mina-lqit ${ }^{2}$ : |
|  | ?alkalbu $\mu$ ?kbaru $\mu$ mina - qiit $^{2}$ : $\alpha$ |
|  | ?akbaru vs ?kbaru due to the lack of diacritic on l |
| $\begin{aligned} & \text { Input } \\ & \text { IPA } \end{aligned}$ |  |
|  |  madza:li n: naqli-lḑaw:ij: \||wala:kin |tawaq:afa 1 Yamalu biha: niha:Pij:an £a:ma |fama: huwa - s:abab || |
| $\begin{aligned} & \text { Out } \\ & \text { Differ } \end{aligned}$ |  <br>  |
|  | The lack of mad in the spelling of ${ }^{\text {S }}$ J is the reason our output did not pronounce the long vowel / a:/ in the word and instead pronounced it as the short vowel /a/ |
| InputIPA |  |
|  |  |
| Out |  |
| Differ | The same word ${ }_{\text {L }}^{\text {¢ }}$ is misspelled twice and lacks the mad which gives the long vowel pronunciation ha:ठihi vs hadihi |
| $\begin{aligned} & \text { Input } \\ & \text { IPA } \end{aligned}$ |  |
|  |  ati-t:ahri:ri-lfilast ${ }^{\text {s }}$ i:nij:ah \|| |
| $\begin{aligned} & \hline \text { Out } \\ & \text { Differ } \end{aligned}$ |  |
|  | Differ None |
| Input |  |
| IPA |  |
| Out |  |
| Differ | The main reason for the differences between expected and out in this example is a lack of diacritics, the existence of loan words (لوغّغ "google") and the lack of mad (" |

Table XIV. Evaluation of the Fully Diacritized Wikipedia Sentences. IPA is the Expected Phonetic Transcription from Wikipedia, Out is the System Output, and Differ Explains the Variance between IPA and Out. As Illustrated Below, the System Achieved a Perfect Score on the Examples. Please Note we Removed / $\Phi$ / and / • / from the Output to Improve Readability

| Input |  <br>  |
| :---: | :---: |
| IPA |  <br>  <br>  |
| Out |  <br>  <br>  <br>  |
| Differ | None |
| Input |  |
| IPA | Yindama: Jahabtu \%ila Imaktabah \|| |
| Out | Yindama: $\mu$ ঠahabtu $\mu$ Yila $\$ maktabah $\alpha$ |
| Differ | None |
| Input |  |
| IPA | Yindama: Jahabtu fila Imaktabah \|| |
| Out | Yindama: $\mu$ ठahabtu $\mu$ Yila 1 maktabah $\alpha$ |
| Differ | None |
| Input |  |
| IPA | lam \aḑid siwa: ha:ða@ lkita:bil lqadim |
| Out |  |
| Differ | None |
| Input |  |
| IPA | kuntu Yuri:du Yan PaqraPa kita:ban Yan ta:rixi\i mar'2ati fi: faransa: |
| Out |  |
| Differ | None |
| Input |  |
| IPA | Tana: Yuhib:ulquira:Tata kafiran |
| Out | Pana: $\mu$ Yuhibrulq qira:?ata $\mu$ katiran |
| Differ | None |

## Supplement 1: Arabic Orthography, Phonology, and Morphology Compendium

Abstract-Concise and specific information on modern standard Arabic (MSA), which can also be used as a standalone MSA reference, is given as a background to the main text and covers topics, such as textual marks and fermatas that significantly affect the phonetic transcription of text transformations that are not normally discussed in other texts in English. Minimal consonant pairs, geminates, and vowels to indicate phonemic contrasts are also given. To avoid confusion, the original Arabic symbols were retained rather than using Roman transliteration. Other than minimal pairs, the compendium was compiled from various Arabic references (7, 30).

## A Orthography

Modern Standard Arabic (MSA) is written cursively from right to left, with the letter shapes changing according to the position. MSA has forty-six characters; twenty-eight alphabet letters, ten non-alphabet letters, and eight diacritics; and ligatures (لألآلا,لا, الإلا), which are letter combinations used when writing but are not counted as characters because they are only graphical representations. Tables XV and XVI show the MSA script alphabet and non-alphabet letters and the diacritics. Table XVI presents the alphabet letter shapes based on their position in a word, an example word containing the alphabet letter, its IPA transcription using segmental phonology, and the word meaning.

Table XVI introduces the ten non-alphabet letters, four (أ (إ, ئ, ؤ of which are part of the five-member "Hamza sisters," and the fifth being the alphabet letter (s). Five of the non-
 to one or more sounds based on their position in the word and the surrounding words; this is discussed in more detail in later sections. Kasheeda (-) is used for graphical justification and elongation and has no underlying pronunciation. The letter mad ( ) is part of MSA but is non-existent on computer keyboards and, therefore, is missing in modern texts and needs to be added to the thirteen words that contain it before any processing.

Table XVII lists the diacritics, which may not be at the start of a word, and divides the diacritics into three categories:
 Sukoon - ). A Harakah character is pronounced as a short vowel, a Tanween character is pronounced as a combination of a short vowel and $/ \mathrm{n} /$ and can only occur at the end of a word, Sukoon ( $\left(_{-}^{-}\right.$) is a zero-length pause, and as Shaddah ( ${ }^{\circ}$ ) indicates the gemination of the sound it follows, it cannot be preceded by a diacritic.

Diacritics cannot be consecutive, except for Shaddah (- ), which is generally followed by Harakah and sometimes by Tanween or Sukoon. Other rules restrict a sequence of characters; for example, $!$ can only be followed by a kasra, $\{$ is only followed by Sukoon, dhamma, or fatha, ؤ may not be followed by kasra, shaddah, and ya' and can only be preceded by dhama, s cannot be followed by a shaddah and is only preceded by kasra, and $s$ cannot start a word.

Five MSA letter groupings are related to pronunciation:

 are characters that affect the pronunciation of I ; for example, if
any of the Wasl symbols precede I when I is at the start of the word, then I is not pronounced.

 Solar and Lunar letters affect the pronunciation of $\rfloor$ in a very specific character environment (when it is part of the definite article in Arabic: (ال); for example, when a Solar letter follows $ل$, then $ل$ is not pronounced, but when a Lunar letter follows $ل$ it is pronounced.

It is also important to describe the text markings as they not only correspond to "sounds" but also regulate the contextual pronunciation of the consonants as detailed in the rules presented in the main manuscript. Table XV details the marks and their corresponding fermatas.

Table XV. Marks and their Corresponding Pauses and Continuations

| Description | Mark <br> End of File, | Mark symbol eof, | Fermata | IPA symbol | System symbol |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Between paragraphs, sentences | Start of File tab, new line | sof $\backslash \mathrm{t}, \backslash \mathrm{n}$ | Long duration pause | \|| or (...) | $\alpha$ |
| Between phrases | $\therefore!$ | !,? | Medium duration pause | \| or (.) | $\omega$ |
| Between words | space | \s | Short duration pause | (.) | $\mu$ |
| Within word | Not applicable | Not applicable | Zero duration pause |  | - |
| Connected words | space | $\backslash s$ | Continuation | - | - |

Table XVI. Alphabetic Letters and Their Shapes in Different Word Positions. I: Isolated, B: Beginning, M: Middle, and E: End. Example Words and Meanings (gloss) are given in IPA with their Broad Segmental Pronunciation Transcriptions


Table XVII. Diacritics with Example usage, their Broad Segmental Pronunciation Transcriptions in IPA, and Meanings

| Diacritics | Usage | IPA | Gloss | Diacritics | Usage | IPA | Gloss |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Fatha | وِلْدِ | /walad/ | a boy | Kasra | فِفِّ | /fi¢il/ | a verb |
| Tanween Fath | إِّمّا | /Risman/ | a name | Tanween Kasr | فِفِّل | /fi¢lin/ | a verb |
| Dhamma |  | /dub/ | a bear | Shaddah | عُدُّةٌ | /sud:ah/ | a gland |
| Tanween Dham | رُز | /ruzun/ | rice | Sukoon | فِعِل | /fifil/ | a verb |

## B Segmental Phonology

MSA is a Semitic language with 55 consonants and six vowels. In addition to labio-dental and velar sounds, MSA is rich in glottal, uvular, and pharyngeal sounds such as / $\mathcal{G} /$, and has regular and velarized or pharyngealized pairs, such as /d/
and $/ \mathrm{d}^{\mathrm{Y}} /$. The geminated counterparts of the phonemes are also MSA phonemes.

MSA has eight plosives; one bilabial /b/, four alveolars /t/, $/ \mathrm{d} /$, $/ \mathrm{t}^{\mathrm{¢}} /, / \mathrm{d}^{\mathrm{¢}} /$, one velar $/ \mathrm{k} /$, one uvular $/ \mathrm{q} /$, and one glottal $/ \mathrm{P} /$ ); two nasals; bilabial $/ \mathrm{m} /$ and alveolar $/ \mathrm{n} /$; one alveolar trill; $/ \mathrm{r} /$; thirteen fricatives; one labiodental $/ \mathrm{f} /$, three dental $/ \theta /$, / $/$, $/ \partial^{\mathrm{Y}} /$, three alveolars $/ \mathrm{s} /$, $/ \mathrm{z} /, / \mathrm{s}^{ } /$, one postalveolar $/ \mathrm{S} /$, two uvular $/ \chi /$, /ь/, two pharyngeal $/ \hbar /$, $/ \varsigma /$, and one glottal $/ \mathrm{h} /$; two approximants; one bilabial $/ \mathrm{w} /$ and one palatal $/ \mathrm{j} /$; one postalveolar affricate; / $\widehat{\mathrm{d}_{3}}$; and an alveolar lateral approximant; /l/. MSA has only six long and short vowels: /a:/,/is/,/u:/, /a/, /i/, $/ \mathrm{u} /$. Table XIX shows the consonant chart, with the consonants based on voicing, pharyngealization, place of articulation, and manner of articulation. Table XX enumerates the geminated consonantal phonemes with examples. Table XVIIIpresents the vowel chart. Minimal pairs that validate the phonemes are in Appendix A.

Phonemes are also grouped based on the pronunciation of their related character: coronals; dental, alveolar, and postalve-
 $/ \mathrm{s} /$, $/ \mathrm{d}_{3} /$ being the phonemes the Solar letters map to; and noncoronals; bilabial, labiodental, palatal, velar, uvular, pharyngeal,
 $/ \mathrm{h} /$ being the phonemes Lunar letters map to. Hamzah sisters map to the glottal stop, Harakah map to short vowels, Tanween maps to a short vowel followed by $/ \mathrm{n} /$ depending on the context, and Shaddah causes gemination.

\author{

Table XVIII. Vowel Chart: Upper Left is Normal Unrounded, Upper Right is Normal Rounded, Lower Left is Lengthened and Unrounded, and the Lower Right is Lengthened and Rounded <br> Close (high) <br> | Front | Central | Back |
| :--- | :--- | :--- |
| i |  | u |
| i: |  |  |
|  |  |  |
| a |  |  |
| a: |  |  |

}

Table XIX. Consonant Chart : The Symbol on the Top Right is Normal Voiced, the Symbol on the Top Left is Normal Unvoiced, the Symbol on the Bottom Right is
Pharyngealized Voiced, and the Symbol on the Bottom Left is Pharyngealized Unvoiced

|  | Bilabial | Labio-dental | Dental | Alveolar | Post-alveolar | Palatal | Velar | Uvular | Pharyngeal | Glottal |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Plosive | b |  |  | $\begin{array}{\|l\|l\|} \hline \mathrm{t}^{\mathrm{t}} & d^{\mathrm{s}} \end{array}$ |  |  | k | q |  | ? |
| Nasal | m |  |  | n |  |  |  |  |  |  |
| Trill |  |  |  | r |  |  |  |  |  |  |
| Fricative |  | f | $\begin{array}{ll} \theta & \delta_{\delta} \\ \hline \end{array}$ | $\begin{array}{\|ll} \hline \mathrm{s} & \mathrm{z} \\ \mathrm{~s}^{8} & \end{array}$ | J |  |  | $\chi$ s | h | h |
| Affricate |  |  |  |  | d |  |  |  |  |  |
| Approximant | w |  |  |  |  | j |  |  |  |  |
| Lateral Approximant |  |  |  | 1 |  |  |  |  |  |  |

## C Morphology

Morphology deals with the internal structure of words. More specifically, it dictates the composition of a word from smaller meaningful units called morphemes. There are two approaches to morphology; form-based and functional. Form-based morphology considers the form of the units making up a word, their interactions, and how they relate to the word's overall form. Functional morphology is about the function of the units inside

Table XX. MSA Geminated Phonemes. All Consonants Except for the Glottal Stop. The Examples below Show Words with Geminated Consonants

| Phone | Word | IPA | Gloss | Phone | Word | IPA | Gloss |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| [b:] | تبّا | /tab:an/ | perish! | [ $\mathrm{t}^{\text {s}}$ :] | الظّا | / $2 \mathrm{t}^{\text {¢ }}$ :abib / | the doctor |
| [t:] | الثّ | /3t:al/ | the hill | [ $\mathrm{o}^{\text {i }}$ : $]$ | الطّل | /R欠̃: il / | the shadow |
| [ $\theta$ :] | اللُّاثاء | /Pe:ula:日a:?/ | Tuesday | [ S ] |  | /la¢:aba/ | he played with |
| [d3:] | الْجّلِ | /2ds:ala/ | delayed | [s:] | صفّ | /sasaara/ | he made smaller |
| [ $\mathrm{h}:$ ] | وحّ | /wah:da/ | united | [f:] | إٌ | /Puf:in/ | expressing impatience/contempt |
| [ x ] | أخرّ | /Pax:ara/ | delayed | [q:] | و\% | /waq:ata/ | he timed |
| [d:] | الدّارّار | /Pd:ama:r/ | the destruction | [k:] |  | /2k:ala/ | he fed |
| [ $\mathrm{\partial}$ : $]$ | الدّأنب | /\%ð:anb/ | the sin | [1:] | اللفس | /fl:ams/ | the touch |
| [r:] | الرُّ | /Pr:uz/ | the rice | [m:] | نَّامٌ | /nam:am/ | he who spreads scandals |
| [z:] | الزٔوج | /Pz:awd3/ | the husband | [ n ] | النّمر | /?n:imr/ | the tiger |
| [s:] | السّهاء | /Ps:ama:?/ | the sky | [h:] | و9\% | /wah:am/ | puzzled somebody |
| [1:] | الشُّمس | /2\}:ams/ | the sun | [w:] | تؤاب | /taw:ab/ | repentant |
| [ $\mathrm{s}^{\text {s }}$ ]] | الصّباح | /Ps $\mathrm{s}^{\text {¢ }}$ aba: ${ }^{\text {a }}$ / | the morning | [i]] | جئد | / djajajit/ $^{\text {a }}$ | good |
| [ $\mathrm{d}^{\text {¢ }}$ ] | الضّفدع | /2d ${ }^{\text {² }}$ :ufda§/ | the frog |  |  |  |  | فَسَمِمَعَهَا

fasamiEahaA


Fig. 5. Arabic word morpheme breakdown. A word is a concatenation of a prefix, stem, and suffix (concatenative). A stem is a meaning-bearing unit that can be further decomposed into its root and pattern (templatic). The root gives the core meaning and the pattern provides the part of speech (POS, category) and other linguistic properties, such as number, tense, and gender. This image uses the Buckwalter transliteration scheme (www.qamus.org/transliteration.htm).
a word and how they affect its overall syntactic and semantic behavior.

Fig. 5 illustrates the structure of Arabic words. Arabic utilizes form-based morphology and has concatenative and templatic morphemes (smallest units in a word). Concatenative morphology is centered on stems and affixes (prefixes, suffixed, circumfixes), and the morphemes are generally concatenated in a sequence to produce a surface form (word). Morphological grammar that constructs stems from the interdigitation (interleaving) of the root and pattern is called templative morphology. In Arabic, morphological form and function are independent although most templatic processes are derivational and most concatenative processes are inflectional. Derivational functional morphology is concerned with creating new words from other words, and in inflectional morphology, the meaning and part of speech remain the same (31).

The two broad morpheme classes in concatenative morphology are stems and affixes. Stems are the core meaning-bearing units, and affixes are added before and after stems to alter the meaning and function. An affix may be a prefix (concatenated before the stem), a suffix (concatenated after the stem), or a circumfix, with parts added before and after a stem. The stem can be templatic (derived) or non-templatic (fixed). Templatic stems are stems that can be formed using templatic morphemes, whereas non-templatic word stems are not derivable from templatic morphemes and tend to be of foreign origin or names.
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## Appendix A

## A. Minimal Pairs/near-minimal Pairs (Evidence for the MSA Phonemic Inventory)

The sounds of Modern Standard Arabic (MSA) could be classified as phonemes or allophones. In order to differentiate between phonemes and allophones, a list of minimal or nearminimal pairs have been found for all the phonemes in MSA. Two things to note include: (1) The diacritics convey the vowel sounds, which is why the correct diacritics are important to correctly phonetically transcribe orthography. (2) There are MSA characters that convey the vowel sounds.

Table XXI lists the minimal / near minimal pairs for nongeminated consonants. Table XXII lists the minimal / near minimal pairs for geminated consonants that are compared to the non-geminated version of the consonant. Table XXIII list the minimal / near minimal pairs for the short and long vowels, and Table XXIV conveys that the long and short vowels are contrastive.

Table XXI．Minimal Consonant Pairs

| Contrastive Phones |  |  | Minimal Pair／Near－Minimal Pair |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Phone 1 | Phone 2 | Shared Property |  |  |  |
| ／t／ | ／d／ | alveolar stops | تُبْبُ | $\begin{aligned} & \hline \text { [dub] } \\ & \text { [tub] } \\ & \hline \end{aligned}$ | bear repent |
| ／s／ | $/ \mathrm{s}^{\mathrm{s}} /$ | voiceless alveolar fricatives | سُوْرَة صُورَة | $\begin{aligned} & \text { [surah] } \\ & \text { [s urah] } \\ & \hline \end{aligned}$ | chapter of the Qur＇an picture |
| ／1／ | ／r／ | liquids | زَأنْ | $\begin{aligned} & \hline \text { [la:n] } \\ & \text { [ra:n] } \\ & \hline \end{aligned}$ | relent，soften <br> seize；overcome；prevail |
| ／¢／ | ／ち／ | pharyngeal fricatives | عُلّْبْبُ | $\begin{aligned} & \text { [ful:ib] } \\ & \text { [hul:ib] } \end{aligned}$ | was boxed was milked |
| ／q／ | ／k／ | unvoiced plosives | كَلْبْ | $\begin{aligned} & \text { [qalb] } \\ & \text { [kalb] } \end{aligned}$ | heart <br> dog |
| ／m／ | ／n／ | voiced nasals | نَالَ | $\begin{aligned} & \text { [mala] } \\ & \text { [nala] } \\ & \hline \end{aligned}$ | swayed gained |
| ／／／ | d3／ | postalveolar | أجمل | $\begin{aligned} & {\left[\mathrm{Pa} \mathrm{Jmal}^{\mathrm{m}}\right.} \\ & {\left[\mathrm{Pa} \mathrm{~J}_{3} \mathrm{mal}\right]} \end{aligned}$ | more general more beautiful |
| ／ठ／ | $/ \partial^{1} /$ | voiced dental fricatives | ذَألكِ |  | that＇male＇ unjust／oppressive |
| ／z／ | ／s／ | alveolar fricatives | سَاْهِزْ | $\begin{aligned} & \text { [za:hir] } \\ & \text { [sa:hir] } \\ & \hline \end{aligned}$ | blooming up late into the night |
| ／q／ | $\mid \chi /$ | voiceless uvular fricatives | قَذَدْمُ | $\begin{aligned} & \text { [qadam] } \\ & \text { [ } \text { adam] } \\ & \hline \end{aligned}$ | $\begin{aligned} & \text { leg } \\ & \text { servants } \end{aligned}$ |
| ／S／ | ／f／ | voiceless fricatives | فَفَلَعْلَّلِ | ［Jaqala］ ［faqala］ | $\begin{aligned} & \hline \text { lit } \\ & \text { 'he' did } \end{aligned}$ |
| ／5／ | ／¢／ | voiced fricatives | عالي | $\begin{aligned} & \text { [ba:li:] } \\ & \text { [fa:li:] } \end{aligned}$ | expensive <br> high |
| ／b／ | ／m／ | voiced bilabials | ْمَاْلَ | $\begin{aligned} & {[\text { [ba:la] }} \\ & \text { [ma:la] } \end{aligned}$ | urinated tilted |
| ／？／ | ／h／ | unvoiced glottals | مُهْوْمِلْنِ | $\begin{aligned} & {[\text { muimin] }} \\ & {[\text { muhmil }]} \end{aligned}$ | faithful careless |
| ／$\theta$／ | ／ð／ | dental fricatives | ذَفُمْبْ |  | fruit gold |
| ／j／ | ／w／ | voiced approximants | بَوْنَثْ | $\begin{aligned} & {[\text { bajt] }} \\ & {[\text { mawt] }} \end{aligned}$ | house death |
| ／t／ | $/ \mathrm{t}^{1} /$ | voiceless alveolar plosives | طُّبِّبيثبث | tabist］ t ${ }^{\text {ºbabi：b］}}$ | she sleeps over doctor |
| ／d／ | $/ \mathrm{d}^{\mathrm{T}} /$ | voiced alveolar plosives | ضَمْمِيزَ | ［dama：r］ ［d $\mathrm{d}^{\mathrm{f}}$ amirr］ | destruction conscience |

Table XXII．Geminated Characters are Language Phonemes and Contrast the Nongeminated Phonemes

| Phoneme | Word（geminated） | IPA | Gloss | $\begin{aligned} & \text { Word } \\ & \text { (un-geminated) } \end{aligned}$ | IPA | Gloss |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| ［b］ | حبٌ | ／hab：a／ | had loved |  | ／hab／ | a seed |
| ［t］ | ذ | ／Tatal／ | the hill | J | ／tal／ | nill |
| ［ ${ }^{\text {］}}$ | － 6 | ／2at：ula：\＃a：？／ | Tuesday | ＊ | ／tamar／ | fruit |
| ［ $\mathrm{d}_{3}$ ］ | إِج | ／7adz：ala／ | delayed | إج | ／2adjal／ | time |
| ［h］ | $\pm 9$ | ／wah：da／ | had united | 129 | ／wahada／ | united |
| ［x］ | ） | ／Pax：ara／ | delayed | ا | ／2a：zar／ | other |
| ［d］ | 䍖 | ／2ad：ama：r／ | the distruction | ركمار | ／damax／ | distruction |
| ［8］ | الذّنبا | ／Paòanb／ | the sin | ذنب | ／ J anb／ | sin |
| ［ r$]$ | jill | ／Par：uz／ | the rice | j） | ／ruz／ | rice |
| ［z］ |  | ／2z：awd ${ }^{\text {／}}$ | the husband | جoj | ／zawd3／ | husband |
| ［s］ | الin | ／Tas：ama：？／ | the sky | \％ | ／sama：3／ | sky |
| T0］ | الـُمس | ／2al：ams／ | the sun | شمد | ／Jams／ | sun |
| ［ $\left.\mathrm{s}^{\text {s }}\right]$ | ح | ／ as $^{\text {²abas }}$／a／$/$ | the morning | حبض | ／ $\mathrm{s}^{\text {rababah／}}$ | morning |
| ［［d ${ }^{\text {d }}$ ］ |  | ／Pad＇：ufda¢／ | the frog | عفض |  | frog |
| ［ $\mathrm{t}^{\text {a }}$ |  |  | the doctor | طبيب | ／t＇abiib／ | doctor |
| ［ $\left.{ }^{2}\right]$ | الظّ |  | the shadow | b | $/ \bar{s}^{\text {ril }}$／ | shadow |
| ［［］ | ب | lay：aba／ | played with | ب | ／layab／ | played |
| ${ }^{[1]}$ | ¢ | ／sas：ara／ | made smaller | صف | ／sasar／ | became smaller |
| ［f］ | ف | ／Puffin／ | expressing impatience or contempt | لف | ／luf／ | wrap（command） |
| ［q］ | －${ }^{\text {¢ }}$ | ／waq：ata／ | timed | وق | ／waqt／ | time |
| ［［k］ | J｜ | ／2ak：ala／ | fed | Jis | ／2akala／ | ate |
| ［1］ | اللفس | ／2l：ams／ | the touch | W | ／lams／ | touch |
| ［m］ | نفام | ／nama：m／ | person who spreads scandals | zam | ／samai＇／ | heard |
| ［ n$]$ | الil | ／Pan：imr／ | the tiger | נ | ／nimr／ | tiger |
| ［h］ | ¢ | ／wah：am／ | puzzled somebody |  | ／wahm／ | assumed |
| \w］ | توّابِ | ／taw：ab／ | repentant；remorseful；regrefful | 0 | ／mawa：d／ | material |
| ［i］ | أِّد | ／2aj：ad／ | supported | يا | ／jad／ | hand |

Table XXIII．Minimal Vowel Pairs

| Contrastive Phones <br> Phone 1 |  |  | Phone 2 |  |  | Shared Property | Minimal Pair／ |  | Word | IPA | Near－Minimal Pair |
| :--- | :--- | :--- | :--- | :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Gloss |  |  |  |  |  |  |  |  |  |  |  |

Table XXIV．Minimal Pairs to Show that Long and Short Vowels are Contrastive

| Contrastive Phones |  | Minimal Pair／Near－Minimal Pair |  |  |
| :---: | :---: | :---: | :---: | :---: |
| Phone 1 | Phone 2 | Word | IPA | Gloss |
| ／i：／ | ／i／ | فيل | ／fi：l／ | elephant |
|  |  | فلم | ／film／ | movie |
| ／a：／ | ／a／ | بادر | ／bardara／ | took initiative |
|  |  | بدر | ／badr／ | full moon |
| ／u：／ | ／u／ | ثوم | ／Ourm／ | garlic |
|  |  | ثمٌ | ／日um：a／ | then |

## Supplement 2: Finite-state Machines for Linguistics

## A Automata Hierarchy and Power

In comparison to other automata, finite-state machines (FSMs) have the least computing power beyond finite languages and can process regular expressions. More powerful complex automata and languages are push-down automata for context-free languages; embedded push-down automata for mildly context-sensitive (linear indexed) language; nested stack automata for indexed language; linear bounded automata for context-sensitive language; always halting Turing automata for recursive language; and the Turing machine for recursively enumerable language (all formal languages). Fig. 6 illustrates the hierarchy of formal languages (32).


Fig. 6. Formal languages and associated automata; https://www.cs.rochester.edu

## B Development FSM and Compilation Tools

Finite-State Machines (FSMs) are either finite-state automata (FSA), which are acceptors of strings constructed to define sets of characters, or finite-state transducers (FSTs), which convert an input string into an output string using contextual or non-contextual replacement, insertion, or deletion. FSAs and FSTs are written using regular expressions and are closed under operations such as concatenation and union. FST is bidirectional and hence input and output can be inverted for the same FST.

The author in (33) constructed cascaded FSTs, with an FST mapping one character at a time between input and output. (34) developed an FST in which the rules were executed in parallel and obligatory or optional single-character mapping rules were allowed. This approach was implemented in various systems such as KIMMO and PC-KIMMO (35, 21; 20).

Bear introduced a unification-based grammar for morphotactic parsing and used diacritics coded in lexical entries to allow the rules to apply to a subset of the lexicon (36, 37). This formalism was adapted by various implementations, which allowed a rule to map between equal-sized input and output string subsequences rather than single characters (38, 39, 40, 41, 42).

Ruessink's formalism allows unequal size sequences and explicit contexts; however, this results in some invalid combina-
tions (43). Pullman and Hepple extended Ruessink's formalism by adding rule features; however, their proposal had problems with the interpretation of obligatory rules. Carter suggested that Pullman and Hepple's formalism was impractical for specifying the mappings between unequal-length sequences (44). Grimley-Evans, Kiraz, and Pulma redefined the obligatory rules in Ruessink's formalism (45).

Algorithms exist for the compilation of rules written as regular expressions into automata (33). Computationally, parsers and compilers for regular expressions are $\mathrm{O}(\mathrm{n})$, where n is the length of the input string. Widely available FST compiler tools include Lex, Flex, xfst from Xerox, HFST, Foma, and OpenFST. Foma (4) is an open-source library for unweighted FSTs that has an interface similar to the proprietary XFST from Xerox. OpenFST is suitable for dealing with weighted transducers and has been considered a better tool than the FSM Library of AT\&T. In addition, more powerful automata are available in the Natural Language Toolkit (46).

## C FST for Computational Linguistics

A finite-state transducer (FST) can model most phonological rules, possibly with exceptions related to some stress and tone rules (47), which has been independently verified by (33) (21) 48). Many finite-state models are also available for phonology (49). Cascade and other extensions of finite-state technology are also available (50).

An important FST class is a two-level finite-state formalism that allows the mapping rules between input and output strings to be implemented with finite-state transducers. The same automaton can be used for analysis (decomposition) and synthesis (generation), thereby providing bidirectionality. The two-level formalism and its generalization to multi-levels are used for the phonological analyzer and the concatenative and templatic morphology analyzer.

## D Multi-level Finite-state Formalism

(51) described a root-and-pattern morphology FST. (35) proposed a two-level system for language morphology. (52) proposed a framework in which each of the autosegmental tiers was assigned a tape in a multitape finite-state machine, with an additional tape for the surface form. Kay's approach followed the CV model and used four-tape automata, which was an extension of the traditional FST. (52) also proposed a framework for handling templatic morphology in which each templatic morpheme was assigned a tape in a multitape finitestate machine and an additional tape for the surface form.

The two-level formalism has been extended to multiple levels, as illustrated in Fig. 77 in which the templatic morphemes are roots, patterns, and vocalisms. The vocalism morpheme specifies the short vowels to use with a pattern; in contrast, traditional accounts of Arabic morphology collapse the vocalism into the pattern.

The advancement to templatize morphology was achieved by having multiple inputs (tapes) to the FSTs based on linguistic abstractions of Semitic nonlinear morphology. However, such constructs handle only a subset of Arabic words, such as verbs, nouns, or broken plurals.


Fig. 7. Three-level FST where the pattern, root, and vocalism are the input tapes.

McCarthy's CV-based model was presented for Arabic morphology under an autosegmental phonology framework to handle verbs (51; 53). A stem is represented by three tiers: the root, vocalism, and a CV pattern. Associations are made based on well-formed conditions, association conventions, and additional rules. The Moraic model uses a different vocabulary to represent the pattern morph based on the noun prosody (54), while the Affixational model derives several templates using affixation under prosodic circumscription for verbs (55).

Infixation and reduplication are handled within the standard two-level morphology using diacritics (20). Kay's approach followed the CV model using a four-tape automaton, which was an extension of the traditional FST (52). (56) used a lexical component that takes the intersection of rules and pattern expressions and produces verbal stems, with the stems being the input for a standard two-level system. (56) also presented a system for handling Akkadian root-and-pattern morphology by adding an additional lexicon component to Koskenniemi's two-level morphology (34). Beesley's intersection approach is probably the largest system for Arabic morphology (57; 39; 58). Beesley later compiled all combinations into a transducer (59).

## E Concatenative Morphological Formalism

The state-of-the-art concatenative morphological formalism consists of three components: lexical automata, morphotactic rules, and rewrite rules (60). Finite-state automata are constructed to represent prefixes, stems, and suffixes. The prefix, stem, and suffix are concatenated with markers separating them to form a lexical form based on morphotactic rules that specify valid combinations. Orthographic changes that need to be made to the lexical form to yield the surface form (word) are coded using rewrite rules incorporating contextual mappings and are implemented using an FST.

Morphotactic rules can be implemented in an FST with continuation classes using filters (34, 20, 21). Continuation classes are, however, inappropriate for handling separated dependencies, interdigitation, infixation, and reduplication, and, therefore, flag diacritics are used to address the separated dependencies, discontinuous dependencies, and long-distance dependencies within the FST framework. However, as using FSTs
can be awkward, context-free grammar (with feature unification if necessary) is used to address the complex dependencies (36, 39, 40, 41, 42, 49).

## F Templatic Morphological Formalism

(61) embedded pattern and vocalism morphs in the surface expression of the rules, (62) extended the two-level model by adding a third abstract level for inflection patterns, and Kiraz (1994) developed a two-level formalism based on Kay's approach that could handle CV, Moraic, and Affixational models. The first large-scale Arabic morphology implementation within finite-state method constraints, which was conducted by (39), included a 'detouring' mechanism to access multiple lexica, which was the forerunner to other studies by (63). (33) constructed cascading FSTs, in which an FST mapped one character at a time between the input and output. Subsequent advancements in this approach can be found in (63), (50), and (16). Cascade and other extensions of finite-state technology are also available (16). (64) extended Kay's approach and implemented a multi-tape system for MSA.

## G Phonology Formalism

(65) modeled autosegmental phonology using FSTs, in which the autosegmental phonology was coded as linear strings, (49) used a one-level phonological approach to code autosegmental representations as a triangular prism, and (66) used multilinear coding that was processed using state labeled finite automata, which were shown to be more powerful than FSTs.
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