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Abstract—Machine learning (ML) techniques are used often 

to classify pixels in multispectral images. Recently, there is 

growing interest in using Convolution Neural Networks (CNNs) 

for classifying multispectral images. CNNs are preferred because 

of high performance, advances in hardware such as graphical 

processing units (GPUs), and availability of several CNN 

architectures. In CNN, units in the first hidden layer view only a 

small image window and learn low level features. Deeper layers 

learn more expressive features by combining low level features. 

In this paper, we propose a novel approach to classify pixels in a 

multispectral image using deep convolution neural networks 

(DCNNs). In our approach, each feature vector is mapped to an 

image. We used the proposed framework to classify two Landsat 

scenes that are obtained from New Orleans and Juneau, Alaska 

areas.  The suggested approach is compared with the commonly 

used classifiers such as the Decision Tree (DT), Support Vector 

Machine (SVM), and Random Forest (RF). The proposed 

approach has shown the state-of-the-art results. 

Keywords—Convolution neural networks; machine learning; 

multispectral images; remote sensing 

I. INTRODUCTION 

Recently there has been a great interest in the research 
community to adapt CNNs to analyze multispectral images. 
Machine learning algorithms such as the decision tree (DT), 
ensemble of decision trees, support vector machine (SVM), 
Naïve Bayes classifier and fuzzy inference system are used to 
classify pixels in multispectral images. CNN-based methods 
have attracted a great deal of attention due to their ability to dig 
latent representations and features from images. Borisov, et al. 
[1] in their survey article provided an overview of deep 
learning methods for tabular data. They point out that CNN 
models have repeatedly shown excellent performance and have 
been widely adapted. However, adaptation of CNN models to 
tabular data remains highly challenging. DCNNs have shown 
high accuracy in many image classification applications. They 
are flexible and allow iterative learning. With advances in 
hardware and availability of graphical processing units (GPUs) 
deep learning (DL) models can be used in real-life applications. 
The main drawback of CNN models is that they commonly use 
gradient decent backpropagation algorithm with Sigmoid 
activation functions that leads to saturation resulting in slow 
gradient convergence, which is known as a vanishing gradient 
problem. To avoid the vanishing gradient problem, CNNs use 
entropy loss function with rectified linear units (ReLU) in the 
output layer. Overfitting usually occurs when the dataset is 
small. To overcome this problem, various regularization 

techniques such as dropout and bagging are used. CNN models 
can be trained with large datasets and can classify images with 
high accuracy. For ML algorithms, data are presented in the 
table form whereas for CNN input data are presented in the 
form of images. CNN models generate a feature vector from 
input images via convolution and pooling layers. The feature 
vector represents integrated information from various shapes 
that are present in the input image. 

To use available CNN models and take advantage of these 
models such as high accuracy, we propose a novel approach to 
convert data in the table form to images. In ML algorithms 
input data are in table form, where each row in the table 
represents a feature vector for an entity and columns describe 
properties. In many fields such as genomics, transcriptomic, 
spoken words, financial and banking data are in non-image 
form. A few researchers have proposed techniques to map 
numeric data in a table form to images [2 - 4]. 

We propose a method to map a feature vector into an 
image. The shapes in the mapped image represent features and 
ratios between the features. The approach was motivated by 
two factors. The first motivational factor is that band ratios in 
Landsat images are used for determining soil moisture 
coefficients and vegetation indices [5], which indicates that 
feature ratios contain additional information in the sample than 
features alone. The second motivational factor is that CNN 
models provide multiple levels of abstraction and generate a 
feature vector that combine low-level and high-level 
information of shapes in the image. To validate our framework, 
we analyzed two Landsat-8 scenes. Landsat-8 OLI provides 
images with 30-meter resolution in seven spectral bands. Band 
1 reflects deeper blue-violet hues and is used in mapping 
coastal regions. Bands 2, 3, and 4 are visible blue, green, and 
red are used in land use mapping. Band 5 measures the near 
infrared (NIR). Bands 6 and 7 cover different slices of the 
shortwave infrared (SWIR). They are particularly useful for 
telling wet earth from dry earth, and for geology [6] 

We implemented the algorithm to map table data into 
images using a MATLAB script. In addition, we implemented 
Alex Net using MATLAB deep learning toolbox. We analyzed 
two scenes, one from New Orleans, and another from Juneau, 
Alaska. To classify pixels in the image each pixel is 
represented by a vector consisting of reflectance values in 
multiple spectral bands. We extracted training set data by 
displaying scenes on the monitor and selecting small 
homogeneous areas that represent distinct categories on the 
ground. We selected four training areas that represented four 
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categories for the Alaska scene, and three training areas that 
represented three categories for the New Orleans scene. We 
selected reflectance values from spectral bands 2, 3, 4, 5, and 7, 
as these bands showed the maximum variance. The 
organization of the paper is as follows. Section II describes the 
related work. Section III provides the framework for the 
proposed approach. Section IV deals with the experiment and 
results, and the whole study is concluded in Section V. 

II. RELATED WORK 

In remote sensing data are obtained as multispectral 
images. Many ML algorithms are being used to classify pixels 
in a multispectral image. The conventional ML techniques for 
classification require the sample in the form of a feature vector. 
In classifying Landsat-8 scene, each pixel is represented by a 
feature vector obtained by reflectance values in different 
spectral bands. A few small homogeneous areas representing 
distinct categories on the ground are identified and the feature 
vectors associated with pixels in those training areas are used 
to generate training set data. Conventional ML techniques 
include the maximum likelihood classifier (MLC), decision 
tree (DT), support vector machine (SVM), Random Forest 
(RF), multi-layer perceptron model, and fuzzy inference 
system. The maximum likelihood classifier assumes normal 
distribution of reflectance values and is commonly used in 
remote sensing applications. Huang et al. [7] have used the 
SVM to classify pixels in multispectral images and their model 
obtained higher accuracy. The SVM is appealing for Landsat 
data analysis because it classifies small data sets with high 
accuracy [8]. Moumtrakis et al. [9] have provided a review of 
usage of SVM in remote sensing. Another commonly used 
algorithm to classify pixels in multispectral images is a 
decision tree (DT). The main problem with the DT is 
overfitting. DT shows high accuracy with the training data, 
however; it may not perform well in classifying unknown data 
samples. Lowe and Kulkarni [10] used the random forest 
algorithm for classification of pixels in Landsat data. 

CNN models represent one of the best learning algorithms 
for understanding image contents and have shown exemplary 
performance in computer vision tasks. CNN models use 
multiple layers of nonlinear information processing units. 
Machine-learning community‟s interest in CNN grew after 
Image-Net competition in 2012, where Alex Net achieved 
record breaking results in classifying images from the dataset 
containing more than 1.2 million images from one thousand 
classes. Alex Net proposed by Krizevsky et al. [11] was based 
on principles used in LeNet. DCNNs have brought about 
breakthroughs in processing images, videos, speech, and audio 
[12]. In general CNN models consists of convolution and 
pooling layers that are grouped followed by one or more fully 
connected layers. They are feed-forward networks. In 
convolution layers, inputs are convolved with a weighted 
kernel and the output is sent via a nonlinear activation function 
to the next layer. The purpose of the pooling layer is to reduce 
spatial resolution. Rawat and Wang [13] provide a 
comprehensive survey of CNNs. Zhang et al. [14] provide 
taxonomy of CNN models. CNNs can learn internal 
representations from raw pixels and are hierarchical learning 
models that can extract features [15, 16]. Liu et al. [17] provide 
a survey of deep neural network architectures and their 

applications. Khan et al. [18] in their review article classified 
DCNN architectures into seven categories. Deep learning 
allows computational models that are composed of multiple 
processing layers to learn representations of data with multiple 
levels of abstraction. Recent developments in CNN models 
were possible because of the availability of faster graphical 
processing units (GPUs) and availability of large data sets. 
Kulkarni in [19] used the Alex Net to classify two image 
datasets. The first dataset contained four hundred animal 
images of two types of animals and obtained 99.1 percent 
accuracy. The second dataset contained four thousand images 
of five types of flowers and obtained 86.64 percent accuracy. 

Remote sensing images are often obtained in multiple 
spectral bands. Traditional ML are used to classify pixels in 
multispectral images, where each pixel is represented by a 
feature vector consisting of reflectance values from different 
spectral bands. There is a great deal of research directed 
towards CNN architectures for RGB images, while a relative 
dearth of research directed towards CNN architectures for 
multispectral and hyperspectral images. Many DCNN models 
have been deployed to analyze remote sensing data. 
Castelluccio et al. [20] explored the use of CNN models for 
semantic classification of remote sensing scenes. They resort to 
pre-trained CNNs that are only fine-tuned on the target data to 
avoid overfitting problems and reduce design time. Liu [21] 
used R-CNN for multispectral pedestrian detection task and 
then modeled it into a convolution network (ConvNet) for the 
fusion problem. Xu et al. [22] proposed a CNN framework to 
extract spectral-spatial features from hyperspectral imagery 
(HIS) and light detection and ranging (LiDAR) data, and to 
combine HIS and LiDAR data. Chen et al. [23] used Faster R-
CNN for airport detection from Landsat images. Their 
experimental results show that for the same training samples 
their CCN based approach outperforms traditional SVM and 
state-of-the-art CNN based methods. Senecal et al. [24] have 
created a small CNN architecture capable of being trained from 
scratch to classify 10 band multispectral images. Osorio et al. 
[25] used a deep learning approach for weed detection. They 
used a method YOLOV3 (you only look V3), taking advantage 
of robust architecture for object detection. Garcia et al. [26] 
studied the use of different CNN architectures for cloud 
masking in multispectral images. Yuan et al. [27] proposed a 
novel DCNN architecture that outperforms the state-of-the-art 
DCNN-based water body detection methods. Wu et al. [28] 
proposed a deep-learning-based new framework for 
multimodal remote sensing data classification. 

Tabular data are the most used data. DCNN models have 
shown excellent performance and have therefore been widely 
adapted. However, their adaptation to tabular data remains 
highly challenging. Borisov, et al. [1] provide an overview of 
deep learning methods for tabular data. They categorize these 
methods into three groups a) data transformations, b) 
specialized architectures, c) regularization models. In this work 
we consider the first category data transformations. DCNNs 
offer multiple advantages over traditional ML techniques. First, 
they are flexible and allow iterative learning. Second, tabular 
data generation is possible using deep networks and can help 
mitigate class imbalance problems. Third, neural networks can 
be deployed for multimodal learning problems where tabular 
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data can be one of many input modalities [1]. To our 
knowledge there are very few methods that have been reported 
for analyzing tabular data using CNN models. Sharma et al. [2] 
developed a method called DeepInsight to transform non-
image data to images for CNNs. Their method constructs an 
image by placing similar features together and dis-similar ones 
further apart enabling the collective use of neighboring 
elements. This collective approach of element arrangements 
can be useful in understanding relationships between a set of 
features. They employed four distinct kinds of datasets to 
evaluate their algorithm. They compared the obtained results to 
state-of-the art classifiers such as the decision tree, Ada-boost, 
and random forest. Their model had shown better classification 
accuracy for all datasets. Buturovic and Mitkovic [29] 
proposed algorithm called TAC (table to convolution) to 
embed a feature vector into image. They used the base-image, 
and the feature vector is used as a kernel to obtain the 
convolved image. Zhu et al. [3] have suggested a method 
called Image Generator for Tabular Data (IGTD) to transform 
tabular data into images by assigning features to pixel positions 
so that similar features are close to each other. The algorithm 
assigns each feature to a pixel in the image. An image is 
generated for each data sample, in which the pixel intensity 
reflects the value of the corresponding feature in the sample. 
The algorithm searches for the optimized assignment of 
features to pixels by minimizing the difference between the 
ranking of the pairwise distances between features and the 
raking pairwise distances between assigned pixels. To 
investigate the utility of the IGTD, they applied the algorithm 
to two datasets CCL gene expression and drug molecular 
descriptors. They transformed these tabular datasets into 
images and classified them using CNN. Their results show that 
the CNNs trained on IGTD images provide the highest average 
prediction performance in cross-validation on both datasets. 
Kulkarni [30] has proposed a method to map tabular data into 
images. Each feature vector is mapped to an image. The 
number of mapped regions in the image is equal to the number 
of features and the gray values of the regions represent feature 

values. The algorithm was used to classify a dataset 
representing URLs for phishing detection. Sun et al. [4] have 
proposed a method to convert tabular data into images called 
SuperTML. The algorithm borrows the concept of the Super 
Characters method to address tabular data machine learning 
tasks. For each input tabular features are first projected onto a 
two-dimensional embedding and fed into fine-tuned two-
dimensional CNN models for classification. They validated the 
algorithm by using four datasets. Their experimental results 
show that SuperTML method    has achieved state-of-the-art 
results on both large and small tabular datasets. 

III. PROPOSED FRAMEWORK 

In machine learning approaches such as decision tree, 
support vector machine, models are trained using feature 
vectors from the training set data. In our method, we convert 
feature vectors into images, which are saved in DataMart. 
Images are saved in the folders that are labeled with class 
names. The CNN model is trained with images in Datamart. 
The framework for the CNN training is shown in Fig. 1. The 
crucial step in the proposed approach is to convert a feature 
vector into a 2-D image matrix. In the proposed approach the 
output image contains n

2
 rectangles, where n represents the 

number of features in the feature vector. For example, if there 
are five features in the feature vector, the corresponding output 
image contains twenty-five rectangular shapes. The areas 
diagonal squares represent the features, and the areas of the 
off-diagonal rectangles represent ratios of the features as 
shown in Eq. (1), where Aij represents the area of the shape, i 
and j represent. the row and the column numbers of the shape 
and fi represents a feature i. 
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Fig. 1. Framework for CNN learning. 
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It can be seen from Fig. 2 that the widths and heights of 
diagonal rectangles represent feature values. The widths of the 
off-diagonal rectangles represent feature values, and heights of 
the off-diagonal rectangular shapes represent inverse of feature 
values. 

 

Fig. 2. Mapped image with n features. 

Layers of a DCNN include the input layer, convolution 
layer, batch normalization layer, ReLU layer, max pooling 
layer, fully connected layer, SoftMax layer, and classification 
layer. We can specify the input image size at the input layer. 
Convolution layers serve as feature extractors. Inputs are 
convolved with learned weights to compute feature maps and 
results are sent through a nonlinear activation function. The 
output of the k

th
 feature map is given in Eq. (2). 

 *
k k

Y f W x
 (2) 

where, x denotes the input image, Wk is the convolution 
filter. The „*‟ sign refers to the 2-D convolution operator [13] 
The batch normalization layers normalize the activations and 
gradients propagating through the network, which makes the 
training an easier optimization problem. The batch 
normalization layers are followed by ReLU layers. The 
purpose of the pooling layer is to reduce the spatial resolution 
by downsizing and extract invariant features. The max pooling 
layer is used to downsize the network and extract features. The 
fully connected, SoftMax and classifier layers map the feature 
vector to class labels. The output of the SoftMax layer consists 
of positive numbers that sum up one that are used as class 
probabilities. We used Alex Net to classify feature vectors. 
Layers of Alex New are shown in Fig. 3. The model consists of 
eight layers: five convolution layers and three fully connected 
layers. 

 

Fig. 3. Layers of alex net. 

IV. EXPERIMENT AND RESULTS 

We developed software to map tabular data into images 
using MATLAB script. The output images were stored in their 
respective class folders. We also implemented Alex Net using 
the MATLAB toolbox. The DCNN model was trained with 
images that were generated from feature vectors in tabular 
training set data. We classified pixels from two sub-scenes 
using the trained DCNN model. We considered Landsat-8 
scenes that were obtained by Operational Land Imager (OLI). 

A. Example-1 New Orleans Scene 

The scene was obtained by Landsat-8 OLI on February 26, 
2016. The path and row numbers for the scenes are 22 and 39, 
respectively. To generate the training set data, we considered 
the scene of the size 1000 by 1000 pixels. Three small 
homogeneous areas were selected as training sets that represent 
three classes water, land, and vegetation. The training set data 
contains 600samples, 200 from each class. We selected band-2, 
band-3, band-4, band-5, and band-7. The spectral signatures 
obtained from mean vectors of the classes are shown in Fig. 4.  
During training, feature vectors are mapped to images. Each 
image represents a feature vector representing a pixel in the 
multispectral image. The mapped images were stored in their 
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respective class folders. These images were used to train and 
validate Alex Net. We used 70 percent randomly selected 
images for training and 30 percent for validation. With Alex 
Net we obtained the overall accuracy of 98.33 percent. The 
learning progress curve for Alex Net is shown in Fig. 5. The 
confusion matrix is shown in Fig. 6 and the ROC curves are 
shown in Fig. 7. We used the trained network models to 
classify sub-scene of the size 256 by 256 pixels. Fig. 8 shows 
the classified scenes for the New Orleans area. 

 

Fig. 4. Spectral signatures for New Orleans scene. 

 

Fig. 5. Training progress curve for New Orleans scene. 

 

Fig. 6. Confusion matrix New Orleans scene. 

 

Fig. 7. ROC curve New Orleans scene. 

 

Fig. 8. Classified New Orleans scene. 

B. Example-2 Juneau Alaska Scene 

The scene was obtained by Landsat-8 OLI on June 13, 
2016. The path and row numbers for the scene are 58 and 19, 
respectively. To generate the training set data, we considered 
the scene of the size 1000 by 1000 pixels. Four small 
homogeneous areas were selected as training sets that represent 
four classes‟ water, vegetation, ice-land, and glaciers. 

The training set data contains 400 samples, 100 from each 
class. We selected band-2, band-3, band-4, band-5, and band-7 
as features. The spectral signatures obtained from mean vectors 
of the classes are shown in Fig. 9. During training, feature 
vectors mapped into images. Each image represents a feature 
vector representing a pixel in the multispectral image. The 
mapped images were stored in their respective class folders. 
These images were used to train Alex Net. We used 70 percent 
randomly selected images for training and 30 percent for 
validation. We obtained the overall accuracy of 98.33 percent. 
The learning progress curve for Alex Net is shown in Fig. 10. 
The confusion matrix is shown in Fig. 11 and ROC curves are 
shown in Fig. 12. We used a trained network model to classify 
sub-scene of the size 256 by 256 pixels. The classified scene is 
shown in Fig. 13. 
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Fig. 9. Spectral signatures for Alaska scene. 

 

Fig. 10. Training progress curve Alaska scene. 

 

Fig. 11. Confusion matrix Alaska scene. 

 

Fig. 12. ROC curve Alaska scene. 

 

Fig. 13. Classified Alaska scene. 

C. Comparison of Classifier Results 

We also classified both datasets using DT, SVM, and RF 
algorithms. The results are shown in Table I. It can be seen 
from the results that the proposed algorithm provides state-of-
the-art results. 

TABLE I. OVERALL ACCURACY 

Dataset 
Decision 

Tree 

Support Vector 

Machine 

Random 

Forest 

Alex 

Net 

New Orleans 

Scene 
98.33 % 97.50 % 97.50 % 98.33 

Alaska Scene 96.11 % 97.22 % 98.89 98.33 

V. CONCLUSIONS 

In this paper, we proposed a new method to classify tabular 
data using CNNs. We used the proposed method to classify 
pixels in a multispectral image. We developed the algorithm 
and implemented it using MATLAB script. We analyzed two 
Landsat-8 scenes, one from the New Orleans area and another 
from the Alaska area. The training set data for these scenes 
were generated by selecting small homogeneous areas from the 
displayed scenes. Feature vectors were mapped to images that 
were used to train the DCNN model. The results show that the 
proposed approach yields the state-of-the-art results. The 
limitation of the proposed approach is that the number of 
features that can be processed.  This is due to the limit on the 
number of rectangular regions that can be accommodated in a 
transformed image. The maximum size of the transformed 
image is finite which limits the number of shapes in the 
transformed image.  The future work includes using other 
complex shapes to represent feature values and using DCNN 
models such as Resnet-50 and Google Net so that the overall 
accuracy can be improved. Also, we would like to extend the 
algorithm for remote sensing images with a greater number of 
spectral bands. 
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