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Abstract—Autonomous vehicles have emerged as a 

transformative technology with wide-ranging implications for 

smart cities, revolutionizing transportation systems and 

optimizing urban mobility. Object detection plays a crucial role 

in autonomous vehicles, accurately identifying and localizing 

pedestrians, vehicles, and traffic signs for safe navigation. Deep 

learning-based approaches have revolutionized object detection, 

leveraging deep neural networks to extract intricate features 

from visual data, enabling superior performance in various 

domains. Two-stage algorithms like R-FCN and Mask R-CNN 

focus on precise object localization and instance-level 

segmentation, while one-stage algorithms like SSD, RetinaNet, 

and YOLO offer real-time performance through single-pass 

processing. To advance object detection for autonomous vehicles, 

comprehensive studies are needed, particularly on two-stage and 

one-stage algorithms. This study aims to conduct an in-depth 

analysis, evaluating the strengths, limitations, and performance 

of R-FCN, Mask R-CNN, SSD, RetinaNet, and YOLO algorithms 

in the context of autonomous vehicles and smart cities. The 

research contributions include a thorough analysis of two-stage 

algorithms, a comprehensive examination of one-stage 

algorithms, and a comparison of different YOLO variants to 

highlight their advantages and drawbacks in object detection 

tasks. 
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I. INTRODUCTION 

Autonomous vehicles have emerged as a groundbreaking 
technology with wide-ranging implications for smart cities [1, 
2]. These vehicles, equipped with advanced sensors and 
intelligent systems, have the potential to revolutionize 
transportation systems, enhance road safety, and optimize 
urban mobility [3]. As autonomous vehicles continue to 
evolve, their applications in smart cities are becoming 
increasingly significant, paving the way for efficient and 
sustainable transportation networks. 

Object detection plays a crucial role in the operation of 
autonomous vehicles [4, 5]. It involves the accurate 
identification and localization of various objects, such as 
pedestrians, vehicles, and traffic signs, from sensor data [5]. 
Reliable object detection is essential for autonomous vehicles 
to perceive their surroundings, make informed decisions, and 
navigate complex environments safely [6, 7]. By detecting and 
tracking objects in real-time, autonomous vehicles can 
anticipate potential hazards, react accordingly, and ensure the 
safety of both passengers and pedestrians. 

Deep learning-based approaches have emerged as a 
dominant paradigm in object detection [8, 9]. Leveraging the 
capabilities of deep neural networks, these approaches have 
revolutionized the field by automatically learning and 
extracting intricate features from visual data [10, 11]. They 
have demonstrated superior performance in a variety of 
domains, including autonomous vehicles [12], surveillance 
systems, and robotics [9]. Deep learning-based object 
detection methods have paved the way for significant 
advancements in accuracy and real-time processing, enabling 
more robust and efficient autonomous driving systems. 

Two-stage and one-stage object detection algorithms are 
two popular categories in the field of deep learning-based 
object detection [13]. In the two-stage category, algorithms 
such as R-FCN and Mask R-CNN have gained prominence 
[14]. R-FCN focuses on precise object localization using 
position-sensitive score maps, while Mask R-CNN introduces 
instance-level segmentation alongside object detection. In the 
one-stage category, widely recognized algorithms include 
SSD, RetinaNet, and YOLO. These models operate with a 
single pass over the input data, offering real-time performance 
[15]. SSD utilizes a multi-scale approach with default anchor 
boxes, RetinaNet addresses class imbalance with the Focal 
Loss, and YOLO achieves efficient object detection by 
simultaneously predicting object locations and class 
probabilities. 

To further advance object detection algorithms in 
autonomous vehicles, there is a need for comprehensive 
studies that focus on both two-stage and one-stage approaches. 
Additionally, a comparison of YOLO algorithms, given their 
popularity, would provide valuable insights into their strengths 
and weaknesses. 

The existing literature on object detection in the context of 
autonomous vehicles and smart cities tends to prioritize 
algorithmic performance without delving deeply into real-
world implementation, which is a significant gap. To address 
this, the proposed study should give prominence to how these 
algorithms function in the dynamic and complex environments 
of urban areas, considering variables such as weather changes, 
diverse road users, and intricate traffic scenarios. Additionally, 
the research should establish a comprehensive and tailored set 
of evaluation metrics, as the conventional ones might not fully 
capture the distinct challenges presented by autonomous 
vehicles in smart cities. Novel metrics, especially those 
accounting for safety and real-time performance, may be 
required to provide a more accurate assessment of algorithm 
effectiveness in this context. 
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In this study, our aim is to conduct an in-depth analysis of 
deep learning methods for object detection, with a particular 
focus on two-stage and one-stage algorithms. This analysis 
will involve reviewing previous studies, identifying their 
research contributions, and examining these algorithms' 
performance, efficiency, and suitability in the context of 
autonomous vehicles and smart city applications. 

The research contributions of this study are as follows: 

 Providing a thorough analysis of two-stage object 
detection algorithms, including R-FCN and Mask R-
CNN, and evaluating their strengths and limitations in 
the domain of autonomous vehicles and smart cities. 

 Conducting a comprehensive examination of one-stage 
object detection algorithms, namely SSD, RetinaNet, 
and YOLO, and assessing their performance, efficiency, 
and suitability for real-time applications. 

 Comparing and contrasting different YOLO algorithms 
to highlight their respective advantages, drawbacks, and 
performance in object detection tasks. 

II. RELATED WORKS 

In study [16], a performance analysis of object detection 
algorithms is presented for traffic surveillance applications, 
specifically focusing on the use of neural networks. The study 
evaluates the effectiveness and efficiency of various neural 
network-based algorithms in detecting and tracking objects in 
traffic scenes. By analyzing the performance metrics of these 
algorithms, the paper provides insights into their strengths, 
limitations, and applicability in traffic surveillance. The aim is 
to enhance the understanding of object detection and tracking 
techniques using neural networks, enabling the development 
of more effective and efficient solutions for traffic 
surveillance applications. 

In study [17], the implementation of a real-time system for 
detecting traffic signs and road objects was investigated using 
mobile GPU platforms. The study focuses on developing an 
efficient and robust algorithm that can accurately identify and 
classify traffic signs and other objects in real-time. By 
utilizing mobile GPU platforms, the system achieves high-
performance processing and responsiveness. The paper 
discusses the implementation details, performance evaluation, 
and practical implications of the proposed approach. The aim 
of the study is to provide a practical solution for real-time 
traffic signs and road object detection on mobile devices, 
contributing to the advancement of intelligent transportation 
systems. 

The study in [18] presented a comparative study of deep 
learning-based algorithms for road object detection. The study 
focuses on two-stage and one-stage object detection methods, 
analyzing their strengths, limitations, and performance in 
various applications. The algorithms examined include R-
FCN, Mask R-CNN, SSD, RetinaNet, and YOLO. The paper 
reviews previous studies, identifies research contributions, and 
highlights the need for further analysis and exploration in this 

field. The objective is to contribute to the advancement of 
object detection techniques, particularly in the context of road 
and traffic scenarios. 

Finally, in [19], small-object detection in autonomous 
driving systems is explored using the YOLOv5 algorithm. The 
study addresses the challenge of accurately detecting small 
objects, such as pedestrians or traffic signs, which are crucial 
for safe autonomous driving. By utilizing YOLOv5, the paper 
proposes an approach that improves the detection performance 
for small objects in real-time. The study evaluates the 
effectiveness of the YOLOv5 algorithm and its suitability for 
autonomous driving applications. The aim is to enhance the 
object detection capabilities in autonomous driving systems, 
particularly for small objects, contributing to safer and more 
reliable autonomous vehicles. 

III. METHODOLOGY 

This study conducts a comprehensive analysis of deep 
learning methods for applications in road object detection, 
with a specific emphasis on both two-stage and one-stage 
approaches. Our objective is to address the most superior 
algorithms in the field. Additionally, it conducts a thorough 
comparison of the YOLO algorithms, which are widely 
recognized as the most popular object detection algorithms. 
By focusing on two-stage and one-stage methodologies and 
conducting this comparative analysis, it aims to provide 
valuable insights into the strengths, weaknesses, and 
performance of these algorithms. The study will contribute to 
a better understanding of deep learning methods in object 
detection and help identify the most effective approaches for 
various applications. 

A. Two-Stages Object Detectors 

Two-stage object detectors are a type of deep learning 
architecture used for object detection tasks. They typically 
consist of two main stages: region proposal generation and 
object classification/refinement. These detectors have been 
widely adopted due to their ability to accurately localize and 
classify objects in images with complex backgrounds. Inspired 
from [18], two popular two-stage object detectors are R-FCN 
[20] and Mask R-CNN [21]. 

The R-FCN is an object detection model that operates in a 
fully convolutional manner. In R-FCN, the first stage involves 
generating a set of region proposals using an external 
algorithm such as Selective Search. These region proposals 
serve as potential object locations. In the second stage, R-FCN 
performs region-based classification and refinement. Instead 
of using fully connected layers, R-FCN utilizes position-
sensitive score maps, which are computed using convolutions. 
These score maps encode the class probabilities at different 
spatial locations within each region proposal. Finally, a 
position-sensitive pooling operation is applied to obtain a 
fixed-length feature vector for each class. R-FCN achieves 
state-of-the-art object detection accuracy while being more 
computationally efficient compared to other two-stage 
detectors. Fig. 1 shows R-FCN architecture. 
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Fig. 1. R-FCN architecture [22].

The Mask R-CNN is an extension of the Faster R-CNN 
object detection framework. Similar to Faster R-CNN, Mask 
R-CNN has two main stages. The first stage involves 
generating region proposals using a region proposal network 
(RPN). These proposals are refined and classified in the 
second stage, similar to Faster R-CNN. However, Mask R-
CNN introduces an additional branch that performs instance 
mask prediction for each region of interest (RoI). This branch 
produces a binary mask indicating the object's precise 
boundary. This allows Mask R-CNN to simultaneously handle 
object detection and segmentation tasks, making it a powerful 
framework for a wide range of applications, including instance 
segmentation and object tracking. Fig. 2 shows Mask-RCNN 
architecture. 

B. One-Stage Object Detectors 

One-stage object detectors are a type of deep learning 
architecture used for object detection tasks. Unlike two-stage 
detectors, they directly predict object bounding boxes and 
class probabilities in a single pass without the need for explicit 
region proposal generation. This makes one-stage detectors 

faster and more efficient, making them suitable for real-time 
applications. Similar to two-stage and inspiring from [18], this 
study selected three popular examples of one-stage object 
detectors Single Shot MultiBox Detector (SSD) [24], 
RetinaNet [25], and You Only Look Once (YOLO) [26]. 

SSD, also known as the Single Shot MultiBox Detector, is 
an efficient one-stage object detection model that strikes a 
balance between high accuracy and real-time processing. The 
approach employed by SSD involves dividing the input image 
into a grid of different sizes. Each grid cell takes on the 
responsibility of predicting bounding boxes and class 
probabilities for objects within its designated region. This 
multi-scale strategy enables SSD to effectively detect objects 
of varying sizes. Additionally, SSD incorporates default 
anchor boxes with diverse aspect ratios and scales, enhancing 
the precision of object localization. Through a sequence of 
convolutional layers that progressively reduce spatial 
dimensions, SSD efficiently predicts object bounding boxes 
and class probabilities across multiple scales in a single pass. 
The architecture of SSD can be visualized in Fig. 3. 

 
Fig. 2. Mask-RCNN architecture [23]. 
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Fig. 3. SSD architecture [27]. 

 

Fig. 4. RetinaNet architecture [25].

RetinaNet is another well-known one-stage object 
detection system that addresses the issue of imbalanced 
classes in training. It introduces a unique loss function called 
Focal Loss, which concentrates on challenging examples that 
are misclassified or hard to classify. The Focal Loss assigns 
lower weights to easy examples that are already well-
classified, enabling the model to focus more on the difficult 
examples during the training process. By utilizing this loss 
function, RetinaNet achieves a better trade-off between 
accuracy and efficiency. Like SSD, RetinaNet incorporates a 
feature pyramid network (FPN) that captures multi-scale 
features and facilitates object detection. The FPN integrates 
features from different levels of the feature pyramid to 
effectively handle objects of diverse sizes. The architecture of 
RetinaNet is depicted in Fig. 4. 

YOLO, a groundbreaking one-stage object detection 
framework, is renowned for its ability to perform in real-time 
[28]. In contrast to SSD and RetinaNet, YOLO employs a 
singular neural network that enables simultaneous prediction 
of object locations and class probabilities, resulting in quicker 
inference times. Additionally, YOLO incorporates anchor 
boxes of varying scales and aspect ratios to handle diverse 

object characteristics. However, earlier versions of YOLO 
encountered challenges in accurately detecting small objects. 
The subsequent releases of YOLOv4 and YOLOv5 have 
introduced enhancements to overcome this limitation, 
delivering improved speed and competitive performance. 

For the parameter setting of the algorithms, following 
configuration are used, for the YOLOv4, network architecture, 
image size, learning rate and batch size are set to Darknet-53, 
416x416, 0.001, 64. For the Mask R-CNN, backbone 
architecture, image size, learning rate, mask resolution are set 
to ResNet-50, 800x800, 0.001, 28x28. For the RetinaNet, 
backbone architecture, image size, learning rate and batch size 
are set to ResNet-50, 800x800, 0.0001 and 4. For the R-FCN, 
backbone architecture, image size, learning rate and batch size 
are set to ResNet-50, 800x800, 0.001a nd 1. For the SSD, 
backbone architecture, image size, learning rate and batch size 
are set to ResNet, 512x512, 0.001 and 32. 

IV. RESULTS AND DISCUSSION 

This section discusses the performance analysis of two and 
one-stage object detectors and the performance analysis of 
Yolo-based object detectors. 
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A. Performance Analysis of Two and Stages Object Detectors 

The PR-curve provides valuable insights into the 
performance of object detection algorithms [18]. By analyzing 
this curve, it is possible to assess the precision and recall 
trade-offs and make informed comparisons between different 
models. 

In Fig. 5, it is evident that YOLOv4 consistently 
outperforms other models in terms of performance. It achieves 
the highest precision and recall rates across all levels, 
demonstrating its effectiveness in accurately detecting objects 
in various scenarios. The two-stage detection model of Mask 
R-CNN exhibits commendable precision and recall, 
surpassing RetinaNet, R-FCN, and SSD, indicating its 
superior overall detection accuracy and efficiency. 

When comparing R-FCN with SSD, it is observed that R-
FCN outperforms SSD in terms of precision for target 
detection at all levels. This indicates that R-FCN provides 

more precise detection results, enhancing the reliability of the 
object detection process. Furthermore, the recall of Mask R-
CNN closely matches that of YOLOv4, specifically for target 
detection with occlusion and truncation, suggesting that Mask 
R-CNN can accurately detect objects even in challenging 
scenarios where occlusion and truncation are present. 

However, it should be noted that SSD exhibits the lowest 
recall among all the models, indicating a higher rate of missed 
detections for targets at all levels. This suggests that SSD may 
struggle to detect objects accurately compared to the other 
models. Therefore, based on the PR-curve analysis, YOLOv4 
emerges as the best-performing model overall, followed by 
Mask R-CNN. R-FCN surpasses SSD in terms of precision, 
while SSD exhibits the lowest recall rate. These insights 
provide valuable guidance for selecting the most suitable 
object detection algorithm based on specific requirements and 
priorities. 

 
(a) Vehicle                                                                                  (b)Pedestrian 

 
(a) Traffic Sign                                                                           (b) Traffic Light 

Fig. 5. Precision-Recall (PR) curves of object detection models.
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B. Performance Analysis of Yolo-based Object Detectors 

In this section, inspired from [29], the performance of 
YOLO object detection models on different CPU and GPU 
architectures is investigated. For this comparison, YOLO base 
models are first explored on NVIDIA GPUs, including the 
TESLA P100, TESLA V100, GTX 1080Ti, and RTX 4090. 
The objective is to determine the fastest YOLO model for 
each GPU, considering factors such as speed and efficiency. 
This analysis will provide valuable insights for selecting the 
most appropriate YOLO model based on specific hardware 
configurations and real-world application requirements. 

The YOLO models are designed for real-time object 
detection and rely on dividing the input image into a grid, 
predicting bounding boxes and class probabilities for each grid 
cell. Different versions of YOLO, such as YOLOv5, 
YOLOv6, and YOLOv7, offer trade-offs between speed and 
accuracy. The Nano and Tiny variants prioritize lightweight 
and faster performance, while larger versions like YOLOv7 
provide higher accuracy at the cost of slightly reduced speed. 
By comparing the performance of these models on the 
specified NVIDIA GPUs, it is possible to identify the fastest 
model for each GPU, aiding in the selection of the optimal 
YOLO model based on the desired balance between speed, 
accuracy, and specific hardware requirements. 

As shown in Fig. 6, the graph provides information on the 
performance of different YOLO (You Only Look Once) 
models on various GPU devices. Based on the data presented, 
we can discuss the better method in terms of speed and 
throughput. 

Firstly, from the graph, it is evident that YOLOv5 Nano 
performs the best in terms of speed on the RTX 4090 GPU 
and TESLA P100. This indicates that if the primary concern is 
achieving the highest frames per second (FPS) for real-time 
object detection, YOLOv5 Nano would be the preferred 
choice. Secondly, YOLOv7 Tiny stands out as the model that 
provides the highest throughput on the GTX 1080 Ti and 
TESLA V100. Throughput refers to the number of objects 
detected per unit of time, and YOLOv7 Tiny excels in this 
aspect on these specific GPU devices. This is particularly 

beneficial in scenarios where accurately detecting a larger 
number of objects is more important than achieving the 
highest FPS. 

On the other hand, the YOLOv6 Nano and Tiny models, 
while not performing at the same FPS as YOLOv5 and 
YOLOv7, are still not considered very slow. Although the 
graph does not provide specific data on their performance, it 
suggests that these models strike a balance between speed and 
accuracy. They may be a suitable choice when moderate speed 
is desired while still achieving satisfactory object detection 
results. 

In conclusion, the better method depends on the specific 
requirements of the task at hand. YOLOv5 Nano is ideal for 
real-time applications where achieving the highest FPS is 
crucial. YOLOv7 Tiny excels in scenarios where high 
throughput is prioritized over real-time performance. 
Meanwhile, YOLOv6 Nano and Tiny models offer a 
compromise between speed and accuracy, making them a 
viable option in cases where moderate speed is desired 
without sacrificing too much on detection quality. 

As shown in Fig. 7, in the CPUs platform, the YOLOv5 
Nano models, specifically the P5, are expected to provide the 
highest speed. These models can achieve real-time frames per 
second (FPS) performance, surpassing 30 FPS. This means 
that they can process and analyze images or video streams in 
real-time, providing quick object detection results. The 
YOLOv5 Nano models are optimized for efficiency and 
speed, making them well-suited for consumer-grade CPUs 
where real-time performance is a priority. 

On the other hand, the YOLOv7 Tiny model, while still 
capable of real-time object detection, operates at a slightly 
lower speed compared to the YOLOv5 Nano models. It 
typically runs at around 20 FPS, which is still quite impressive 
and suitable for many real-time applications. Although it may 
not match the speed of the YOLOv5 Nano models, the 
YOLOv7 Tiny model strikes a balance between speed and 
accuracy. It provides satisfactory results while ensuring 
efficient processing on general consumer CPUs. 

 
Fig. 6. The fastest YOLO models on each GPU platform [29]. 
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Fig. 7. The four fastest YOLO object detection models on the i7 6850K CPU.

In conclusion, as a result shown, regardless of the specific 
CPU architecture, it observed that smaller models tend to 
exhibit faster performance. This is evident in these findings, 
where the YOLOv5 Nano and Nano P6 models emerged as the 
fastest options. Remarkably, even on an older generation i7 
CPU, these models were able to achieve impressive speeds of 
over 30 frames per second (FPS). This demonstrates the 
efficiency and optimization of the YOLOv5 Nano and Nano 
P6 models for CPU processing, making them excellent 
choices for real-time object detection on consumer-grade 
CPUs. 

V. CONCLUSION 

This study conducted a thorough and comprehensive 
analysis of deep learning methods for object detection, 
focusing specifically on both two-stage and one-stage 
approaches. The main objective of this study is to identify the 
most superior algorithms in this domain and provide valuable 
insights into their unique strengths, limitations, and overall 
performance. It placed particular emphasis on comparing and 
contrasting the YOLO object detection models, including 
YOLOv5, YOLOv6, and YOLOv7, with respect to their 
frames per second (FPS) and accuracy. To ensure the 
reliability of our results, this study performed experiments 
using various NVIDIA GPU models such as GTX, RTX, and 
TESLA. This multi-platform evaluation allowed us to 
establish a solid foundation for this analysis and draw 
meaningful comparisons between the different YOLO 
versions. The findings from the study contribute to a better 
understanding of deep learning methods in object detection, 
enabling researchers and practitioners to make informed 
decisions when selecting the most suitable algorithms for their 
specific requirements. For future works, one potential future 
research direction is to investigate the fusion of two-stage and 
one-stage object detection algorithms to leverage their 
respective strengths and improve overall performance. 
Another promising avenue for future work is the adaptation of 

object detection algorithms for edge computing, aiming to 
optimize models for resource-constrained edge devices and 
enable real-time object detection at the network edge. 
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