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Abstract—Information blast makes it harder for clients to 

channel the substance they are keen on. This study aims to 

combine big data and video semantic comprehension technology 

to realize the recommendation of sports culture videos by 

exploring the semantics of video and taking advantage of multi-

source heterogeneous information. The semantic structure of 

unstructured video data is defined first, and on this basis, 

Converse3D (C3D) - Connectionist Temporal Asifationon (CTC) 

is employed to complete the extraction of sub-action semantics 

and the integration of behaviour semantic sequences. In 

adjustment to break the botheration of low accurateness of the 

model for the semantic abstraction of unlabeled videos, this study 

proposes an unsupervised semantic abstraction adjustment based 

on Converse3D(C3D)-RAE, which completes the compression 

and affiliation of the semantic sequences and verifies the 

accurateness of both two models through experiments. In order 

to solve the problem of insufficient accuracy of video 

recommendation algorithms based on single video semantic 

similarity and topic similarity, this study comprehensively 

considers video semantic similarity and video topic similarity and 

proposes a multi-modal video recommendation algorithm. The 

experimental results show that the accuracy of the COMSIM-

based algorithm is 7.8% higher than that of Video+ CNN + K-

NearestNeighbor (KNN) and 15.9% higher than that of CLIP + 

CNN +Ncut+LDA. 

Keywords—Big data; video semantic comprehension; sports 

culture; semantic sequences; convolutional neural networks (CNN) 

I. INTRODUCTION 

With the rapid advancement of information technology in 
recent years, the Internet has brought convenience to people's 
lives, providing them with a large amount of data and 
information resources, greatly satisfying people's demand for 
network information, and moving the Internet industry into the 
big data era [1], [2]. However, excessive information from 
multiple sources has also become an obstacle for people to 
enjoy convenience. Specifically, information in the new era is 
no longer delivered to users by websites or media in one 
direction, but more often than not, users and media have 
formed an effective two-way transmission, which has 
significantly expanded the existing data stock [3], [4]. In 
addition, the continuous sinking of the user market has led to 
the exponential expansion of the user community and the 
exponential growth of data [5]. However, instead of enjoying 
convenient services, the huge amount of data and information 
has plunged people into the vast data mud, a trap known as 

"information overload". For Internet users, it is undoubtedly 
difficult to find the data knowledge they need in the 
exponentially growing data information, and users usually need 
to spend a lot of time and effort to find this information, which 
leads to a very poor user experience [6], [7]. For service 
providers, it is difficult to fully explore users' interests and 
preferences due to the large amount and complex types of log 
information generated by users, so they cannot accurately 
determine the content of users' needs, which greatly reduces 
the service quality and may push inaccurate information to 
users, which destroys users' trust in the system and leads to 
user churn [8], [9]. Faced with the information overload 
network environment and multiple sources of heterogeneous 
data types, how to make users less frustrated when searching 
for information, how to deepen users' trust in service providers, 
and how to enable service providers to maximize the benefits 
of efficiency are hot issues that need to be solved in the current 
data mining field. 

At present, there are two main ways to solve this problem: 
information retrieval technology and information filtering 
method [10], [11]. The content presented by search engines for 
different users is often the same, which cannot meet the 
personalized needs of each user. The personalized 
recommendation technology based on information filtering 
does not require users to give their specific needs [12]. It can 
mine users' interests and preferences through users' historical 
behaviour logs and browsing habits to generate relevant 
recommendations [13], [14]. In today's big data era, 
personalized recommendation technology can greatly improve 
the efficiency of processing problems and meet the 
personalized needs of users. This technology has been 
successfully applied to many fields and has become a research 
hotspot in the computer application field. 

Digital video data contains abundant spatial and temporal 
information, but it is difficult to describe the video content 
because of its huge amount of data and the semantic gap 
between low-level features and high-level semantics [15], [16]. 
With the rapid development of deep learning, especially the 
development of cross-modal learning, people's understanding 
of video semantics has reached a new level. Therefore, based 
on the video semantic understanding model, this paper 
proposes a sports culture video recommendation method that 
integrates video semantics and video topic text similarity. 
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This article analyzes the construction technology of sports 
culture models that combine video semantics. The accuracy of 
the model was verified through data recommendation of 
diverse and heterogeneous information. The innovation points 
include: 

1) By exploring the semantics of videos and utilizing 

heterogeneous information from multiple sources, sports 

culture videos can be recommended. 

2) This article uses C3D-CTC to extract sub action 

semantics and integrate behavioral semantic sequences. In 

order to overcome the problem of low accuracy in unlabeled 

video semantic abstract models. 

3) This article addresses the issue of insufficient accuracy 

in video recommendation algorithms based on single video 

semantic similarity and topic similarity. 

Section I analyzes the background of uncertainty when 
users search for information in the face of information overload 
in the network environment and the multi-source nature of 
heterogeneous data types. How to deepen users' trust in service 
providers has become a current issue worth studying. Section II 
analyzes video recommendation algorithms as a popular 
component of recommendation systems. Considering the issue 
that topic modeling techniques cannot cluster short texts that 
ignore semantic relationships between words. Section III 
recommends methods for sports culture videos that consider 
multiple modes and analyzed the semantic extraction of sports 
videos in C3D. Section IV conducted validation analysis on the 
dataset used, including the UCF-12 dataset and the sports video 
dataset captured from the video website Vine.com. Section V 
summarizes the entire text. This study proposes an 
unsupervised semantic abstraction adjustment method based on 
C3D-RAE, which completes the compression and membership 
of semantic sequences, and verifies the accuracy of the two 
models through experiments. 

II. RELATED WORK 

Video recommendation algorithms, as an important 
component of recommendation systems, have always been a 
hot research direction. Considering the disadvantage of topic 
modeling technology not being able to cluster short texts that 
ignore semantic relationships between words, M S Tajbakhsh 
et al. [17] proposed a topic modeling method for semantic 
relationships between words in Twitter social network tweets. 
Yaduv U et al. [18] proposed a recommendation system 
method based on linked open data and social network features. 
This method solves the problem of pure new user cold start by 
constructing user profiles based on collaborative features of 
linked public data and features of social networks. 
Nikolakopoulos et al. [19] proposed the EIGENREC 
recommendation model based on the existing PureSVD 
algorithm, which comprehensively utilizes multiple 
recommendation strategies. The created model can modify 
recommendation results in real-time based on the popularity of 
the project. Salah et al. proposed a weighted clustering method 
to address the issue of data sparsity in dynamic incremental 
collaborative filtering. The experimental results showed that 
the constructed model has fast computational speed and low 
computational cost [20]; Hewitt et al. classified eight types of 

emotions and proposed three improved convolutional neural 
networks to implement a music recommendation interface 
based on predicting user influence [21]. In order to solve the 
cold start problem caused by the lack of correlation score when 
adding new videos, Li Y et al. [22] proposed directly 
calculating video correlation from the content. And use deep 
convolutional neural networks to process video information, 
thereby constructing a video correlation table. Li X et al. [23] 
proposed a multi-directional pyramid common attention 
module for learning the attention values of two modalities in 
different dimensional spaces. Fan C et al. [24] viewed the 
semantic information of videos as a series of ordered events 
that occur in sequence as a whole and are continuously read 
and written to memory. The input sequence can be understood 
from a global perspective to prevent local capture due to 
information interference. 

In summary, the current research model cannot perform 
sparsity analysis on dynamic incremental collaborative data. 
This indicates that there are certain shortcomings in the video 
correlation of emotional users. For a long time, users have been 
plagued by low accuracy of unlabeled video semantic abstract 
models. On this basis, this article optimizes multi-source 
heterogeneous information. Using C3D-CTC to extract sub 
action semantics and integrate behavioral semantic sequences. 
It breaks the problem of low accuracy in unlabeled video 
semantic abstract models. 

III. SPORTS CULTURE VIDEO RECOMMENDATION METHOD 

CONSIDERING MULTI-MODALITY 

A. Semantic Extraction for Sports Videos based on C3D 

1) Video behaviour semantic extraction based on 

supervised learning: Since video data is unstructured data, in 

order to analyze and process video more accurately, video data 

must be structured, which is the basis of video feature 

extraction and semantic extraction. Video is a continuous 

frame sequence with no obvious segmentation point. It isn't 

easy to extract the semantics of the entire video directly. 

Therefore, it is necessary to divide the video into multiple 

segments and extract the semantics of the segments 

respectively. Video can be divided into the following levels 

according to its physical level: video, scene sequence, shot 

sequence and frame sequence, as shown in Fig. 1. 

Video

Scene SceneScene

Shot ShotShot

Frame FrameFrame
 

Fig. 1. Hierarchical structure of video. 
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Scene: A group of shots expressing the same theme. These 
shots record an event at the same time and place from different 
angles in space. Together, they describe the semantic concepts 
related to this event. For example, the scene of "air relay" can 
be composed of multiple shots such as "player passing", 
"another player is catching the ball in the air", "player 
shooting", or "player dunking", "ball in", etc. Shots: a 
recording process of a camera. Shots are the logical component 
unit of video and are also the smallest unit that can be used in 
indexing video. As the physical unit of video, a frame is 
defined as the frame is the smallest unit of video image - a 
single picture. 

According to the physical hierarchy of video, this study 
defines the semantic structure of video as shown in Fig. 2. 

Video

Behavior

Frame FrameFrame

BehaviorBehavior

Sub Action Sub ActionSub Action

 

Fig. 2. Semantic structure of video. 

Convolutional Neural Networks (CNN) have been 
extensively used in computer vision-related research in recent 
years, whose structure mainly includes a convolution layer, 
pooling layer and full connection layer. In image processing, 
CNN generally adopts the "planar convolution" with the 
dimension of convolution kernel of 2. However, when 
analyzing video, 2D convolution has a poor ability to capture 
timing information, leading to the loss of video timing 
information. 

Therefore, 3D Convolutional Neural Network (C3D) with a 
convolution kernel dimension of three is adopted in this study, 
which can capture features in both temporal and spatial 
dimensions. The concrete implementation of 3D convolution 
operation is as follows: a three dimensions frame cube is 
obtained by stacking several consecutive frames, and the cube 
is convolved with the 3D convolution kernel, as shown in Fig. 
3, where the connection of the same colour represents the 
shared weight, that is, there are weight values of three 
dimensions. Through such a convolution operation, the feature 
map obtained by convolution is connected with several 
consecutive frames of the previous layer to capture the timing 
information. D. Tran et al. [25] found that the same 
convolution kernel structure of 3*3*3 has the best accuracy on 
C3D. Therefore, the same convolution kernel of 3 * 3 * 3 is 
employed in this study. 

T
im

e
 s

eries

 

Fig. 3. 3D convolution. 

Due to the large amount of redundant information between 
video frames and sub-actions, as well as the repetition of video 
frames in the time dimension, the extraction of video semantics 
will be affected. Therefore, this study puts to use the 
connectionist temporal classification (CTC) to solve the above 
problems. CTC algorithm was first applied in the acoustic 
training model, which is a complete end-to-end training 
without strict alignment of data in advance. For example, to 
understand intra coding, most areas of the image have the same 
color. False i will encode the red area, assuming that the colors 
in the frame remain consistent in the vertical direction. This 
means that the color of the unknown pixel is the same as that of 
adjacent pixels. Although this prior prediction technique (intra 
frame prediction) is used, the actual value is subtracted to 
calculate the residual. The residual matrix obtained in this way 
is easier to compress than the original data [26]. Yang 
improved the recognition algorithm by analyzing graph 
regularization and constructing a model, and compared and 
analyzed feature extraction methods. Meanwhile, the 
experiment aims to investigate the improvement of the 
improved recognition algorithm on English semantic 
translation after feature extraction [27]. Traditional content-
based video retrieval algorithms typically only utilize the 
underlying features of video images, resulting in insufficient 
content description and unsatisfactory retrieval results. Guo 
studied how to combine the underlying features of videos with 
semantic features, improved the existing indexing structure, 
and designed an efficient sports video retrieval algorithm [28]. 

C3D is applied to model the sub-action features first, and 
different kinds of probability distributions of each sub-action 
are obtained. x represents the sub-action sequence, and y 
represents the output sequence of C3D. 

The output of the C3N model is the probability of the 
category corresponding to each sub-action, which is a vector of 
N+1-dimensional probabilities, representing the different 
probabilities of N+ 1 category, N represents the number of sub-
action categories, and 1 represents blank. We employ Nw to 
represent the convolutional neural network, and then the 
network output can be expressed as: 

y=Nw(x) (1) 

For any sub-action input sequence of length T, whose 
corresponding label sequence is z, we can obtain that the 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 10, 2023 

70 | P a g e  

www.ijacsa.thesai.org 

occurrence probability of label sequence z is the product of 
label probabilities at each moment. 

       ∏         
    (2) 

Where π denotes the decoding path and πt represents the t-
th sub-action label in the decoding path. 

The probability of decoding path π can be calculated from 
the output of the C3D model as follows: 

       ∏    
  

    (3) 

where,    
  denotes the probability that the t-th sub-action 

label is πt. 

Define a many-to-one mapping B to remove all blank 
symbols and merge duplicate labels, transforming the decoding 
path π into label l. For example, (-,A,-,-,E,-) and (-,A,-,E,-,-) 
are both mapped to label (A,E). B

-1
 represents the inverse 

process of mapping B, which is a one-to-many mapping, that 
is, mapping label (A, E) into a sequence of labels with 
duplicate labels and blank symbols for all possible decoding 
paths so that the final decoding path π is the sum of the 
probability of each sequence with the probability of the label 
sequence given the input sequence x. 

       ∏        
             (4) 

Given an input sequence x and the corresponding label l, 
the loss function of the C3D-CTC model adopts the maximum 
likelihood error, that is, to minimize the negative logarithm of 
the probability: 

C3D-CTC               (5) 

In Eq. (4), the calculation of the objective function requires 
an exhaustive enumeration of all decoding paths, which is very 
difficult. In fact, only a small part of all paths are effective. 
Therefore, this study adopts the Forward-Backward Algorithm 
(FBA), a kind of dynamic programming algorithm, to calculate 
the objective function of the model. 

For a given label l of length T, in order to find all paths π 
satisfying l = B(π), we need to construct an extended label l', 
whose length is 2T+1 by adding a blank at the beginning, end 
and middle of each character. For example, the sequence (A, 
E), whose extension label L 'is (-,A,-,E,-). The legal decoding 
path must meet the following conditions: (1) The path 
conversion can only be right or down; (2) There must be a 

blank between the same characters; (3) Only blank symbols 
can be skipped; (4) The path must start with the first two 
symbols; (5) The path must end with the last two symbols. The 
conversion process of all decoding paths of label l is shown in 
Fig. 4. 

A

E

1 2 3 TT-1

Blank

Blank

Blank

 

Fig. 4. All decoding paths of the label 'AE'. 

To calculate the sum of the probabilities of all the above 
decoding paths, define the forward probability αt(s) to denote 
the sum of the forward probabilities of all paths at the t-th input 
with s as the endpoint: 

      ∑ ∏   
  

   
                  

 (6) 

Where s denotes the number of rows, the initial state of the 
forward probability αt(s) can be calculated as follows: 

{

            
 

         
 

            

 (7) 

The decoding path shows that: (1) there are only two 
possibilities from blank, either blank or li, i.e., the i-th element 
of label l; (2) there are threecases from li, that is, li, blank and 
li+1, with 3 possible output cases; (3) the input case of the 
blank is two and the input case of li is 3. We can obtain αt(s) 
with the following iterative formula. 

      {
                      

                        

                                
           

 (8) 

For the part without connection in the upper right corner, it 
represents the node that cannot be reached by the legal 
decoding path, so we can add restrictions and set the 
probability of these paths to 0. 

{
           1

                        
 (9) 

Therefore, the loss function of the C3D-CTC model can be 
expressed as follows: 

-ln(P(l|x))=-[ln(αT(2T+1)+αT(2T))] (10) 

The video behaviour semantic extraction model based on 
C3D-CTC is shown in Fig. 5. 

2) Video latent semantic extraction Based on unsupervised 

learning: For some videos with blurred boundaries between 

actions, the C3D-CTC model is difficult to get accurate labels 

by action decomposition, and its scalability for new types of 

videos is poor. In order to solve the above problems, this study 

proposes a Recursive Auto-Encoder (RAE) based video latent 

semantic extraction method. 
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Video Input

Pretreatment

Training 

Sample Set

Testing 
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C3D

CTC

Decoding

Result Output

C3D-CTC

 

Fig. 5. C3D-CTC model. 

RAE is an auto-encoder that searches for variable-length 
input structures, which is put to use in both NLP and computer 
vision. When the input is a sequence of word vectors, RAE 
uses neural networks to sense the score of all two adjacent 
word vectors. By measuring the probability of synthesizing a 
word for each pair of word vectors, the one with the largest 
probability is selected as the representative of the two-word 
vectors, the vector of the two words is removed from the 
sequence, and the synthesized vector is inserted into the 
position of the previous two words in the sequence. This is 
done recursively until the entire input statement is mapped to a 
vector at the root of the binary tree. 

The input word vector sequence is (x1, x2, x3, x4, x5 ), then 
the encoding process of word vector pair (x1, x2) transforming 
to parent node y1 is defined as: 

                       (11) 

where, W
(1)

 represents the n*n matrix parameters and b
(1)

 is 
a bias term. 

The decoding process of the parent node y1 reconstructing 
x1 and x2 can be presented as follows: 

   
    

               (12) 

The reconfiguration error of the auto-encoder is as follows: 

              
 

 
‖           

    
  ‖  (13) 

Define A(x) as all adjacent node pairs of the input sequence 
x, and define T(y) as the case where the binary child node is 
transformed into the parent node. We define the objective 
function of the recursive auto-encoder as: 

            
      

∑                      (14) 

When generating weights, in order to avoid weight skew, 
the reconstruction errors generated each time should be 
normalized. 

     
  

     

‖     
 ‖  

 
  

     
‖     

 ‖  (15) 

The binary tree recursive structure of the RAE is shown in 
Fig. 6. 

1
x

2
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3
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4
x

1
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2
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3
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1
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x Reconstruction

1
y Reconstruction3

x Reconstruction

 

Fig. 6. Binary tree recursive structure of the RAE. 

The input feature sequence is paired by (x0, x1),(x1, x2),..., 
(xn-1, xn), calculate the reconstruction error of all the paired 
nodes, select the pair with the smallest error value to generate 
the parent node into the input sequence, then remove the pair 
from the input sequence, and repeat the above steps until only 
one node remains in the input sequence. At this point, this node 
is the potential semantic feature of the input sequence. 

The video latent semantic extraction model encodes the 
output of the fully-connected layer of 3D-CNN by 
unsupervised RAE to obtain video latent semantic features, and 
its specific model structure is shown in Fig. 7. 

Video Input

Pretreatment

Training 

Sample Set

Testing 

Sample Set

C3D

RAE

Result Output

C3D-RAE

 

Fig. 7. C3D-RAE model. 
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B. Sports Culture Recommendation Model 

1) Video recommendation based on text topic similarity: 

This research adopts the Latent Dirichlet Allocation (LDA) 

topic model to accomplish the topic extraction of video 

description information. The goal of the LDA topic model is to 

find the distribution of topics in each document and the 

distribution of words in each topic. How to calculate similarity 

specifically? This article calculates the similarity between two 

videos based on the metadata information of the videos. 

Simultaneously, using similarity ranking from high to low, 

obtain the most similar topN of a certain video as an 

association or similarity recommendation. Although both long 

and short videos use the same algorithm system, the front-end 

product form varies due to different video types. Due to the 

short duration of a single short video, it usually takes a few 

minutes to play. Therefore, the recommended method for 

associating short videos is to use information flow to play the 

original video. The videos associated with it will be played as 

information streams, which will greatly improve the overall 

user experience. When training the LDA topic model, the 

number of topics K needs to be given first, and all distributions 

are expanded based on K topics. The specific LDA topic model 

algorithm is shown in Fig. 8. 


d


dn
Z

dn
W

N
D

K


K



 

Fig. 8. LDA algorithm. 

LDA assumes that the prior distribution of document topics 
is Dirichlet distribution; that is, for each document d, its topic 
distribution θd is: 

                (16) 

Where α is a hyperparameter in the distribution and is a k-
dimensional vector. LDA has a premise that the prior 
distribution of the words in the topic satisfies the Dirichlet 
distribution; that is, for each topic k, the distribution βk of its 
words is: 

                (17) 

Wherein, η is a hyperparameter in the distribution and is a 
v-dimensional vector. v here stands for the number of words in 
the total vocabulary. For the n-th word in each document d, we 

can obtain the distribution of its topic number zdn from the 
topic distribution θd as follows: 

              (18) 

And for that topic number zdn, the probability distribution 
of the word wdn is obtained as: 

              
  (19) 

In the LDA model, there are M Dirichlet distributions of 
document topics, and the corresponding data have M 
multinomial distributions of topic numbers, so (α→θd→ zd) 
forms Dirichlet-multi conjugate. The posterior distribution of 
document topics based on Dirichlet distribution can be 
obtained by the Bayesian inference method. Defined in the d-th 

document, the total number of the k-th subject word is    
   

, 

then the corresponding multinomial distribution can be 
expressed as follows: 

      
   

   
   

       
   

  (20) 

By using the Dirichlet-multi conjugate, the posterior 
distribution of βk is obtained as follows: 

                   (21) 

The specific process of the recommendation algorithm 
based on LDA topic model is as follows: (1) select the initial 
topic number K value, train the LDA model, and calculate the 
similarity between each topic in the trained LDA model; (2) 
increase or decrease the value of K according to whether the 
topic similarity decreases, retrain the LDA model, and 
calculate the similarity between the topics again; (3) repeat the 
second step until the optimal K value is obtained when the 
similarity between topic is minimized. 

2) Sports culture video recommendation considering 

multi-modal characteristics: In order to make full use of the 

multi-source heterogeneous information of videos, this study 

proposes a video recommendation algorithm considering multi-

modal characteristics (RAMM) to improve the accuracy of 

video recommendations. The RAMM recommendation 

algorithm is a fusion of three different algorithms which are 

applied to different problems. When the video belongs to a 

labelled video, the recommendation based on C3D-CTC is 

employed. When the video belongs to an unlabelled video, the 

recommendation based on C3D-RAE is employed, and when 

the video has description information, the recommendation 

based on LDA is employed. The specific structure is shown in 

Fig. 9. 

Video
Is there a topic 

description

Whether to mark

 Based on text topic similarity

Behavior semantic extraction

Yes

No

No

Yes

Latent semantic extraction

Recommended results

 

Fig. 9. Recommendation considering multi-modal characteristics. 
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This study constructs a comprehensive method for 
calculating video similarity considering the multi-modal 
characteristics ComSim. 

                               

                     (22) 

Where β is a hyperparameter, SimSemantic represents 
semantic similarity, and SimTopic represents text similarity. 
The larger β is, the higher the model's bias towards semantics 
and, conversely, the higher the bias towards topic information. 

IV. EMPIRICAL ANALYSIS 

The datasets employed in this study contain the UCF-12 
dataset and sports video set crawled from the video website 
Vine.co. The UCF-12 dataset is a specific set of 12 categories 
of videos excerpted from the UCF-101 video set, mainly 
including basketball shooting, basketball dunking, bowling, 
high jump, soccer free throw, cycling, skiing, volleyball 
dunking, table tennis hitting, pole vaulting, fencing, and rope 
skipping. Each of these categories consists of 25 groups, each 
group containing four to seven videos, with the shortest video 
lasting three seconds and the longest video lasting eight 
seconds, for a total of 1760 videos. The videos in this dataset 
have better stability and high similarity of actions in each 
category, with fewer interfering factors unrelated to the videos. 
The Vine dataset is crawled from the video website Vine.co 
sports category videos, consisting of a total of 2400 videos, and 
because this video set is directly crawled from the website and 
has not been processed manually, its content similarity is lower 
than the UCF-12 dataset. The videos contain some interfering 
factors that are not related to the video content. 

Before training the model, the video data needs to be 
reprocessed. First, all test videos are converted into image sets 
at 20 frames per second, and for videos whose number of 
images does not meet a multiple of eight, the last frame is 
copied and added at the end. Then, to prevent spatial jitter, we 
scale the images to a uniform size of 112*112. We divide the 

dataset into a training dataset and a test dataset in a ratio of 9:1 
for completing model training and model testing. The topic text 
similarity and potential semantic similarity of different videos 
are calculated by the cosine theorem, and the behavioural 
semantic similarity (SimBs) of different videos is defined as 
follows: 

           {
                

                
 (23) 

When the lengths of semantic sequences m and n are equal, 
the value is the ratio of the total number of semantic 
equivalents to the length of m. When the lengths of semantic 
sequences m and n are unequal, the value is the ratio of the 
length of the common maximum continuous subsequence of m 
and n to min (m, n). 

A. Training Parameter Selection 

Parameter tuning is crucial to the final performance of the 
model, and appropriate parameter selection can effectively 
improve the generalization ability of the model. In order to 
measure the impact of various parameter changes, this study 
adopts the control variable method to select the learning rate 
and batch size of the model. The results are shown in Fig. 10 
and Fig. 11. 

 

Fig. 10. The impact of learning rate on the Loss function.

 

Fig. 11. The impact of batch size on model. 
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As it can be seen from Fig. 11, when the learning rate is 
0.01 and 0.001, the model loss decreases rapidly for a period 
with the increase of training times and then gradually becomes 
stable at last. For the learning rate of 0.0001, when the number 
of training iterations reaches 160, the model is still in a state of 
oscillation and cannot converge, and the loss value is higher 
than the other two learning rates. When the learning rate is 
0.01, the model reaches the convergence point at the fastest 
speed, and the loss value is lower than that of 0.0001 but higher 
than that of 0.001. That is, if the learning rate is too low, the 
trained model will be more reliable, but it will take longer for 
the model to reach the convergence point, and it still cannot 
converge on the basis of the same training time. If the learning 
rate is too high, the model will reach the convergence point 
very early. The learning rate is chosen as 0.001 for the model 
through the experiment of learning rate in this section. 

It can be seen from Fig 12 that under the same model and 
the same data set, different values of Batchsize have an impact 
on the test accuracy of the model. It can be observed that the 
larger the value of Batchsize is, the less iteration will be 
required to process the same amount of data, and the less 
convergence time will be lost, but the accuracy will also be 
reduced. Through selection, the batch size value selected in this 
study is 10. 

B. Impact of Different Algorithms on the Accuracy of Video 

Semantic Comprehension 

Different algorithms lead to different accuracy of video 
semantic comprehension of the model, and this study compares 
the accuracy of the model behavioural semantic comprehension 
model and latent semantic comprehension model when 
adopting different algorithms, and the results are shown in Fig. 
12 and Fig. 13 respectively. 

 

Fig. 12. Semantic comprehension accuracy of different algorithms. 

 

Fig. 13. Cosine similarity of different algorithms. 

In Fig. 13, the horizontal coordinates indicate basketball 
shooting, basketball dunking, bowling, high jump, riding, 
soccer free throw, skiing, volleyball dunking, table tennis 
hitting, pole vaulting, fencing, and rope skipping, respectively. 
It can be seen that the accuracy of the C3D-CTC model is 
higher than the other algorithms except for the sport of riding, 
which is due to the fact that the result sequence of riding has a 
boosting behaviour, which affects the accuracy of C3D-CTC. 
By analyzing the test results, we found that the categories with 
no significant differentiation between sub movements achieved 
higher accuracy on the models in this section than those with 
significant differentiation between sub movements. 

As it can be seen from Fig. 14, the box plot should start 
from the statistical points, and it can be seen that the C3D-RAE 
clustering accuracy used in this article is 0.57, while the 
statistical position of KF-CNN is 0.35. Therefore, C3D-RAE 
has a clustering accuracy of 22% higher than KF-CNN. 
Therefore, under unsupervised conditions, C3D-RAE has 
higher clustering accuracy than keyframe image semantic 
extraction algorithms and measured through average cosine 
similarity. Compared with the KF-CNN algorithm using video 
key frame image semantics, the C3D-RAE model has a larger 
average similarity between each data type and the center point 
in the clustering results, and the distribution of the clustering 
results is more uniform. 

C. Sports Culture Video Recommendation Considering Multi-

Modal Characteristics 

Normalized Discounted Cumulative Gain (NDCG@N) is 
used as an evaluation indicator for sorting results to evaluate 
the accuracy of sorting. Firstly, to calculate NDCG, we need to 
calculate Gain, which is the definition of the quality of each 
result. NDCG adds all the results together to ensure that the 
higher the overall quality of the list, the larger the NDCG 
value. At the same time, the design of discounted results in 
higher weights for higher results. This ensures that the first, 
more relevant results ranked higher will have a larger NDCG 
value. From these two points of view, with NDCG as the 
optimization objective, it ensures that the search engine ranks 
higher quality results even though the overall quality of the 
returned results is good. Information retrieval metrics

（ MAP@N ） actually’ MAP@N The indicator is to measure 

the UUUU of all users AP@N Average the indicators. Overall, 
the MAP indicator takes into account both prediction accuracy 
and relative order, thus avoiding the disadvantage of traditional 
Precision indicators being unable to depict the relative position 
differences of recommended products. In the sports culture 
video recommendation model considering multi-modal 
characteristics proposed in this study, the top-T videos with the 
highest similarity are returned as the recommendation results. 
To select the appropriate β, this study adopts the variable 
control method to compare the values of NDCG and MAP 
under different T and β values, and the experimental results are 
shown in Fig. 14. 
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Fig. 14. NDCG@N and MAP@N under different T and β values. 

When β is 0, the algorithm similarity calculation value only 
depends on the topic similarity, so the algorithm accuracy is 
the lowest. With the gradual increase of β, the recommendation 
algorithm accuracy gradually rises, indicating that the influence 
of semantic similarity on the algorithm accuracy is greater than 
the influence of topic similarity on the algorithm. When β is 
0.7, and T is 10 and 15, the algorithm accuracy reaches the 
peak, and when β is 0.7, and T is 20, the accuracy of the 
algorithm increases only slightly as the value of β continues to 
increase, so the hyperparameter β is selected as 0.7. At the 
same time, it can also be seen that the integrated model 
considering multi-modal characteristics is more accurate than 
the video recommendation by only the video semantic model 
or only the text topic model. 

The results of the comprehensive model considering multi-
modal characteristics and the recommendation system using 
other models are shown in Fig. 15. 

 

Fig. 15. Comparison of different recommended methods. 

The horizontal coordinates from left to right represent 
Video+CNN+KNN, Clip+CNN+Ncut+LDA and the ComSim 
algorithm proposed in this paper. Video+CNN+KNN adopts a 
3D convolutional neural network to extract the features of all 
frames of the video and uses the output of the fully connected 
layer as the video feature representative, then uses the KNN 
algorithm to find the nearest K neighbours to generate the 
recommendation list; Clip+CNN+Ncut+LDA adopts 3D 
convolutional neural network to extract the features of 16 
randomly selected frames and adopts NormalizedCut clustering 
algorithm to generate clustering points, followed by Linear 
Discriminant Analysis to detect the top-T returned values. It 
can be seen the accuracy of ComSim is 7.8% higher than 

Clip+CNN+Ncut+LDA and 15.9% higher than 
Video+CNN+KNN. 

V. CONCLUSION 

After years of development, recommendation systems have 
made a number of research results in theoretical research and 
have been widely applied in industry. A well-performing 
recommendation system can accurately recommend the content 
that users are interested into users, avoiding a lot of time spent 
on searching and greatly improving the service experience of 
users, as well as maximizing the attraction and retention of 
users, improving the conversion rate of users, and helping the 
platform achieve profitability. 

This study first defines the semantic structure of 
unstructured video data. On top of that, a 3D convolutional 
neural network and continuous temporal classification 
algorithm are used to complete the extraction of sub action 
semantics and integration of behaviour semantic sequences, 
and finally, a sports video semantic extraction model for 
specific sports categories is obtained. In order to solve the 
problem of the low accuracy of the model for semantic 
extraction of unlabeled videos, this paper proposes an 
unsupervised semantic extraction method based on a recursive 
self-encoder, which uses a recursive self-encoder to construct a 
semantic spanning tree to complete the compression and 
integration of semantic sequences and verifies the accuracy of 
the above two models through experiments. In order to 
improve the accuracy of the video recommendation algorithm 
based on single video semantic similarity and topic similarity 
of this paper, this study integrates video semantic similarity 
and video topic similarity. It proposes a video recommendation 
algorithm considering multi-modal characteristics. And it is 
experimentally demonstrated that the ComSim-based algorithm 
improves by 7.8% in accuracy over Video+CNN+KNN and 
15.9% over Clip+CNN+Ncut+LDA. 

However, this article has certain limitations. With the 
continuous growth of computing resources and dataset size, 
unsupervised semantics based on C3D-RAE have dominated 
many tasks. However, the continuous increase in unsupervised 
semantic depth has also introduced training challenges. 
Traditional supervised training methods only use supervision in 
the last layer, allowing errors to propagate from the last layer to 
the hidden layer, leading to intermediate layer optimization 
problems such as gradient vanishing. In the future, it is 
necessary to increase the amount of data, improve the 
robustness of the model, and avoid overfitting. At present, data 
augmentation is mainly applied to image data, and there are no 
good methods for other types of data such as text. 
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