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Abstract—In order to make the users who watch animation 

look better, the innovative practice research of virtual reality 

technology in animation production is proposed. According to 

the object structure information, the method uses 3ds Max 

software to complete the production of 3D animated character 

models. It completes the character prototype texture feature 

extraction through the character prototype boundary contour 

extraction, image hat height transformation, and discrete grid 

projection. The OpenGL texture mapping is used to complete the 

mapping of 3D animated character models. After the boundary 

optimization of texture seams, the best 3D animated character 

modeling effect is obtained. Geometric modeling technology and 

DOF nodes are used to build static and dynamic scene entity 

models to complete the construction of a 3D animation scene. The 

interactive visualization platform based on space is introduced to 

complete the visualization processing of the interactive animation 

scene, and the animation scene is regarded as the image base. 

The points with equal arc length are selected according to the 

curve points, and the camera is switched in combination with the 

roaming speed to realize the real-time roaming of 3D animation 

scenes and complete the innovative, practical application of 

virtual reality technology in animation production. Experimental 

results show that this method improves the smoothness, integrity, 

and authenticity of animation, improves the smoothness of 

motion, and ensures the real-time roaming effect. 

Keywords—Virtual reality technology; animation production; 

3D modeling; OpenGL; geometric modeling; real time roaming 

I. INTRODUCTION 

Virtual reality is a new world created by computer and 
electronic technology. It is a seemingly real simulation 
environment. Through a variety of sensor devices [1], [2], 
users can use people's natural skills to investigate and operate 
objects in the virtual world according to their feelings, 
participate in events in the virtual world, and provide intuitive 
and natural real-time perception of seeing, listening, and 
touching, and make participants "immerse" in the simulation 
environment [3]. 3D animation modeling technology is to 
create the structure and shape of objects involved in animation 
in the process of animation production. The modeling process 
requires the analysis of the shape characteristics of the object. 
The existing shape in the computer can be expanded and 
changed to meet the requirements of realistic modeling. In 
addition, the structure should also be linked with the geometry 
in reality. Through the analysis of object categories, different 
methods of model building and detail modification can be 
carried out [4]. 

Many researchers have conducted research on the 
application of virtual reality technology in animation 

production, such as Kokaram A et al. [5], who studied motion-
based frame interpolation in film and television production. 
Frame interpolation is the process of synthesizing new frames 
between existing frames in image sequences. The difference 
frame is used as a key algorithm module in movie production 
to improve the effect of movie production. But motion-based 
frame interpolation usually requires a lot of computation and 
processing, especially in high-resolution image sequences. This 
may lead to excessive consumption of computing resources, 
reduce real-time performance, and increase production costs. 
For example, Khalid N et al. [6], to improve the accuracy of 
character modeling in the animation, through the Gaussian 
mixture model, each pixel of different human body parts is 
assigned a specific label to achieve better animation character 
modeling. However, this method has high requirements on the 
quality of input images. For low-quality, fuzzy or noisy images, 
the accuracy of joint extraction and pixel-level marking may 
decrease, thus affecting the accuracy of character modeling. 
Perez Perez Y et al. [7], to better complete the animation scene, 
proposed an environment modeling method based on joint 
semantic and geometric features, based on Markov random 
field (MRF), strengthen the consistency between 
environmental semantics (e. g., beam, column, wall, ceiling, 
floor, pipe), and geometric labels (example, horizontal, 
vertical, cylindrical), and use the neighborhood context to 
improve the accuracy of semantic labels, improve the accuracy 
of environment modeling, provide effective environment 
modeling basis for animation. However, when the environment 
is more complex or there are subtle changes, such as texture 
differences, lighting changes, etc., the method may encounter 
challenges in the consistency of semantic and geometric labels, 
resulting in a decline in the accuracy of modeling results. 

Aiming at the problems existing in the above methods in 
3D animation modeling, this paper combines virtual reality 
technology to study the innovative practice of virtual reality 
technology in animation production to provide users with a 
better 3D animation perception. The research structure of this 
article includes: 

1) Provide a detailed introduction to the process and steps 

of using 3DsMax software to create character models, explain 

the methods of extracting texture features from character 

prototypes, including boundary contour extraction, image 

high-low hat transformation, and discrete mesh projection, and 

explain the application of OpenGL texture mapping 

technology and boundary optimization texture seam method; 

2) Explain the application of geometric modeling 

technology and the construction process of DOF nodes, and 



(IJACSA) International Journal of Advanced Computer Science and Application 

Vol. 14, No. 10, 2023 

876 | P a g e  

www.ijacsa.thesai.org 

introduce the establishment of static and dynamic scene entity 

models; 

3) Deeply explain the application of spatial based 

interactive visualization platforms and discuss the interactivity 

and visualization processing methods of animation scenes; 

4) Introduce the concept and methods of treating 

animation scenes as image bases, and explain the application 

of techniques such as curve point filtering, camera switching, 

and roaming speed; 

5) Verify the effectiveness of the techniques presented in 

this article through experiments; 

6) Discuss the research results and point out future 

research directions. 

II. ANIMATION PRODUCTION BASED ON VIRTUAL REALITY 

TECHNOLOGY 

A. 3D Character Modeling 

1)  3D animated character model based on 3ds Max: To 

build 3D models of related objects in animation, first, we need 

to analyze the structural characteristics of objects. The objects 

in 3D animation can be generally divided into two types: 

regular objects and irregular objects. There are two main 

modeling methods for animated 3D characters: the stacking 

modeling method and the subdivision modeling method. The 

stacking modeling method creates characters from details to 

the whole, while the subdivision modeling method first creates 

an object's overall shape and then carves details [8]. 

Regular objects are suitable for stacking modeling because 
of their regular shape. Its modeling process is to split complex 
objects into some basic components, then use the basic 
molding command to make these small parts and stack them 
together. Animation designers must grasp the model's size-
scale relationship and spatial location. Common tools include 
insert, extrusion, turning, chamfering, FFD deformation tools, 
etc. 

Irregular objects are more suitable for the subdivision 
modeling method; that is, the basic geometry is used to 
complete the large shape of the object first, and then the model 
details are subdivided by editing polygons or mesh editing 
tools. This modeling method is similar to drawing sketches or 
sculpture's construction process. Generally, we use subdivision 
modeling to complete the modeling of 3D characters, cartoon 
characters, or surface object bodies. Common tools include edit 
mesh, edit polygon, symmetry, mesh smoothing, etc. The 
specific process is shown in Fig. 1. 

After determining the construction method, this paper 
completes the production of a 3D animated character model by 
applying the 3ds Max software, obtains the rough image by 
stretching and changing the graphics tools contained in the 3ds 
Max software, and then modifies the details with the 
modification tools, to establish a more accurate and intuitive 
model. 

2) Character prototype texture extraction: The texture is 

an important feature of the scenery. It is generally believed 

that texture is a certain regularity of grayscale or color 

distribution on the image, which has different characteristics 

in complex textures. Texture can be roughly divided into two 

categories: regular and irregular. The extraction of irregular 

regional textures is an important part of image processing 

technology, so it has become a research hotspot of computer 

application technology. 
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Fig. 1. Animation character modeling process. 

a) Boundary contour extraction: The mathematical 

expression of the object contour obtained from the object 

image is called contour extraction [9], which is one of the 

basic steps in image processing, computer vision, and medical 

images. 

This paper uses a method based on an improved model to 
extract the contour of the character prototype. Firstly, the 
method of combining some algorithms with the circumscribed 
rectangle is used to realize the automatic setting of the control 
points of the initial contour line of the model and then improve 
the gradient energy function to introduce the gradient vector 
flow operator so that the contour can better converge to the 
target depression, and adjust the weight of other energy 
function terms according to the actual situation. Finally, the 
target contour line is obtained through the neighborhood 
greedy algorithm when the total energy is minimized. 

b) Image preprocessing: This paper combines high hat 

transform, and low hat transform to process the image. Add 

the high hat transform image to the original image, and then 

subtract the low hat transform image to get the enhanced 

image. Using the original image plus the result of the high hat 

transform can make the area with a larger gray value brighter, 

and subtracting the result of the low hat transform can make 

the smaller gray value darker. In this paper, the morphological 

reconstruction method is defined as: 

𝐶𝑡𝑜𝑝(𝑓) = 𝑆𝑓(𝑓) + 1  (1) 

𝐼 = 𝑡ℎ𝑟𝑒𝑠ℎ (𝑆𝑓(𝑓))  (2) 
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Among them 𝑆𝑓(𝑓) is from the enhancement diagram at the 

start of the reconstruction operation, which is equivalent to 
subtracting a constant from the grayscale of the enhancement 
image 𝑆𝑓(𝑓) = 𝑓 − ℎ, denoted by 𝑆𝑓(𝑓 − ℎ). Here is a marked 

graph. This paper binarizes the reconstructed result graph to get 
the marked graph. Because of the filtering effect of the 
reconstruction operation, many of the original images after the 
reconstruction operation are smaller than all the small peaks 
that will be "flattened". The value represents the size of the 
filtering amount [10]. In terms of filtering effect, reconstruction 
filtering is low-pass filtering, which flattens the peaks in the 
image. The peak in the image is the high-frequency part, and 
flattening the peak is equivalent to filtering out part of the 
high-frequency part. The low-frequency part is retained to form 
a low-pass effect. 

The dual operation of reconstruction transformation is 
expressed as, according to the principle of dual operation, 𝑆𝑓 ∗
(𝑓 + ℎ) the role of will fill the low valley in the image. After 
operation 𝑆𝑓 ∗ (𝑓 + ℎ), it will be less than fill in the original 

low valley and form a platform at the original low valley. The 
combination of morphological and dual reconstruction can 
flatten the peak and fill the valley, leaving only the middle part 
of the image that is neither high nor low. The function of the 
parameter is to control the contrast. Generally, the contrast in 
the signal is less than all fluctuations that 2ℎℎare filtered out. 

Reconstruction filtering is essentially an efficient nonlinear 
filtering, and the filtering effect is similar to median filtering, 
but the effect is better. The purpose of morphological 
reconstruction is to extract the maximum value and bright top 
of the region to smooth the interior of each target and extract 
the maximum value within the target range. 

c) Texture extraction: Generally, texture images are 

stored and represented rectangularly [11]. This exactly 

corresponds to the discrete grid of the surface, which is the 

points on the discrete grid are projected onto the image, and 

the color information of the image is extracted so that the 

texture is arranged in the form of a discrete grid, but this is too 

sparse. Therefore, the mesh needs to be refined. Each refined 

mesh point corresponds to a pixel on the texture image. 

Original geometric mesh size is 4 × 3, to extract texture, each 

geometric mesh is further uniformly refined 4 × 4. The size of 

the whole refined mesh is 16 × 12. Each vertex on the mesh 

corresponds to a pixel of each vertex that is re-projected onto 

the image (in the actual solution process, both the vertical grid 

line and the horizontal grid line corresponding to the grid 

point can be projected onto the image to find the intersection 

point on the image). The color information of the point on the 

image is obtained to form a texture image [12]. The coordinate 

value of the thinned image point is usually a floating point 

number. If the color value of one of its neighboring pixels is 

directly taken as the color value of the current point, the 

extracted texture will become more blurred. 

Therefore, in this paper, color information is extracted in a 
weighted way according to the position of the current point and 
the proximity of the four adjacent pixels around it, as shown in 
Fig. 2, (𝑥, 𝑦) is the pixel coordinate of the current image point, 

(𝑥1, 𝑦0) is the coordinate of four adjacent pixels (the coordinate 
value is an integer). 
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 0 0,x y  1 0,x y

 ,x y
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11V
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Fig. 2. Weighted center of gravity. 

Set 𝑓(𝑥, 𝑦) is a point the texture extraction based on 
barycentric coordinates can be expressed as: 

𝑓(𝑥, 𝑦) =
𝐶𝑡𝑜𝑝(𝑓)

𝐼

𝑉00

𝑉
𝑓(𝑥0, 𝑦0) +

𝑉01

𝑉
𝑓(𝑥0, 𝑦1) (3) 

+
𝑉10

𝑉
𝑓(𝑥1, 𝑦0) +

𝑉11

𝑉
𝑓(𝑥1, 𝑦1) 

The whole surface is projected onto the front view, and the 
barycentric weighted texture extraction method can be used to 
obtain the image's texture. For the texture data matrix [13] 
outside the specified area, please give it a uniform value of 0 
and give the part of the texture data matrix outside the texture 
outline in the specified area a value of 1. This aims to facilitate 
the storage of irregular regional textures and the subsequent 
mapping of 3D models. 

3) Model mapping and optimization 

a) Model mapping based on OpenGL texture mapping: 

After getting the texture image and 3D model, we need to use 

its projection relationship to give the corresponding texture 

information to the corresponding part of the image on the 

surface of the 3D model, that is, local texture mapping. 

Texture mapping technology is also called texture mapping 

technology [14]. In 3D graphics, texture mapping methods are 

widely used, especially to describe realistic objects. The work 

of local texture mapping is to correctly back project an 

acquired texture image onto the surface of the 3D model. 

This paper uses OpenGL texture mapping technology to 
map 3D models. The technology of texture mapping of the 
texture image refers to mapping the texture image to the 
surface of a three-dimensional object, that is, predefine the 
texture pattern on the texture space of a plane area and then 
establish the mapping relationship between the object surface 
space and the coordinates of the texture pattern. When the 
visible points of the object's surface are determined, the texture 
pattern can be attached to the object's surface according to the 
value of the corresponding points in the texture space. The 
general steps of texture mapping are shown in Fig. 3. 
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Fig. 3. Texture mapping steps. 

For relatively flat model areas, texture mapping is relatively 
easy to implement. This paper introduces merging adjacent 
triangular patches to deal with irregular mapping areas. Its 
algorithm idea takes the included angle between the normal 
vectors of adjacent triangular patches as the object of study. 
The included angle will remain unchanged if it exceeds a set 
closed value. If the included angle is less than a certain idle 
value, it will merge two triangular patches, and so on 
repeatedly. However, since the included angles of multiple 
triangular patches may accumulate in the same direction during 
the merging process, if it is possible to simplify the larger 
surface into a plane according to the above principles, limiting 
the size of the composite surface is necessary. When the area of 
the plane is greater than a set value, the merging stops. 
According to the corresponding texture area of the model 
surface, the merged plane can use the trilinear filtering texture 
filtering technology to operate it in OpenGL to achieve 
relatively flat texture mapping of the model area. To map the 
bump model surface, it is necessary to comprehensively 
consider the texture's stretching, scaling, bending, and the 
change of gray value. See Fig. 4 for details. 

As shown in Fig. 4, a texture segment 𝑂 ∗ 𝑃 ∗ is for the 
curve segment of the bump model; the texture segments attach 
to the curve segment 𝑂 ∗ 𝑃 ∗ , assume that in the curve 
segment: 𝑂 ∗ 𝑄 ∗= 𝑤, 𝑄 ∗ 𝑅 ∗= 𝑣, 𝑅 ∗ 𝑃 ∗= 𝑢. 
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Fig. 4. Schematic diagram of concave-convex texture processing. 

To stretch a texture segment 𝑂𝑃 , which also means 
reducing the length of the distance between and 𝑃 ∗. Make line 
segment 𝑂𝑃 and 𝑂 ∗ and 𝑃 ∗ the included angle between is 𝜃, 
then represent: 

𝑠𝑖𝑛 𝜃 =
|𝑂𝑃|

|𝑂∗𝑃∗|
=

𝑓(𝑥,𝑦)√(𝑥1−𝑥2)2(𝑦1−𝑦2)2

√(𝑥1∗−𝑥2∗)2(𝑦1∗−𝑦2∗)2(𝑧1∗−𝑧2∗)2
 (4) 

To make the length of texture deformation the same as the 
curve, the interpolation coefficient is introduced here. Setting 
rules are as follows: 

When a surface moves from a point to point 𝑄 ∗, take 𝑠 =
𝑜;  

When a surface moves from a point to point 𝑅 ∗, take 𝑠 =
𝑞;  

When a surface moves from a point to point 𝑃 ∗, take 𝑠 =
𝑟;  

And: 

𝑜𝑤 + 𝑞𝑣 + 𝑢𝑟 = |𝛰𝑃|  (5) 

𝑜 + 𝑞 + 𝑟 = 1   (6) 

Can get 

𝑠𝑖𝑛 𝜃 =
|𝑂𝑃|

|𝑂∗𝑃∗|
=

𝑜𝑤+𝑞𝑣+𝑢𝑟

√(𝑥1∗−𝑥2∗)2(𝑦1∗−𝑦2∗)2(𝑧1∗−𝑧2∗)2
 (7) 

After the above transformation, the texture space 
coordinates can be mapping area coordinates with the bump 
model one-to-one correspondence to better realize bump model 
mapping. 

b) Boundary optimization: Because of the color 

difference of the texture at the back boundary of the texture 

mapping of the 3D character model, it is easy to have color 

discontinuity between the texture regions; that is, texture 

seams when rendering realistically. If not properly handled, it 

will greatly impact the reality of the 3D modeling of the 

character. Therefore, the purpose of processing texture 

boundaries is to eliminate texture seams in the display effect 

as far as possible. 
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The parameterization method is used to map the mesh 
model to the plane domain or other domains to process the 
model with some mature technologies in the parameter domain 
[15]. Parameterization is to establish a one-to-one 
correspondence between the vertices of the mesh model and 
the points on the parameter domain and ensure that the mesh 
formed by the vertices on the parameter domain is not folded. 
The deformation of the parameterized mesh is smaller than that 
of the original mesh. According to the different parameter 
domains, parameterization can be plane and spherical. 

Planar parameterization is to spread the mesh model into a 
planar mesh. Each triangle uniquely corresponds to a triangle 
in the planar domain, which is helpful for texture mapping of 
the mesh. Spherical parameterization can map the completely 
closed mesh to the spherical domain, which is conducive to 
mesh simplification, shape gradient, and other processing. 

According to the idea of parameterization, the 
implementation steps of texture seam processing at the back 
boundary of 3D character model texture mapping can be 
established: locate the triangle mesh belt on both sides of each 
boundary. The grid belt is parameterized in two dimensions; In 
parameter domain, texture is constructed by weighted 
interpolation method to achieve natural transition [16]. So far, 
this paper has completed the optimization of texture mapping. 

B. 3D Animation Scene Construction based on Virtual Reality 

The 3D solid model in a virtual scene generally includes 
static and dynamic solid modeling. Static refers to solid models 
of terrain and ground objects, ranging from houses, pavilions, 
and launchers to roadside flowers and trees. Dynamic solid 
models refer to various simulation solid models with motion 
attributes, such as pedestrians, robots, swing booms, etc. 

1) Construction of scene static entity: The physical 

building is the main part of the virtual scene and the most 

important scene content. The modeling of static entities 

mainly uses geometric modeling technology [17]. Geometric 

modeling studies basic problems such as graphic data structure 

and deals with the representation of polygons, triangles, and 

points of objects' geometry and morphology, as well as their 

appearance, textures, materials, and colors. In the geometric 

modeling of solid buildings, it is required that the real and 

accurate space position and surface texture be used to 

represent the objective object of buildings to create an 

environment in which the observer can feel immersive and 

immersive. Geometric modeling is mainly realized by 

corresponding modeling software such as 3DMAX, AutoCAD, 

etc. 3D modeling of buildings is carried out in combination 

with AutoCAD and 3DMax [18]. The overall process includes 

total station acquisition of characteristic data points, importing 

AutoCAD and AutoLISP software to form wireframes, 

importing 3DMax to establish 3D models, 3DMax texture 

mapping, and model output. The overall process is shown in 

Fig. 5. 

Total station 

acquisition 

data points

Import 

AutoCAD

Auto Lisp

Building 

Line 

Diagram

3DMAX 

establishes 

the main 

model

Attachment 

Model

output

Texturing

 
Fig. 5. Building 3D modeling based on AutoCAD and 3DMax. 

2) Construction of dynamic entities: The modeling of 

moving parts should first construct moving objects. The 

construction of moving objects may change the initially built 

internal organization [19], that is, add DOF nodes of moving 

parts in the file formed by modeling, set corresponding local 

coordinates and locate them, and carry out the kinematic 

relationship (Link analysis) on multiple moving parts based on 

DOF to determine the kinematic traction relationship, 

determine and publish the main parts. The process of non-

publicly distributed sub-components and traction equation is 

shown in Fig. 6. 
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Fig. 6. General process of establishing DOF nodes. 

C. Interactive Animation Scene Visualization 

Animation design aims to establish a spatially based 
interactive visualization platform [20], integrating relational 
databases, spatial location files, component modules, various 
multi-dimensional graphical visualization tools, and common 
graphical expression tools. The above module takes relational 
data as the analysis object, applies spatial spatial analysis 
principles and methods to extract spatial information, and 
displays it as layers. The object is further analyzed and 
transformed through graphical visualization methods, such as a 
parallel coordinate method, to explore the inherent abstract 
rules of spatial data. These abstract rules are just beyond the 
reach of traditional spatial analysis and expert experience. 
Finally, appropriate visualization technology is selected to 
express the rules so that the rules or patterns contained in the 
data can be transformed into graphics that are easy to 
understand and recognize and visualized through animation. 
Fig. 7 is the visualization structure diagram of an interactive 
animation scene. 
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Fig. 7. Interactive animation scene visualization structure diagram. 

As shown in Fig. 8, the main function of the space module 
is to provide a layer-calling function and a simple layer-editing 
function, such as refreshing, mouse response, highlighting, etc.; 
The main function of the visualization toolset module is to 
focus on implementing HyperTree and parallel coordinate 
method and provide a toolset management function to add or 
delete tools dynamically; The main function of the interaction 
function module is to realize the interaction between 
visualization tools and spatial layers, as well as between 
visualization tools. 
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Animation image 
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Interactive 

display 
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Visualization 

Toolset Module

 
Fig. 8. Functional module structure diagram. 

Layers and various multidimensional visualization tools 
each play an important role in interactive animation scene 
visualization. Layers display animation data and express spatial 
attributes of spatial objects. Graphic visualization tools are 
suitable for expressing nonspatial multidimensional attributes. 
Interactive animation scene visualization focuses on combining 
layers and multidimensional visualization tools [21] to develop 
their interactive functions. The interactive function in 
interactive animation scene visualization is shown in the 
following points: 

1) HyperTree is used to manage hierarchical layer 

resources; 

2) HyperTree highlighted nodes interact with 

corresponding layers [22]; 

3) The highlighted area on the layer interacts with the 

parallel coordinate, which displays the nonspatial attribute 

data of the area; 

4) HyperTree highlights nodes to interact with parallel 

coordinates, which express the attribute information of 

corresponding layers; 

5) The parallel coordinate method is used to compare and 

analyze the attribute data of each region on each layer [23]. 

To summarize, the layer you see, the highlighted node in 
the center of HyperTree, and the parallel coordinate 
visualization tool are all aimed at the same animation target 
object. After realizing interactive expression among layers, 
HyperTree expression, parallel coordinate expression, and 
common charts, the user's thinking is more coherent, and 
various tools give full play to their due advantages, showing a 
more advantageous interactive animation scene visualization 
effect. 

D. Real-time Roaming of 3D Animation Scene 

In the process of real-time roaming of the animation scene, 
first select three animation scenes in the three-dimensional 
space to form an image base, calculate the image overlap area, 
fuse the area, use this as the basis for image stitching [24], 
extract the color information of the animation scene image, 
calculate the sampled image data [25], obtain the curve points 
of the scene image, and filter points with equal arc length 
according to the curve points, Switch the camera according to 
the points with equal arc length and the roaming speed to 
complete the real-time roaming of 3D animation scene. The 
specific steps are detailed as follows: 

Assumed represents 3D global coordinates, 
(𝑥′1, 𝑥′2) represents two-dimensional plane coordinates, 
 𝑒 represent the time variable, then use equation (8) to select 
three animation scenes in three-dimensional space to form an 
image base, calculate the overlapping area between images, 
and use equation (8) to express 

𝜕 ∗ (𝜇) =
[𝑋′1,𝑋′2,𝑋′3]⊗(𝑥′1,𝑥′2)

𝑠𝑖𝑛 𝜃𝑒𝜎[𝛾]
  (8) 

Where 𝜎[𝛾] represents an image sequence. 

Assumed represents the position of a point in the scene 
from the viewpoint, 𝑎 represents the distance between the 
agreed viewpoint and the object, represents the brightness 



(IJACSA) International Journal of Advanced Computer Science and Application 

Vol. 14, No. 10, 2023 

881 | P a g e  

www.ijacsa.thesai.org 

difference of two adjacent images, then use Formula (9) to fuse 
the regions and sew the images according to this: 

𝑚(𝐺) =
𝐴(℘)×𝜂

𝑎×𝜕
− 𝜕 ∗ (𝜇)𝜇(𝛼) ⊗ [𝛤(𝜃)] (9) 

Where 𝜕 represents the tensor parameter, the camera 
position, and any point in the viewpoint grid. 

Hypothesi 𝑛 represents any time of roaming 
𝑚(𝑇) represents a viewpoint, the coordinates of this point 
determine a point on the image taken by the lens, and the color 
of this point is defined as the pixel color corresponding to the 
point expressed by Formula (10): 

𝑚 ∗ (𝛿) =
𝑚(𝑇)×𝑛𝑚(𝐺)

𝜕(ϒ)
  (10) 

Where 𝜕(ϒ) represents the pixel values of different image 
regions, 𝑡(𝑏) represents the color value between unit squares. 

Assume the edge represents boundary conditions, 
Represents the tangent value of the curve, calculate the 
sampled image data using Equation (11), obtain the curve 
points of the scene image, and filter points with equal arc 
length according to the curve points: 

𝑔(𝑐) =
𝜃(𝑙)×𝛤𝑚∗(𝛿)

𝐿(𝜎)
× 𝜑(𝛾) ∗ 𝛷(𝜇)  (11) 

Where 𝐿(𝜎) represents the camera storage format, the arc 
length curve point set, and the jitter state in the walkthrough. 

Assumed that represents the rotation angle of image 
coordinates, 𝛿(𝑗) represent the density value of curve points, 
use formula (12) to switch cameras according to points with 
equal arc length and roaming speed to complete real-time 
roaming of 3D animation scene: 

𝜂(𝑚) = 𝑔(𝑐)
𝛿(𝑗)∗𝑀(𝐾)

𝐶(𝜇)
× 𝜉(𝜗)  (12) 

Where 𝜉(𝜗) represents roaming parameters, 
𝐶(𝜇) represents the cumulative distance between points. 

The above method is the principle of real-time roaming of 
3D animation scenes, which is used to complete real-time 
roaming of 3D animation scenes [26]. 

III. EXPERIMENTAL ANALYSIS 

To verify the innovative practice effect of this method in 
animation production, take the Judy police officer role and 
animation scene in the "Crazy Animal City" animation as an 
example; use this method to model, texture map, and virtual 
roaming interaction, and give the Judy police officer and scene 
produced by this method, as shown in Fig. 9. 

 

 

(a) Character modeling (b) Scene modeling 

Fig. 9. Effect of the method mapping in this article. 

It can be seen from the analysis of Fig. 9 that this method 
uses OpenGL texture mapping technology for mapping, which 
improves the effect of 3D animation design of characters and 
scene modeling, making both clearer and more realistic. 

The method in this paper is used to conduct real-time 
roaming experiments on some scenes and characters in Crazy 
Animals to verify the practicability of animation scene 
construction, and the effect is shown in Fig. 10. 

  
(a) 15 frames (b) 25 frames 
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(c) 35 frames (d) 45 frames 

Fig. 10. Real-time roaming rendering. 

As can be seen from Fig. 10, this paper selects three 
animation scenes in the three-dimensional space to form an 
image base. It combines the roaming speed to switch the 
camera and the points with the middle arc length of the image 
curve points to achieve real-time roaming to ensure the 
practical effect of real-time roaming. 

The texture mapping of the character model is optimized by 
optimizing the boundary processing method in this paper to 
eliminate the texture seams in the display effect. The effect 
before and after optimization is shown in Fig. 11. 

 
 

(a) Pre optimization rendering (b) Optimized rendering 

Fig. 11. Effect before and after optimization. 

By analyzing Fig. 11, it can be seen that the boundary 
optimization method in this paper has a good effect on 
eliminating texture seams. It is clearer for the expression of the 
appearance and texture of animated characters, enhances the 
texture of animated characters, and verifies that the texture 
mapping map in this paper is more practical, making the 
animation effect smoother and giving users a better impression. 

To verify the collision detection performance of the method 
in this paper, the experiment conducted collision detection on a 
virtual scene, and the results are shown in Fig. 12. 

It can be seen from Fig. 12 that collision detection for real-
time roaming in the virtual scene is carried out by the method 
in this paper. The detection time is only 4ms, and the detection 
time is less than 10ms. It can be seen that this method has good 
performance in collision detection of virtual scenes. 
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Fig. 12. Collision detection time and collision detection rate. 
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To verify the smoothness of the motion connection of the 
3D animated character model in this method, the motion 
process of Police Officer Judy was tested. There are 30 frames 
in each motion clip, and the number of clips is 8, totaling 240 

frames. The connection smoothness in the ear joint and eye 
rotation motion segment of police officer Judy in the post-
application test of this method is shown in Fig. 13. 
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(a) The Movement Process of Ear Cartilage Joints (b) The movement process of eye rotation 

Fig. 13. Connection smoothness of two motion segments. 

From the analysis of Fig. 13, it can be seen that through the 
method in this paper, the connection between the two motion 
segments is relatively smooth, and the initial motion is also 
retained accordingly. The experimental results show that the 
connection smoothness of each part of the motion segment is 
high under the method in this paper. Applying this method to 
animation production can enhance the visual perception of 
animation and bring a good visual experience. 

IV. CONCLUSION 

Aiming at the problems of low fluency and rough models in 
3D modeling animation production, the innovative practice of 
virtual reality technology in animation production is studied to 
improve the animation user perception. Animated character 
modeling, image texture extraction, mapping, and optimization 
are realized through 3ds Max software. The animation scene is 
constructed from the two entry points of dynamic entity and 
static entity, and through interactive animation scene 
visualization design and 3D animation scene real-time roaming 
design, the innovative practice of virtual reality technology in 
animation production is finally realized. Through experimental 
verification, this method can improve the quality of animation 
production and enhance the visual perception of users. In 
addition, in future animation production, researchers can work 
to introduce more complex and realistic physical effects, such 
as cloth simulation and liquid simulation, to provide more 
realistic visual effects for animation production, and enhance 
the user's immersion and viewing experience. 
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