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Abstract—Facial image generation from textual generation is
one of the most complicated tasks within the broader topic of
Text-to-Image (TTI) synthesis. It is relevant in several fields of
scientific research, cartoon and animation development, online
marketing, game development, etc. There have been extensive
studies on Text-to-Face (TTF) synthesis in the English language.
However, the amount of relevant existing work in Bangla is
limited and not comprehensive. As the TTF field is not vastly
prospected for Bangla language, the objective of this study sets
forth to explore the possibilities in the field of Bangla Natural
Language Processing and Computer Vision. In this paper, a
novel system for generating highly detailed facial images from
textual descriptions in the Bangla language is proposed. The
proposed system named Mukh-Oboyob consists of two essential
components: a pre-trained language model, BanglaBERT, and
Stable Diffusion. BanglaBERT, a transformer-based pre-trained
text encoder, is a language model used to transform Bangla
sentences into vector representations. Stable Diffusion is used
by Mukh-Oboyob to generate facial images utilizing the text
embedding of the Bangla sentences. Moreover, the work uti-
lizes CelebA Bangla, a modified version of the CelebA dataset
consisting of face images, Bangla facial attributes, and Bangla
text descriptions to develop and train the proposed system. This
paper establishes a system for image synthesis with excellent
performance and detailed image outcomes, as evidenced by
a comprehensive analysis incorporating both qualitative and
quantitative measures, leading to the system under consideration
achieving an impressive FID score of 34.6828 and an LPIPS score
of 0.4541.

Keywords—Bangla text-to-face synthesis; Natural Language
Processing (NLP); Bangla NLP; Computer Vision (CV); Generative
Model; stable diffusion; BanglaBERT

I. INTRODUCTION

Diffusion models have emerged to be a useful tool for
generating realistic images in a variety of domains, such as
human faces and natural landscapes. The ability to generate
high-quality images from textual representations has attracted
a lot of attention because of its possible applications in the
development of content, augmented reality, and customized
advertising.

Text-to-image generation is an approach to generating a
picture from a given textual input. TTF is a subsection of TTI
generation in which a human face description is provided and
a facial image is generated based on the description. Compared
to text-to-image generation, creating images of faces is a more
difficult piece of work considering the complexity of facial
features. TTF synthesis has plenty of applications that could
be used, including internet marketing, animation, development
of games, forensic science, and the metaverse. A significant

amount of literature has been penned about the creation of
faces and images from text in recent years, as this field of study
has grown in prominence. Interestingly, a significant proportion
of academics have focused on image creation in the English
language [1].

While substantial progress has been made in the area of
text-to-image synthesis based on the English language, there
is a lack of advanced and enhanced research concerning non-
English languages, particularly Bangla. The Bangla language
presents unique challenges to the synthesis of TTF due to its
unique linguistic and cultural nuances. Facial image gener-
ation from Bangla text requires an extensive knowledge of
the phonological, syntactic, and semantic structures of the
language. To create authentic and culturally relevant facial
portrayals, it is essential to accurately capture the visual
diversity and unique facial features of Bangla-speaking people.

GAN (Generative Adversarial Network)-based models used
for text-to-image synthesis face unstable training, mode col-
lapse and non-convergence intrinsically due to adversarial
training [2]. Diffusion models [3] are more capable of syn-
thesizing realistic images compared to GANs as they seldom
fall into such issues, thanks to a more stable training process.
Vector quantized diffusion models produce better results com-
pared to GAN-based models using diffusion strategy to avoid
error assembling for image synthesis. Moreover, It achieves
improved image generation speed while maintaining excellent
image quality [4].

In the field of text to face synthesis, there is a lack of
extensive research for Bangla language. Therefore, this pa-
per proposes a novel Diffusion-based system, Mukh-Oboyob,
specifically to generate face images from Bangla textual input
to progress TTF generation for the Bangla language. The
objective of the proposed system, Mukh-Oboyob, is to mitigate
an existing void in the domain of TTF generation by addressing
the difficulties associated with generating images with varying
structures, that differ in appearance, and level of detail while
upholding the realism of the images generated from Bangla de-
scriptions that will significantly contribute to the advancement
of the field of Bangla natural language processing.

The suggested system, Mukh-Oboyob, consists of two ma-
jor parts: a pre-trained language model and a latent diffusion-
based model, namely, BanglaBERT and Stable Diffusion 
respectively. BanglaBERT [5] is utilized to learn bi-directional 
contexts from Bangla sentences and extract semantic informa-
tion essential to the text by encoding Bangla descriptions into 
vector representations and performing transformations over 
them in order to extract contextual information. Following
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that, a Stable Diffusion [3] model which is used to synthesize
images from text descriptions. The model is trained and
evaluated following a modified version of the CelebA dataset
[6] called CelebA Bangla [7]. This dataset incorporates 40
facial attributes derived from a semantically accurate Bangla
vocabulary and includes a collection of facial images align-
ing with the 40 corresponding facial attributes. The CelebA
Bangla dataset follows a novel algorithm [7] to create Bangla
textual descriptions of facial images. The evaluation of the
quality, diversity, and accuracy of the generated facial images
is carried out by comprehensive testing and the application
of both quantitative and qualitative evaluation metrics. The
system under consideration achieved an FID (Fréchet Inception
Distance) score of 34.6828 and an LPIPS (Learned Perceptual
Image Patch Similarity) score of 0.4541.

The following sections of the paper are constructed as
follows: Section II contains the literature review. The dataset is
described in Section III. Section IV discusses the methodology
followed by the system. Result Analysis is elaborated in the
Section V. Section VI takes through the discussion whereas
Section VII states the limitations of this work. FInally, Section
VIII draws the conclusion and the references are added at the
end of the paper.

II. LITERATURE REVIEW

In this section, significant studies utilizing generative mod-
els in the field of TTI and TTF synthesis are presented.

A. Text to Image Generation

This section provides a concise overview of a few methods
that are notable and have come across to achieve impressive
results for text-to-image synthesis.

Reed et al. [8] suggested a method of translating single-
sentenced text descriptions directly into image pixels by intro-
ducing a deep convolutional GAN based on text description
embedding compressed using a fully connected layer and
leaky-ReLU activation and text features used to perform feed-
forward inference by the generator and discriminator network
fundamentally demonstrating enhanced text to image synthesis.
In Paper [9], they proposed the use of the Bangla Attentional
Generative Adversarial Network (AttnGAN) to generate high-
quality images from texts through multi-staged processing and
incorporation of specific details in distinct parts of images,
achieving an enhanced inception score on the CUB dataset.

Naveen et al. [10] examined the combination of various
Transformer models and the Attentional GAN (AttnGAN) to
create the AttnGANTRANS architecture to generate images
from texts and validates the effectiveness of the Transformer
models by assessing the performance of generated images
using the Frechet Inception Distance and Inception Score
evaluation metrics. In another work [11], the Cross-Modal
Contrastive GAN (XMC-GAN) for text-to-image synthesis
was proposed which generates images that are well-aligned
with the texts and accomplish significant improvements in
image quality utilizing multiple contrastive losses. Tao et al.
[12] proposed a novel Deep Fusion GAN that generates high-
quality images through a one-stage architecture and uses a
deep fusion block which helps to integrate text and visual
characteristics entirely. In another work by Siddharth et al.

[13], a combination of a GAN-based model and pre-trained
text encoder, Attentional GAN and ROBERTa, respectively,
were used, which resulted in a significant decrease in the
FID score. In paper [14], they used diffusion models for
image synthesis contextual to natural language descriptions
and compared CLIP and classifier-free guidance as guidance
strategies. Saharia et al. [15], presented a text-to-image dif-
fusion model named Imagen that achieved a high level of
photorealism and text and image alignment, leading towards
deep language understanding by using diffusion models along
with large transformer language models for text understanding.

B. Text to Face Generation

This section presents a comprehensive summary of vari-
ous methods that have garnered attention and demonstrated
remarkable outcomes in the field of TTF synthesis.

Deorukhkar et al. [16] employed three GAN-based archi-
tectures, DCGAN, DFGAN, and SAGAN for TTF synthesis.
In this paper they used the CelebA dataset [6] consisting of
celebrity images, Sentence BERT for sentence embeddings to
encode the textual descriptions of the images from the dataset
and compared the results of the three models using IS and
FID evaluation metrics. In another work [17], a GAN-based
two-stream architecture was introduced to generate images
with great quality and diversity. They extracted features from
the images through a Contrastive Language-Image Pre-training
encoder and used Cross-Modal Distillation to align the image
and text features. Xia et al. [18] suggested a novel GAN
architecture, TediGAN, which generates multi-modal images
from text descriptions and proposed a Multi-Modal CelebA-
HQ dataset to evaluate the result and achieve the FID score.
Ayanthi et al. [19], used StyleGAN2 to generate visually
impressive facial images with accurate rendering of the facial
features and utilized BERT for text embedding to generate
high-quality images that align with the text description. Paper
[20] proposed a generative architecture, OpenFaceGAN that
creates facial images from natural language descriptions with
improved inference speed, image quality and efficiency in text
and image alignment. In another paper [21], a novel network
called PixelFace was proposed for TTF synthesis which utilizes
a dynamic parameter-generating method to transform text
features into embeddings for predicting continuous values of
pixels. They validated the experimental results on the MM-
CelebA dataset [18]. Nair et al. [22], suggested the utilization
of diffusion-based models for multi-modal image synthesis
that demonstrated impressive results compared to uni-modal
network.

There had been research work on TTF synthesis for Bangla
language but the images generated by the models were not of
high quality, and the FID score was comparatively poor. Pre-
vious Bangla TTF works were unable to depict some Bangla
facial attributes in synthetic images accurately. Low-quality
image generation and limited consistency between Bangla text
and generated images in the domain of TTF synthesis has
emerged to be the existing gap for Bangla language. Therefore,
the purpose of our paper is to elevate the image quality,
TTI consistency and betterment of FID score for Bangla TTF
synthesis.
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III. DATASET

In this paper, we have used the modified version of the
CelebA dataset [6] (containing celebrity images and English
captions), called CelebA Bangla [7]. The novel algorithm
utilized by the CelebA Bangla dataset to generate Bangla
textual descriptions of facial images was originally introduced
by [7]. The dataset comprises forty facial attributes that have
been extracted from Bangla vocabulary that ensures semantic
accuracy. Additionally, it contains around 202,599 facial im-
ages of size 128×128 of celebrities that correspond to the forty
aforementioned facial attributes. The CelebA Bangla dataset1
is available publicly on Kaggle.

Some of the samples of the CelebA Bangla dataset and text
descriptions from CelebA Bangla are shown in Tables I and
II.

TABLE I. SAMPLES FROM THE CELEBA BANGLA DATASET

IV. METHODOLOGY

A. BanglaBERT

BanglaBERT [5] is an ELECTRA (Efficiently Learning
an Encoder that Classifies Token Replacements Accurately)
transformer language model. Mukh-Oboyob uses BanglaBERT
for obtaining accurate text embeddings from Bangla textual
descriptions. Of all the available pre-trained Bangla text en-
coders, BanglaBERT was chosen for this study due to its
superior performance on a plethora of NLP tasks. BanglaBERT
has its own tokenizer written for the Bangla language, with

1https://www.kaggle.com/datasets/rashikrahmanpritom/celeba-bangla-
dataset

TABLE II. SAMPLE TEXT DESCRIPTIONS FROM CELEBA BANGLA
DATASET

a rich vocabulary and customized tokenization process. Due
to this tokenizer, Bangla text is tokenized properly without
loss of valuable information present in subtle parts of the text.
As shown in Fig. 1, BanglaBERT turns the input text into
tokens Tok1, T ok2, ..., T oKN . These tokens are given to the
ELECTRA model, which comprises of two main components:
Electra embedding layers and 12 Electra layers. An Electra
embedding layer consists of word embedding, position embed-
ding, token type embedding, layer norm and dropout layers.
For the purpose of capturing the semantic meaning of the
tokens, the Electra layers transform the tokens into continuous
vector representations. These representations are fed into 12
Electra layers. Each Electra layer consists of three components:
Electra Self Attention, Electra Intermediate, and Electra Output
layers. Electra layers help the model to capture contextual
information from the input sequence. Electra Self Attention
has two constituents: Electra Attention and Electra Self output.
For capturing dependencies between tokens, the Electra layer
assigns weights by using a Self-Attention mechanism. The
Electra Intermediate layer consists of a dense layer and a
GELU (Gaussian Error Linear Unit) activation to present con-
textual information. The Electra Output layer assists the model
in grasping thematic insight efficiently. Finally, the output
of the 12 Electra layers is a text embedding of dimensions
[num prompts × max length × embedding dim]. Here,
num prompts is the number of prompts/input Bangla textual
descriptions given to the text encoder. max length is the max-
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Fig. 1. Internal layered architecture of BanglaBERT.

imum number of tokens allowed to be given by the tokenizer.
embedding dim represents the embedding dimension of the
embedding layers.

B. Stable Diffusion

Stable Diffusion [3] is based on the latent diffusion model
that produces synthetic images from text input. Stable diffu-
sion mainly comprises a Variational Autoencoder(VAE), some
Schedulers, a Text Encoder, a U-Net Model, and Classifier
Free Guidance. The training and image generation process is
explained briefly below.

Training: The training process of Stable Diffusion is out-
lined in Fig. 2. During the training of Stable diffusion, an input
facial image is passed through the VAE encoder to obtain a
latent vector. As shown in Eq. 1, the latent vector is scaled by a
scaling factor defined in the configuration of the VAE. Scaling
the latent vector allows Mukh-Oboyob to control the amount
of randomness of the probability distribution of synthetic facial
images.

latent vectorscaled = scaling factor×
vae encoder(imageface)

(1)

It is shown in Eq. 2 that the scaled latent vector, a random
noise vector, and timestep are passed to a noise scheduler for
timesteps t = 1....T . This is the Forward Diffusion process. In
this process, the noise scheduler gradually adds noise to the
latent image, thus obtaining a noisy latent vector.

latent vectornoisy =

noise scheduler(latent vectorscaled,

noiserandom, timesteps)

(2)

A Bangla textual description is passed through
BanglaBERT to obtain a text embedding. The Text embedding,
Random noise, and noisy latent vector are fed into the U-Net
for the purpose of predicting a noise vector; as demonstrated
in Eq. 3. The U-Net utilizes its contracting path and expansive
path to better predict a noise vector close to the random noise
previously used in the forward diffusion process.

Noisepredicted = U -Net(Text Embedding,

timesteps, latent vectornoisy)
(3)

The predicted noise and random noise are compared using
Mean Squared Error Loss as defined in Eq. 4. Here, N signifies
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Fig. 2. Training procedure of the stable diffusion model used by Mukh-Oboyob.

the number of rows in the noise vectors. This Loss is back-
propagated through the U-Net to help the U-Net predict better
noise vectors in future iterations.

LossMSE =
1

N

N∑
i=1

(Noiserandom −Noisepredicted)
2 (4)

Image Generation: The Image Generation Phase as de-
picted in Fig. 3 generates synthetic images from Bangla
Text. During the Image Generation or Prompting phase, a
Bangla Text prompt is sent to BanglaBERT to obtain a prompt
embedding. A random latent vector is scaled by following Eq.
5. Here σ is used to control how much noise is added to the
latent text representation.

latent model input =
random latent√

σ2 + 1
(5)

The latent model input, prompt embedding and timestep are
given to the U-Net for predicting Noise in Eq. 6. This Noise
vector is the U-Net’s attempt to produce a latent representation
of the text; which can later be decoded into an image.

Noisepredicted = U -Net(latent model input,

timestep, Text Embedding)
(6)

However, This predicted noise is not satisfactory at
timestep t = T − 1. Therefore, as shown in Eq. 7, the
predicted noise and timesteps are iteratively passed on to the
scheduler which produces another latent vector for timesteps
t = T−1, T−2, T−3, ...., 3, 2, 1. This is the Reverse Diffusion
process.

latent vector = Scheduler(Noisepredicted, timesteps)
(7)

Finally, in Eq. 8, the latent vector achieved at timestep
t = 1 is scaled by a scaling factor defined in the variational
autoencoder’s configuration. This scaling is done to ensure that
the latent vector is normalized and has values in a specific
range, thus helping to improve consistency across a multitude
of samples.

latent vectorscaled =
latent vector

scaling factor
(8)

The scaled latent vector is now passed to the Decoder of the
Variational Autoencoder used in Mukh-Oboyob. As depicted in
Eq. 9, The Decoder produces an image of a face in accordance
to the textual prompt given to the Text Encoder earlier.

imageface = DecoderV AE(latent vectorscaled) (9)
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Fig. 3. Image generation procedure used in stable diffusion of Mukh-Oboyob.

C. LoRA

Fine-tuning the entire Stable Diffusion model can be a
hardware and time-consuming task; often unfeasible in limited
hardware and electric power support. Therefore Mukh-Oboyob
uses LoRA (Low-Rank Adaptation) [23] to fine-tune the cross-
attention layers in the U-Net model part of Stable diffusion. Let
the weight matrix of a cross-attention layer be C0. LoRA will
selectively update C0 by using the low-rank decomposition
in Eq. 10. During the training or fine-tuning process, the C0

matrix is not updated in the backward pass. Only TA and TB

are updated while training.

C0 +∆C = C0 + TBTA (10)

By significantly reducing the number of trainable param-
eters in the process outlined above, LoRA reduces training
time and VRAM consumption drastically; without causing
noticeable degradation in synthetic image quality.

V. RESULT ANALYSIS

In this section, a comprehensive discussion of the experi-
mental details during training and validation of the proposed
model is provided.

A. Experimental Setup

Stable Diffusion v1-42 was fine-tuned using LoRA on a
single RTX 3060 GPU for developing the proposed system,
Mukh-Oboyob. Stable Diffusion uses a CLIP Text Encoder
[24], which only works for English text inputs. For Mukh-
Oboyob, BanglaBERT’s text encoder and tokenizer was used.
Input image resolution was changed to 128 × 128 to make

2https://huggingface.co/CompVis/stable-diffusion-v1-4

it compatible with the CelebA Bangla dataset. Furthermore,
CLIP tokenizer has a maximum sequence length of 77, whereas
the textual descriptions of CelebA Bangla produce upto 150
tokens when tokenized with the BanglaBERT tokenizer. When
tokenized with max length = 77, BanglaBERT’s tokenizer
discards significant parts of the Bangla text. Therefore, for
compatibility issues, the maximum sequence length was set
to 150 in the proposed system, Mukh-Oboyob. The batch size
was set to 16. an initial learning rate of 10−4 was used. The
constant scheduler was chosen as the learning rate scheduler.
Number of warmup steps was set to 0 for the learning rate
scheduler. The hyperparameters for the Adam optimizer used
are: β1 = 0.9, β2 = 0.9, weight decay = 10−2, ϵ = 10−8.
The dimension of the LoRA update matrices was set to 4
for training the proposed method, Mukh-Oboyob. A Varia-
tional Autoencoder3 trained with Exponential Moving Average
weights was used during prompting Mukh-Oboyob.

B. Qualitative Analysis

As shown in Fig. 4, Mukh-Oboyob produces images with
far better quality and diversity compared to previous GAN
methods. The synthetic images produced by Mukh-Oboyob
are more semantically aligned with the Bangla textual de-
scriptions of faces. Almost all facial attributes written in the
input textual descriptions are accurately depicted in the corre-
sponding images produced by Mukh-Oboyob. This shows that
BanglaBERT successfully provided meaningful text embed-
dings which were properly comprehended by Stable Diffusion.

The effect of the hyperparameter called number of infer-
ence steps was explored in Fig. 5. With only 1 inference step,
a noisy image is produced. While inference steps increase,
inference time and image quality also increase. Regardless of

3https://huggingface.co/stabilityai/sd-vae-ft-ema
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Fig. 4. Comparison of generated images between previous GAN methods and Mukh-Oboyob for different bangla captions.

the number of inference steps, VRAM consumption stays the
same.

C. Quantitative Analysis

Mukh-Oboyob achieves state-of-the-art quantitative results
on the performance metrics outlined in [7], overcoming pre-
vious GAN-based results, as numerically proven in Table III.
All performance metrics were computed on 10,000 synthetic
images, as practiced in various studies. FID is a widely used
performance metric for evaluating the quality and diversity of
generated images. Mukh-Oboyob achieves a better FID score
of 34.6828 compared to the other models by a large margin.
Although Inception Score(IS) is a metric used for assessing
the quality and diversity of generated images, it is criticized
in existing literature for having sensitivity to dataset bias,
lack of semantic coherence, and limited applicability to differ-
ent domains. Mukh-Oboyob achieves a competitive Inception
Score of 11.3721, as shown in Table III. Learned Perceptual
Image Patch Similarity(LPIPS) is an excellent domain agnostic
performance metric for image synthesis which correlates very
well with human perception. The proposed model, Mukh-
Oboyob also achieves a much better LPIPS score compared
to DCGAN and DFGAN. Face Semantic Similarity (FSS)

and Face Semantic Distance(FSD) are used for comparing
the similarity and dissimilarity of generated and real faces.
Although FSS and FSD are relevant to the TTF domain, they
are not widely recognized or established metrics. Nevertheless,
Mukh-Oboyob achieves a competitive FSS and FSD score as
shown in Table III.

TABLE III. COMPARISON OF PERFORMANCE METRICS BETWEEN
MUKH-OBOYOB AND PREVIOUS METHODS

Model FID ↓ IS ↑ LPIPS
↓

FSD ↓ FSS ↑

Bangla fasttext +
DCGAN [7]

126.71 12.3607 21.8291 20.2385 0.3427

sbnltk sentence
transformer gd +
DFGAN [7]

155.1593 4.78246 3.2216 20.3697 0.4203

Mukh-Oboyob
(BanglaBERT +
Stable Diffusion)

34.6828 11.3721 0.4541 24.8942 0.0528

Fig. 6 depicts the decreasing MSE loss at each epoch
during the training of the proposed method, Mukh-Oboyob.
At each epoch, there were 12630 updates; so each epoch was
very time-consuming.
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Fig. 5. Effect of inference steps on the quality of generated images.

Fig. 6. MSE loss at different epochs of training the proposed Mukh-Oboyob
model.

VI. DISCUSSION

Developing a system that performs well and combines
state-of-the-art models on limited hardware to a new domain
requires a significant amount of background knowledge and
experience. The evaluation of generative models is prone to
subjectivity and lack of a clear ground truth [2]. Despite these
adversities, Mukh-Oboyob achieves stellar performance and
establishes a new state of the art in Bangla TTF Synthesis. The
most subtle bangla facial attributes are learned surprisingly by
the proposed model, Mukh-Oboyob.

VII. LIMITATIONS

Even though Mukh-Oboyob achieves never-before-seen
results on Bangla TTF synthesis, it is a bit behind compared
to English TTF models which have achieved single-digit FID
scores. The relatively less advanced performance of Mukh-
Oboyob can be attributed to the lack of a pre-trained model
for Bangla that adequately captures the sophisticated details of
the Bangla language, as BERT or GPT captures for English.
Another issue faced by Mukh-Oboyob is that some of the
generated facial images contain dark or blurry eyes. Even after
using a pre-trained VAE aimed at solving this issue, a few

images are still synthesized with dark eyes. This is an open
research problem.

VIII. CONCLUSION

This paper proposes a novel system, Mukh-Oboyob for
producing images of faces from Bangla Textual input. Mukh-
Oboyob uses BanglaBERT as a Text Encoder and Stable
Diffusion for image generation. The proposed Mukh-Oboyob
model was trained and evaluated on the CelebA Bangla dataset.
Mukh-Oboyob achieves a state-of-the-art FID score of 34.6828
and an LPIPS score of 0.4541. A limitation of this work
is that the performance of Mukh-Oboyob is relatively lower
compared to state-of-the-art English TTF models. Another
limitation of Mukh-Oboyob work is that this work suffers from
lack of established performance metrics for evaluation of the
facial features of synthetic facial images. An interesting avenue
of future work can be generating more diverse and realistic
facial images from captions of other languages(Arabic, Hindi,
Spanish, etc.).
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