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Abstract—In the current digital landscape, understanding 

sentiment in digital media is crucial for informed decision-

making and content quality. The primary objective is to improve 

decision-making processes and enhance content quality within 

this dynamic environment. To achieve this, a comprehensive 

comparative analysis of NLP for tweet sentiment analysis was 

conducted, revealing compelling insights. The BERT pre-trained 

model stood out, achieving an accuracy rate of 94.56%, 

emphasizing the effectiveness of transfer learning in text 

classification. Among machine learning algorithms, the Random 

Forest model excelled with an accuracy rate of 70.82%, while the 

K Nearest Neighbours model trailed at 55.36%. Additionally, the 

LSTM model demonstrated excellence in Recall, Precision, and 

F1 metrics, recording values of 81.12%, 82.32%, and 80.12%, 

respectively. Future research directions include optimizing model 

architecture, exploring alternative deep learning approaches, and 

expanding datasets for improved generalizability. While valuable 

insights are provided by our study, it is important to 

acknowledge its limitations, including a Twitter-centric focus, 

constrained model comparisons, and binary sentiment analysis. 

These constraints highlight opportunities for more nuanced and 

diverse sentiment analysis within the digital media landscape. 

Keywords—Sentiment analysis; digital media; decision-making; 

quality assurance; NLP 

I. INTRODUCTION 

In the contemporary era, digital media has permeated 
nearly every facet of daily life, fundamentally altering 
communication, information consumption, and our interaction 
with the world. From the rapid expansion of social media 
platforms to the continuous accessibility of online news and 
entertainment, the digital media landscape has evolved into an 
omnipresent force shaping public discourse, impacting 
consumer behavior, and facilitating global connectivity[1]. 

Central to this profound digital shift is the role of 
sentiment—the collective emotional undercurrent that flows 
through the vast sea of digital content. Sentiment in digital 
media encompasses a spectrum of emotions, from jubilation 
and enthusiasm to anger and disillusionment [2]. It is the pulse 
that drives conversations, sparks movements, and dictates the 
success or failure of digital content, brands, and ideas. 

It is also known as opinion mining, refers to the automated 
process of identifying, extracting, and evaluating sentiments 
and attitudes expressed within textual data. This process is 
integral for understanding public perception, consumer 
sentiment, political discourse, and market trends. It provides 
valuable insights that guide businesses in crafting effective 

marketing strategies, aids policymakers in gauging public 
sentiment on critical issues, and empowers researchers to delve 
deeper into the intricacies of human communication in the 
digital age. 

The influence of sentiment in the realm of digital media 
cannot be overstated. Sentiments expressed by users on social 
media platforms can quickly escalate or deflate public interest 
in a topic, product, or event. News articles and opinion pieces, 
often dissected through sentiment analysis, can sway public 
opinion and even influence political decisions. Understanding 
and harnessing this dynamic interplay of sentiments within 
digital media are essential endeavors in an increasingly 
interconnected and digitized world [3]. Traditionally, sentiment 
analysis relied on rule-based and statistical approaches, which 
had their merits but often struggled to capture the subtleties of 
human language. These methods proved ill-suited for the ever-
evolving digital discourse, where slang, context, and linguistic 
nuances abound. The limitations of conventional sentiment 
analysis methods have become increasingly evident in the face 
of the dynamic, multilingual, and culturally diverse nature of 
digital content [4]. 

In this context, artificial intelligence (AI) emerges as a 
transformative force. AI-powered sentiment analysis utilizes 
advanced Natural Language Processing (NLP) techniques, 
Machine Learning (ML), and Deep Learning (DL) to decipher 
the intricacies of language and context, providing 
unprecedented accuracy and adaptability. The advent of AI has 
paved the way for a new era in sentiment analysis, 
characterized by its ability to discern sentiments across various 
domains, languages, and platforms[5]. 

The research paper explores the symbiotic relationship 
between sentiment analysis and artificial intelligence, 
introducing a novel AI-powered approach that navigates the 
complexities of sentiment identification and classification in 
the digital age. The aim is to unravel the intricacies of 
sentiment analysis [6], elucidating its historical context, 
traditional methodologies, and the paradigm shift brought 
about by AI-driven solutions [7]. 

The aim of this research is to revolutionize decision-
making processes and quality assurance within the dynamic 
realm of digital media by utilizing a groundbreaking AI-
powered approach to sentiment analysis  [8]. This 
comprehensive investigation delves into the integration of 
traditional statistical methodologies, such as the machine 
learning model, and cutting-edge deep learning architectures, 
including ML and DL, to discern their respective impacts and 
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potential synergies in the context of sentiment analysis. With a 
primary focus on real-time Twitter sentiment data, our aim is to 
unlock valuable insight that inform strategic decision-making 
and elevate the standards of quality assurance in digital media 
[9]. 

A. Objectives 

1) To Evaluate Traditional and DL-Based Sentiment 

Analysis Models. 

2) To Assess the Influence of Twitter Sentiment Analysis: 

Analyze the impact of real-time Twitter sentiment data on 

decision-making processes and quality assurance in digital 

media, emphasizing the added value it brings to sentiment 

analysis. 

3) To Explore Feature Extraction and Sequence Retention: 

Investigate the ability of the ML and DL architecture to 

extract intricate features from digital media content while 

retaining essential temporal sequences, thereby enhancing the 

accuracy of sentiment analysis. 

4) To Conduct a Comparative Analysis: Conduct a 

rigorous comparative analysis to discern the strengths and 

limitations of each approach, elucidating the trade-offs and 

opportunities they present in the context of decision-making 

and quality assurance. 

5) To Provide Practical Recommendations: Offer concrete 

recommendations and insights for practitioners and 

stakeholders in digital media, guiding them in leveraging 

sentiment analysis as a potent tool for informed decision-

making and robust quality assurance. 

These objectives collectively drive our endeavor to advance 
the understanding of sentiment analysis's transformative 
potential and its pivotal role in shaping the future of decision-
making and quality assurance within digital media. 

In the contemporary landscape dominated by digital media, 
this research aims to redefine the boundaries of sentiment 
analysis by introducing a novel and comprehensive AI-
powered approach. Unlike traditional sentiment analysis 
methodologies, which often struggle to adapt to the evolving 
nature of digital discourse, this work stands out through the 
integration of both established statistical techniques and 
cutting-edge deep learning architectures. This distinctive fusion 
allows for capturing the intricacies of sentiment in a dynamic, 
multilingual, and culturally diverse digital environment. 

B. Contributions of the Research 

1) Hybrid methodology integration: One of the primary 

novelties of this approach lies in seamlessly integrating 

traditional statistical methodologies, such as machine learning 

models, with advanced deep learning architectures. This 

unique hybrid methodology capitalizes on the strengths of 

both approaches, providing a more robust and adaptable 

sentiment analysis framework. 

2) Real-time twitter sentiment analysis impact: Extending 

beyond conventional sentiment analysis, this research places 

particular emphasis on the real-time analysis of sentiment in 

the context of Twitter data. This distinctive focus allows for 

exploring and quantifying the immediate impact of sentiments 

on decision-making processes and quality assurance in digital 

media. 

3) Temporal sequence retention in feature extraction: 

Addressing a critical gap in existing literature, this study 

delves into the temporal dynamics of sentiment by 

investigating the ability of ML and DL architectures to extract 

intricate features from digital media content while retaining 

essential temporal sequences. This novel approach enhances 

the accuracy of sentiment analysis, especially in capturing the 

temporal evolution of sentiments over time. 

Through these novel contributions, this research advances 
the understanding of sentiment analysis's transformative 
potential, setting a new standard for decision-making processes 
and quality assurance within the ever-evolving realm of digital 
media. 

II. LITERATURE REVIEWS 

The intersection of sentiment analysis and digital media has 
garnered significant attention in recent years, reflecting the 
growing recognition of the pivotal role sentiments play in 
shaping online discourse, content quality, and decision-making 
processes [10]. This literature review provides an overview of 
the historical context, key methodologies, and prior 
applications of sentiment analysis in the realm of digital media, 
highlighting the evolving landscape of this interdisciplinary 
field [11]. 

A. Historical Context of Sentiment Analysis in Digital Media 

The roots of sentiment analysis can be traced back to the 
early days of NLP and ML [12]. Early sentiment analysis 
efforts primarily focused on binary sentiment classification, 
distinguishing between positive and negative sentiments in 
textual data. As digital media evolved, sentiment analysis 
adapted to accommodate the nuanced and multifaceted nature 
of sentiments ex-pressed in online content [13]. 

The advent of social media platforms in the early 2000s 
marked a significant turning point [14]. Researchers and 
organizations recognized the potential of sentiment analysis to 
extract valuable insights from the vast volumes of user-
generated content on platforms like Twitter and Facebook. 
Since then, sentiment analysis has matured into a sophisticated 
field, incorporating advanced NLP techniques and machine 
learning models to capture sentiments in real time across a 
wide array of digital media sources [15]. 

B. Key Methodologies and Technologies in Sentiment 

Analysis 

Sentiment analysis methodologies have evolved in tandem 
with advancements in NLP and AI technologies [16]. Early 
approaches relied on lexicon-based sentiment analysis, using 
predefined lists of words and phrases associated with positive 
and negative sentiments. While effective to some extent, these 
approaches struggled with con-text and sarcasm [17]. 
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Machine learning techniques, particularly supervised 
learning, revolutionized sentiment analysis by enabling models 
to learn sentiment patterns from labeled datasets. Techniques 
such as SVM, Naive Bayes NB, and more recently DL models 
like RNN and Transformers, have significantly improved 
sentiment analysis accuracy [18]. Pre-trained language models, 
such as BERT and GPT-3, have further elevated sentiment 
analysis by capturing contextual nuances and domain-specific 
sentiment [19]. 

C. Prior Applications of Sentiment Analysis in Decision-

Making and Quality Assurance within Digital Media 

The applications of sentiment analysis within digital media 
are multifaceted and extend across various domains: 

1) Content creation and optimization: Content creators 

use sentiment analysis to gauge audience reactions to their 

articles, videos, or social media posts. In-sights from 

sentiment analysis inform content optimization strategies, 

helping creators tailor content to audience preferences [20]. 

2) Engagement strategies: Organizations leverage 

sentiment analysis to identify viral content and trends. By 

understanding sentiment patterns, they can craft engagement 

strategies that resonate with their target audience and enhance 

brand loyalty [21]. 

3) Quality assurance: Sentiment analysis plays a crucial 

role in maintaining content quality. It assists in content 

moderation by identifying inappropriate or harmful content 

and helps fact-checkers and journalists identify 

misinformation and fake news [22]. 

4) Advertising and marketing: Marketers analyze 

sentiment to measure the effectiveness of advertising 

campaigns. They also use sentiment insights to personalize ad 

targeting and messaging. 

5) News and journalism: Sentiment analysis aids news 

outlets in understanding public sentiment towards news 

stories, political events, and social issues. This information 

can influence editorial decisions and story selection. 

6) Public opinion and policy making: Governments and 

policymakers monitor online sentiment to gauge public 

opinion on policy issues and to respond proactively to 

emerging trends or concerns [23]. 

The literature reviewed underscores the transformative 
potential of sentiment analysis in digital media [18]. It has 
evolved from a binary classification task to a sophisticated 
field empowered by AI and machine learning, offering 
valuable insights for decision-makers, content creators, and 
quality assurance processes [24]. 

D. Gap Analysis 

In our research, notable gaps emerge, urging further 
exploration in the realm of sentiment analysis in digital media 
[25]. These include the integration of multi-modal data 
sources, the development of real-time decision support 
systems, cross-platform sentiment analysis, ethical 
considerations, and user-centric sentiment analysis [26].  
Closing these gaps promises to enhance the depth and breadth 
of sentiment analysis applications, ensuring its ethical use, and 
fostering personalized, real-time decision-making in the 
dynamic digital media landscape [27] (see Table I). 

TABLE I.  GAPS ANALYSIS 

Year Technique Dataset 
Accuracy 

Achieved 
Application Pros Cons 

2017 
Approaches Using Machine 

Learning and Lexicons 
Twitter dataset 83.3% 

Sentiment analysis 

of tweets 

Machine learning can 
analyze text without 

feature engineering 

Traditional methods 

require feature engineering 

2018 

Long Term Memory 

(LSTM) and Convolutional 
Neural Networks (CNN) 

English language 

tweets 
88.5% 

Sentiment analysis 

of tweets 

Efficient and reliable 

technique 
- 

2019 

Convolutional, recurrent, 

neural networks, 
unsupervised, and mixed 

neural networks, as well as 

deep reinforcement 
learning 

- - 
Sentiment analysis 

of texts 

Can recognize new 

complex features 

Less accurate than 

supervised techniques 

2020 

Algorithms for supervised 

machine learning, such as 

Support Vector Machines 
and Artificial Neural 

Networks 

User-created texts 88.5% 
Sentiment analysis 

of texts 

Can extract users’ 

feelings from their 
writing 

Slow and take a long time 

to train 

2021 

Support vector machines 
(SVM) and Universal 

Language Model Fine-

tuning (ULMFiT) 

- - 
Sentiment analysis 

of texts 

Powerful deep learning 

architecture 
- 

2022 ELMO and CNN Twitter dataset - 
Clustering in service 

discovery 

Effective discovery of 

the best service 
- 

  



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 11, 2023 

286 | P a g e  

www.ijacsa.thesai.org 

III. METHODOLOGY 

The study utilized a dataset obtained from the Kaggle 
website, comprising around 160,000 tweets from the Twitter 
blog categorized into three groups: positive, negative, and 
neutral. Initial analysis involved applying various pre-
processing techniques to cleanse and prepare the tweets for 
feature extraction. Subsequently [28], the database was split 
into a training set and a test set. Features were extracted from 
tweets using diverse techniques, and machine learning 
algorithms were trained for tweet polarity classification, 
including support vector machine, naive Bayes, decision tree, 
and K-nearest neighbor approaches [29]. The performance of 
these classifiers was then assessed on the test set across all 
extraction techniques to compare their impact on the sentiment 
analysis process, using multiple performance evaluation 
measures. Following this evaluation, a model was proposed, 
specifically a recurrent neural network employing Long Short-
Term Memory (LSTM). The results obtained from this model 
were then compared with the outcomes of the previous 
classifiers [30] (see Fig. 1). 

 
Fig. 1. General framework. 

A. Tools and Resources 

To accomplish the task of sentiment analysis, various tools 
and resources are necessary. The required tools and resources 
for analyzing the sentiment of tweets are discussed below: 

1) Programming language: Python, a high-level general-

purpose programming language, proves to be an excellent tool 

for artificial intelligence, machine learning, and deep learning. 

Python will be used for creating and training models. Several 

Python libraries will be employed for sentiment analysis, 

including Pandas, Numpy, Scikit Learn, NLTK, Re, Keras, 

PyTorch, and Transformers. 

2) Software: Anaconda, a Python distribution platform, 

will be utilized, providing access to many built-in packages. 

Within Anaconda, Jupyter Notebook will serve as the primary 

environment for developing and training machine learning and 

deep learning models. 

3) Twitter API: After developing and evaluating the 

machine learning and deep learning models, the Twitter API 

will be employed to extract new tweets and test the model's 

performance. Twitter allows the use of 3rd party Python 

packages like Tweepy to extract tweets based on query words 

and date range, facilitating the entire process. 

4) Hardware: Given that various machine learning and 

deep learning models will be trained, the minimum system 

requirements are as follows: Core i5 Processor, 16 GB of 

RAM, Nvidia GPU with a minimum of 6 GB of V-RAM, and 

100 GB of HDD space. 

B. Machine Learning-Based Models 

Through this model, we will initially process the data, 
extract the features, and then classify them based on machine 
learning algorithms. Fig. 2 shows the work steps. 

 
Fig. 2. Framework of model. 

The model involves several steps, including pre-processing 
the data, feature ex-traction using techniques such as TF-IDF, 
word2vec, and BERT, and classifying the tweets using various 
algorithms such as k-nearest neighbors, multinomial Naïve 
Bayes, decision tree, random forest, and support vector 
machine. The model will be trained and evaluated using 
performance metrics such as precision, recall, and F1-score. 

C. Features Selection 

1) Data pre-processing: Since machines do not 

understand spoken or written natural language, data pre-

processing is a very important step for sentiment analysis and 

a necessary process before training machine learning models. 

Data pre-processing aims to make it easier to train and test 
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classifiers by performing an appropriate set of transformations 

on the data. We did the pre-processing using the NLTK library 

in Python. Because we work with text data from Twitter. 

Tweets contain different parts that are not necessary or 

important to understanding the meaning of a tweet. Where we 

can extract the semantic meaning of the tweet by getting rid of 

all the unnecessary words and symbols by pre-processing the 

data. The tweets were pre-processed by selecting features that 

were likely to be relevant for sentiment analysis. In general, 

when selecting features for sentiment analysis, some common 

criteria researchers consider include relevance, in-

formativeness, redundancy, computational efficiency, and 

interpretability. The pre-processing of the data follows the 

following steps: remove punctuation, remove stop words, 

remove URLs, remove emoji, remove hash marks, and drop 

all word wrapping, derivation, and markup. The data is now 

clean and ready for feature ex-traction. Fig. 3 shows the steps 

for data pre-processing. 

2) Data preprocessing: The steps involved in pre-

processing include converting letters to upper/lower case, 

tokenizing the text into individual units, removing unwanted 

characters and stopwords, normalizing the text, stemming to 

remove affixes, and lemmatization to reduce words to their 

base form. Finally, the pre-processed text is vectorized to 

convert the text data into numerical form that can be utilized 

by machine learning models. 

 
Fig. 3. Data pre processing. 

3) Feature extraction: The study employed three 

techniques to extract features from text data: 

a) TF-IDF algorithm (term frequency-inverse document 

frequency): is a statis-tical measure that evaluates how 

relevant a word is to a document in a collection of documents. 

This is done by multiplying two metrics: how many times a 

word appears in a document and the inverse document 

frequency of the word across a set of documents. To 

implement the TF-IDF technique, the implementation of the 

TF-IDF technique utilized a class from the sklearn library. 

b) word2vec: is a predictive model for computing a 

continuous radial representation of quantities in large data 

sets. The given models use two alternative models to get a 

high dimensional vector for each word: 

 PCA: A technique focused on reducing the dimensions 
of words that directly impact how the original set of 
vectors transforms into a new set. 

 t-SNE: A technique for nonlinear dimensionality 
reduction and data visualization. It combines words 
from a higher dimension with ones from a lower 
dimension. The Gensim library was used to construct 
word vectors using word2vec, with parameters like 
tokenized words and mincount set accordingly. 

c) BERT: is a pre-trained language model for deep, 

bidirectional representations of unlabeled text by co-adapting 

on both the left and right context in all layers. BERT can be 

used in a variety of language tasks, with only a small layer 

added to the base model. BERT was used in two ways: 

 Use the hugging face BERT model to fine-tune our 
sentiment analysis. 

 Use the BERT model for fine-tuning and training on 
our dataset. 

D. Machine Learning Algorithms 

Various machine learning can be used to accomplish the 
task of sentiment analysis. The following machine learning 
algorithms are used: 

The sentiment analysis task involved the utilization of a 
diverse set of machine learning and deep learning algorithms: 

1) K-Nearest Neighbors (KNN): Identify the group to 

which a new data point (tweet) belongs based on training data. 

If a new tweet is close to a negative group, it is classified as 

negative; if close to positive or neutral, the prediction is made 

accordingly. 

2) Multinomial Naïve Bayes: Determine the probability of 

a tweet being positive, negative, or neutral based on its 

contents or words. 

3) Decision tree: Classify a tweet based on its features, 

i.e., the words it contains. 

4) Random forest: Constructed from multiple decision 

trees to provide a more accurate and stable prediction. 

Operates as an ensemble, potentially offering improved results 

compared to a single decision tree. 

Vectorising Data: Convert tokens to numbers. 

Lemmatization: Like stemming but use vocabulary and 
morphological. 

Stemming: Eliminating affixes. 

Normalization: Put all text on the same level. 

Stopwords removal: Some words do not contribute much to the 
machine learning model. 

Noise Removal: Eliminating unwanted characters. 

Tokenizing: Turning the tweets into tokens. 

Letter Casing: Converting letters to upper/lower case. 
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5) Support vector machine: Utilize a non-linear Support 

Vector Classification model to categorize a tweet into 

positive, negative, or neutral classes. 

6) Voted classifier: Ensemble approach incorporating 

KNN, Multinomial Naïve Bayes, Random Forest, and Support 

Vector Machine to enhance sentiment analysis predictions. 

7) LSTM: Leverage deep learning with LSTM, specifically 

effective for sequential data like text. LSTM's capacity to 

remember long-term dependencies in words contributes to its 

success in handling text sequences. 

8) Transformer network: Implementation of an encoder-

only transformer model and the use of a pre-trained 

transformer model for sentiment analysis. 

9) K-Means clustering: Segregate groups with similar 

traits and assign them into clusters. 

E. Model Training and Evaluation 

 Training: Model training is an integral part of the whole 
process. It is very important to set the hyper-parameters 
of the models to the right ones to achieve good results. 

 Evaluation: As we compare different machine learning 
models for sentiment analysis, various evaluation 
metrics will be employed to determine the model's 
performance. 

 Confusion Matrix. 

1) Precision. 

2) Recall. 

3) F1 Score. 

4) AUC-ROC Curve. 

F. Model Testing 

After training and evaluating the model, the best-
performing model will be selected for testing with new tweets 
from Twitter. This process can be implemented using the 
Twitter API to create a user-friendly web server. Users can 
enter a keyword and date range, and the server will display the 
corresponding tweets along with their polarity. This provides 
organizations or individuals with valuable insights into what 
people are tweeting about their products or themselves. 

G. Comparative Analysis 

A comparative analysis is provided for various sentiment 
analysis models and techniques applied to the digital media 
dataset. The objective is to assess and contrast the performance 
of these models in terms of their ability to accurately classify 
sentiment, computational efficiency, and practical applicability 
in real-world scenarios. 

IV. RESULT AND DISCUSSION 

All models underwent training on 80% of our dataset, with 
the remaining 20% reserved for validation. Accuracy was 
employed as the performance metric during training, focusing 
on the validation accuracy of the models. The results are 
presented in Table II. 

From the table above, it's evident that the BERT pre-trained 
model significantly outperformed even the LSTM model. 

Among the machine learning models, the random forest 
exhibited superior performance compared to others, including 
the voting classifier. 

TABLE II.  VALIDATION ACCURACY 

Model Validation Accuracy 

K-Nearest Neighbors 55.36% 

Multinomial Naïve Bayes 65.18% 

Decision Tree 66.55% 

Random Forest 70.82% 

Support Vector Machine 65.98% 

Voted Classifier 69.86% 

LSTM 81.12% 

BERT 94.56% 

A. Evaluation 

Additional metrics, such as Confusion Matrix, Recall 
Score, Precision Score, and F1 Score, were employed to 
evaluate and compare the sentiment analysis models. The 
evaluation results for the aforementioned algorithms based on 
these criteria are presented in Fig. 4 and Table III. 

K-Nearest Neighbors 

 

Multi-Nominal Naïve Bay 

 

Decision Tree 

 

Random Forest 

 

Support Vector Machine 

 

Voting Classifier 

 

Fig. 4. Confusion matrix. 
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TABLE III.  RECALL, PRECISION, F1 SCORE OF ALL ALGORITHMS 

Model Recall Precision F1 scores 

K-Nearest Neighbors 0.5536 0.5923 0.5436 

Multinomial Naïve Bayes 0.6518 0.6584 0.6321 

Decision Tree 0.6655 0.6655 0.6509 

Random Forest 0.7082 0.7091 0.6904 

Support Vector Machine 0.6598 0.6609 0.6566 

Voted Classifier 0.6986 0.7049 0.6921 

LSTM 0.8112 0.8232 0.8012 

BERT 0.9455 0.9551 0.9499 

From the confusion matrix, it can be seen that most of the 
algorithm is best at classifying neutral tweets and they have a 
tendency to classify other tweets as neutral also. 

The table shows how well different machine learning 
algorithms performed on a task, based on three metrics: recall, 
precision, and F1 score. The LSTM and BERT models had the 
highest scores, indicating they were the most effective 
algorithms. 

B. Proposed Method-based Deep Learning Algorithm (RNN-

LSTM) 

This method aims to enhance the preceding approach 
through an exploratory analysis of data to extract features, 
followed by the application of a deep learning algorithm to 
classify tweets into positive, negative, or neutral categories. 
Fig. 5 illustrates the proposed framework for sentiment 
analysis. The improved method will be applied to the existing 
data for comparative evaluation with the previous approach, 
assessing the effectiveness of the proposed method. 

 
Fig. 5. Framework for proposed model. 

C. Algorithms 

Step 1: prepare the text data for the model building 

1) Pre-processing of text. It represents the initial phase of 

NLP projects. Some of the pre-processing to use a text 

cleaning procedure to clean all the content: Stop words, URLs, 

and punctuation such as! $() *% @, lowercase, stemming, 

tokenization, and lemmatization have been removed. 

2) Exploratory text data analysis is a straightforward yet 

incredibly informative method. In order to better understand 

the basic traits of the text data, it comprises (word frequency 

analysis, sentence length analysis, average word length 

analysis, distribution of the number of words, etc.). For 

instance: 

 The distribution of the number of words for each 

sentiment. So that we will use these features in the 

model training process. 

 Distribution of the number of letters for each sentiment. 

 The count of the most frequent words in the entire text 

is essential for reinforcing the analysis in the feature 

extraction phase. 

3) Apply word embedding to improve the model accuracy. 

A word embedding is a type of learned representation of 
text in which words with the same meaning are represented 
similarly. It is regarded as one of the key developments in deep 
learning of document and word encoding for challenging 
natural language processing problems. 

Word embedding is a method where individual words are 
represented as real-valued vectors in a specified vector space. 
Since each word is assigned to a distinct vector and the vector 
values are learned similarly to a neural network, the technique 
is frequently referred to as deep learning. Through the use of 
word embedding techniques, a corpus of literary works is used 
to learn a real-valued vector representation for a preset set-
sized vocabulary. Other tasks, such as document 
categorization, include either unsupervised learning using 
document data or learning in conjunction with a neural network 
model. The word embedding method was developed using the 
Gensim library's keyed vectors library. 

4) After loading the data, transform the sentiment into a 

numerical representation. All of the target categorical values 

must be converted to numerical format because the model will 

train on numbers and understand numbers better. Therefore, 

the model will be able to very effectively learn the target. The 

Python tools offer a number of methods that can be used to 

convert categorical data into appropriate numerical values; we 

utilized TensorFlow from the Gensim module. 

5) Eliminating superfluous columns and compiling a text 

list with the target sentiment. 

6) Tokenize the statements and modify them so that they 

can be trained. 

 Tokenization is the process of breaking up a long block 
of text into tokens. Words, letters, or sub words can all 
be tokens in this context. So, there are three main 
categories of tokenization: word, character, and sub-
word (n-gram characters). Take the phrase "Never give 
up" as an illustration. 

 Tokens are most frequently created based on space. The 
tokenization of the statement yields three tokens, 
Never-give-up, assuming space as a delimiter. Every 
token is a word; hence it serves as an illustration of 
Word tokenization. 
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7) Prepare the embedding matrix as well as the training 

and validation data. 

 A sample of data is used to unbiased evaluate how well 
a model fits a training dataset while modifying model 
hyperparameters is known as a validation dataset. The 
evaluation becomes more skewed when skill from the 
validation dataset is added to the model setup. 

 A list of all words and their accompanying embeddings 
is called an embedding matrix. The embedding matrix 
is prepared by importing the train-test-split from 
Sklearn. 

Step 2: Model Building 

LSTMs employ a number of "gates" that regulate how data 
in a sequence enters, is stored in, and leaves the network. A 
typical LSTM has three gates: an output gate, an input gate, 
and a forget gate. Each of these gates is a separate neural 
network and may be thought of as a filter. 

In order to avoid overfitting, the Dropout layer randomly 
sets input units to 0 with a frequency of rate at each step during 
training. Keep in mind that the Dropout layer only functions 
when the model's training is set to true, preventing any values 
from being dropped during inference. 

A dense layer is densely connected to the layer above it is 
one in which every neuron in the layer is coupled to every 
other neuron in the layer above. The majority of artificial 
neural network networks employ this layer. 

The values are unrolled starting with the last dimension 
when using the flatten operator. 

Dropout layers: Since a dropout layer doesn't have any 
weights, it lacks parameters. A dropout layer only increases the 
likelihood that a neuron won't be tested by 1%. In a dropout 
layer, nothing more needs to be configured. We successively 
import layers, constants, dense, embedding, flatten, and 
initializers from keras in order to build the model.  

Step 3: Model Training 

The number of samples that must be processed before the 
internal model parameters are changed is determined by the 
hyperparameter known as batch size. A for-loop is a type of 
batch that makes predictions while iterating through one or 
more samples. At the end of the batch, the predictions are 
compared to the expected output variables, and an error is then 
calculated. This issue is fixed using the updated algorithm, for 
instance by lowering the gradient of the error. The number of 
epochs hyperparameter controls how many times the learning 
algorithm will run through the entire training dataset. 

For every sample in the training dataset, the internal model 
parameters changed once throughout an epoch. An era is made 
up of one or more batches. For instance, a single-batch epoch is 
described by the batch gradient descent learning process. 

Step 4: Model Accuracy 

Model accuracy is a measure of the proportion of correct 
predictions made by a model out of the total number of 
predictions produced. This metric is commonly used to assess a 

model's performance, although other metrics may also be 
considered. We found that this model can get 96% accuracy 
and this is better than our previous analysis. 

Step 5: Plotting and Displaying Results 

From Fig. 6, during the sentiment analysis model's training 
phase, the loss and AUC metrics are shown for the training and 
validation sets. During the first 10 epochs, the loss is greatly 
reduced while the precision is noticeably improved. 

 

Fig. 6. Plot of results of RNN model. 

Step 6: Based on their shared characteristics, various data 
subsets are segmented through clustering. Python offers a wide 
array of useful cluster analysis tools, and the choice of strategy 
depends on the specific task and the nature of the available 
data. Commonly utilized techniques in Python include 
Gaussian mixture models, spectral clustering, and K-means 
clustering. In this scenario, the K-means clustering method is 
employed. K-means clustering, a type of unsupervised machine 
learning, exclusively trains on inputs without generating 
outputs. It identifies distinct clusters of data points that are 
closest to each other. Once the data is partitioned into clusters, 
each point is assigned to the cluster whose mean is closest to 
that specific data point. We employ K-means clustering to 
create sentiment-based clusters from our data. For the 
implementation of sentiment analysis on the tweet data, a 
comprehensive pipeline has been developed. The model 
assigns different tweets to each of our clusters, encompassing 
three distinct sentiment labels (see Fig. 7 and 8). 

 
Fig. 7. Positive sentiments tweets. 
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Fig. 8. Negative sentiments tweets. 

So, the clustering algorithms assign a numerical value to 
each of the labels and assign a cluster based on its text context. 

D. Summary of Results 

The following are the main conclusions from the 
comparison of machine learning and deep learning algorithms 
for tweet sentiment analysis: 

1) The BERT pre-trained model outperformed the LSTM 

model, achieving the greatest accuracy of 94.56%. This 

demonstrates that transfer learning for text classification 

problems can be quite successful when employing pre-trained 

language models. 

2) With an accuracy rate of 70.82%, the Random Forest 

algorithm outperformed the other machine learning models. 

The method used in K Nearest Neighbours has the lowest 

accuracy, 55.36%. 

3) The LSTM model received the greatest ratings for 

Recall, Precision, and F1, with values of 81.12%, 82.32%, and 

80.12%, respectively, suggesting that it performed the best 

overall. 

4) By achieving 96% accuracy, the suggested RNN-LSTM 

model with word embedding, dropout, and clustering proved 

the value of deep learning for sentiment analysis. 

5) The model performance was evaluated thoroughly and 

rigorously utilizing confusion matrices, recall, precision, and 

F1 scores. 

In conclusion, for tweet sentiment analysis, deep learning 
techniques, particularly the LSTM and BERT models, 
outperformed machine learning algorithms. To create more 
reliable and generalized models, more study is necessary. 

V. CONCLUSIONS 

Utilizing a range of machine learning and deep learning 
techniques on Twitter data, our aim was to enhance decision-
making and content quality in the dynamic digital media 
landscape. Key findings highlight BERT's exceptional 94.56% 

accuracy, showcasing transfer learning's effectiveness. 
Noteworthy results include the Random Forest algorithm 
(70.82% accuracy) and the LSTM model, excelling in Recall, 
Precision, and F1 scores. Deep learning, exemplified by the 
RNN-LSTM model, demonstrated exceptional potential with a 
96% accuracy, establishing LSTM and BERT as tweet 
sentiment analysis frontrunners. Future research should focus 
on refining models for real-world applications, exploring 
optimization, alternative architectures, and dataset expansion. 
Acknowledging study limitations points toward opportunities 
for a more nuanced approach within the digital media 
landscape. 

In summary, this study lays the foundation for leveraging 
advanced sentiment analysis techniques, emphasizing the 
pivotal role of deep learning models, while recognizing the 
evolving nature of research in this domain. 
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