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Abstract—Breast cancer is considered as the second cause of 

death for women. The earlier is diagnosed, the easier the patients 

can be recovered. The need for studies to detect this kind of 

cancer easily and accurately came from the growing rate of 

infected patents by breast cancer exponentially. This study is 

conducted to investigate the use of deep-learning model for 

breast cancer detecting using the technique VGG-19 and 

ultrasound images. Two layers of VGG19 structure were used: 

(i.e. fc6 and fc7. Based on these two layers (fc6 and fc7), new 

datasets were created, which are named as statistical operations. 

These datasets will be employed as input for the following 

Machine Learning classifiers: K-Nearest Neighbors, Random 

Forest, Naïve Bayes and Decision Tree. Data augmentation was 

considered to increase the dataset size for better learning of 

CNN. Random Forest achieved high accuracy (88.63), precision 

(0.88), recall (0.88) and F-Measure (0.88). The results of the 

classification accuracy in the three scenarios are slightly similar; 

this proves that the breast cancer can be detected even if the size 

of data in the training dataset was minimal. 

Keywords—Breast cancer detection; breast cancer 

classification; deep learning; vgg-19; breast tumor 

I. INTRODUCTION 

Cancer is considered as an uncontrolled growth of cells in 
human body. Breast cancer is one type of cancers, which 
considered as the second cause of death for women. It is 
known for patients and doctors, the earlier the cancer is 
diagnosed and detected, the easier the patients can be 
recovered. Because of the growing rate of infected by breast 
cancer exponentially [1]; there is need for studies to detect this 
kind of cancer easily and accurately. It is considered as a 
motivation for such study in that the diagnosed people in this 
kind of cancers is growing day by day. For example, in the US 
[2], most women are diagnosed with breast cancer compared to 
any other type of cancer, except for skin cancer. This cancer 
affects one in three of new female annually. In a year 2023, the 
estimated diagnosed women in US with invasive breast cancer 
to be 297,790, and with non-invasive breast cancer will be 
55,720 [2]. Although these statistical numbers reflect what is 
obtainable in most advanced economies, and it was illustrated 
by studies that about 58% of deaths occur because of this 
cancer in less advanced countries. The high death rate from 
breast cancer is because of the lack of early detection, as more 
than 33% are for population aged 30-49 and 81% for 30-59 
years old are diagnosed for this cancer [3], [4], [5]. 

In order for early detection and saving lives of breast 
cancer, a mammography was developed by scientists with 
some limitations of its functions. Despite of that, some of 
studies showed a reduction in death rate of about 40% after a 
mammogram screening [6, 7]. About 15 of the 1,000 women 
seen with mammography are recommended for a biopsy, and 
about 13 women of these biopsies show a false positive results 
(not present) [8]. A major limitation of mammographic 
screening was highlighted by C.K. et al. [9]: breast cancers of 
prognostic significance are not diagnosed. 

Several of strategies were implemented to enhance the 
performance of screening mammography: including double 
checking and screening at annual intervals [10], apply two 
views for each breast [11], and make a comparison with 
previous mammograms [12]. The serious features can be 
detected by radiologists for each scan such as architectural 
distortions, micro-calcifications, and asymmetries as cancer 
biomarkers or cancer risk. Detecting these serious features 
manually leads to additional costs and will let the radiologists 
pay more efforts for mammography [13]. One of systems 
emerged in the 1990s named as Computer-aided detection 
(CAD), this is to detect and then classify breast cancers in 
mammograms automatically. But still the performance of such 
these traditional systems has not improve screening process 
significantly, this is mainly due to their lack specificity [14,15]. 
Specificity relates to how abnormalities can be discriminated 
by algorithms when screening, which differs from how it is 
diagnosis; it employs causal inference as to the origin of the 
abnormality. However, detecting anomalies in screening 
mammographs is important in the diagnosis. 

Recently, the researchers in [16] reported that novel 
algorithms based on CNN can be used to improve the 
performance of screening mammography and also to increase 
the efficiency of mammography professionals. In this matter, 
some of researchers developed different CNNs-based 
algorithms for automated mammographic analysis purposes 
[17]. 

This study aims to detect and classify the images of breast 
cancer using deep-learning, which can be employed as system 
used to help doctors and radiologists in their diagnosis 
automatically. To achieve this aim, it will be conducted based 
on CNN using VGG-19. The pre-trained technique VGG-19 is 
used to achieve high accuracy by finding distinctive details 
features of image [18] [19]. The two layers of the VGG19 
structure were used (i.e. layer 6; which called fc6, and layer 7; 
which called fc7), and each contains 4096 features. Also, more 
feature vectors were created from (fc6 and fc7), which named 
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as statistical operations.  Statistical operations are used to 
generate more datasets using Average (Avg), Minimum (Min), 
Maximum (Max), and fusion between fc6 and fc7. All 
aforementioned datasets will be used as input for the processes 
of classification using different algorithms (i.e. K-Nearest 
Neighbors (KNN), Random Forest (RF), Naïve Bayes (NB) 
and Decision Tree (DT)). 

The results illustrated that Random Forest algorithm 
achieved high accuracy (88.63), precision (0.88), recall (0.88) 
and F-Measure (0.88) for fc7 of second scenario. The results 
were slightly similar; this approves that these features can 
provide a better accuracy when used in detection studies. Also, 
the results of the classification accuracy in the three scenarios 
are slightly similar; this proves that the breast cancer can be 
detected even if the number of images in the training dataset 
were minimal. 

The motivation of conducting this study is represented by:  

1) The literature need for researches of detecting breast 
cancer using CNN with new model like VGG-19 based on the 
two layers: fc6 and fc7.  

2) To the best of my knowledge, I could not find any 
research in the literature performed based on statistical 
operations for detecting breast cancer using VGG-19.  

3) Based on features that were extracted by VGG-19, it can 
be a contribution for this study by providing the literature with 
a differentiation between the results of different 
aforementioned classifiers and with different three scenarios. 

This research is designed into five sections. The overview 
of related studies in literature is introduced in Section II. 
Section III discusses the methodology for the proposed model 
and the experiment design. Then, the experimental results and 
discussion are discussed in Section IV. Finally, Section V 
presents the conclusion. 

II. LITERATURE REVIEW 

Several of studies showed several of automated, and 
computer vision approaches to classify breast cancer- based 
images [20, 21]. Some of them have focused on segmentation 
process, and then features were extracted from images [22]. 
While in some other studies followed the pre-processing steps 
for better feature extraction, this is to improve the contrast in 
the images and then to detect the infected part of image [23]. 
For example, the most important and the first of the pre-
processing steps in the mammogram analysis are applying the 
segmentation for the infected region, which allows focusing on 
region of interest in the images. The researchers in [24] applied 
the technique called texture filter in the segmentation of the 
breast region. 

Lastly, in this matter, there was a study conducted by de 
Vos, et al. [25] who implemented DL for extraction features 
for region of interest from cancer images. In their study, they 
used three techniques of convolutional neural network 
(ConvNet) to detect and to extract features from a 3D image, 
which are: the presence of the anatomical structure of interest 
in the following: 1) axial, 2) coronal, 3) sagittal slices. The 
method of their localization was compared to the manual 

method using the distances between the centroids and the walls 
with an automatically and manually defined reference frame. 
Many other researches have adapted a pure deep learning based 
on its layers for extraction features [26–30], and also using one 
of most interesting methods such a high pass isotropic filter 
[31]. 

Image cropping aims to enhance image quality by 
removing distracting content/also adding aesthetics, which are 
mainly categorized-based on that. Different methods are 
available to achieve such this task. Often, these methods can 
apply techniques like: machine learning, deep learning, 
segmentation, saliency-based, and sparse coding.  For example, 
the study conducted by Mishra et al. [32] used ML radiology 
using classification pipeline. They segmented the region of 
interest, and then extracted the useful features. Their study was 
performed on the dataset: (BUSI), and the results showed 
improving in classification accuracy. While the study 
conducted by Byra [33] used DL for the classifying the cancer 
parts from images. The transfer learning (TL) was used and 
then deep representation scaling (DRS) layers were added 
between the blocks of pre-trained CNNs to enhance the 
provided information. In order to analyze these parts 
classification, the enhancement was only for the parameters of 
the deep representation scaling layers during training, this is to 
enhance the pre-trained CNNs, which was much better 
compared to other techniques. 

Some of researchers in [34] developed algorithm: Dilated 
Semantic Segmentation Network (Di-CNN) and then they used 
it to detect and classify the breast cancer. The pre-trained 
DenseNet201 deep model was used in their work and then 
trained using TL that was used for feature extraction. In 
addition, they applied a 24-layer CNN and fusion features in 
their work. The results of the fusion process have improved the 
classification accuracy in the detection process. 

Ahmed et al. [35] used patch selection to classify breast 
tissue based images using TL. The features were extracted 
using CNN to discriminate patches, which are an input for an 
Efficient-Net architecture that is considered as an architecture 
of CNN and employed for scaling technique that scales all 
dimensions of: width, depth, and resolution based on a 
compound coefficient; these input were trained on the dataset: 
ImageNet. The classifier support vector machine was used for 
classifying features that were extracted from the Efficient-Net. 
The results showed that the suggested model achieved better 
results compared to the standard methods. 

The use of DL has outperformed most recent methods. A 
good example of this, it is the study in [35], which built based 
on the geometric properties of the edge features to extract the 
abnormal patches structures in the expected regions. For 
example, the researchers in [36] conducted a study and the 
features were extracted from the image using CNN 
(DenseNet); which are then provided in fully connected layers 
(FC) for classifying the benign and cancerous cells of breast 
cancer image. However, the researchers in [37] presented deep 
learning methods for detecting and classifying models. Deep 
learning can be used perfectly for computer vision problems, 
especially image optimization and interpretation. This has led 
to a wave of pioneering applications of medical imaging, and 
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available databases of image have presented the growth of DL 
algorithms aimed to detect cancer images. 

Other researchers in [38] conducted a study to extract the 
most important and useful information using DL including 
convolution layers for breast cancer detection. They showed 
that the features extracted by DL models are better in term of 
accuracy than traditional and manual methods. DL methods 
showed that it has ability to detect pathological forms of cancer 
that were previously thought to be difficult to diagnose using 
conventional and manual methods. The researchers in [39] 
presented DL-based techniques for detection breast cancer 
images. In their work, a dataset was published containing 
canine mammary tumor (CMT). Also, (VGG-16) was used to 
investigate the performance of hybrid frameworks using 
different algorithms on CMT and other datasets of breast 
cancer. 

The works that have been done in the literature on DL 
using CNN among others, have provided an insight to the 
researchers on how an automatic representation method 
without supervised descriptors in extracting, i.e. independent of 
any human intervention that could influence these 
representations [40]. 

In fact, Deep CNNs usually have too large number of 
parameters, so that it is not reasonably trained without a very 
large dataset. Moreover, medical datasets are usually not large 
enough to adequately train a deep CNN model from scratch. 
Thus, transfer learning in deep learning was explored to be 
used in the medical imaging to solve such problem. So, the 
transfer learning transfers knowledge between large source and 
small target domains [41], which can be done by using pre-
training a CNN model with the source of images, then re-
training parts of the model with the target images. In [42], the 
researchers used CNN AlexNet to detect the images of breast 
cancer from dataset named: BreakHis [43]. Their results 
showed that the classification accuracy is 79.85%. 

While the researchers Han et al. in [44] have proposed a 
framework for breast cancer multi-classification using class 
structure-based deep CNN model on the dataset named: 
BreakHis. The results showed 93.2% of classification 
accuracy. 

The researchers Nuh et al. in [45] have conducted a study 
to discriminate between samples infected and non-infected 
breast cancers images based on CNN using different spatial 
patches. The results showed for window sizes: 5x5 and 7x7 are 
86.91% and 86.17% respectively. 

The researchers in [46] have presented a CNN classifier for 
the visual analysis of area of cancer in images of malignant 
breast cancer. The results showed a higher performance for 
their proposed classifier compared to random forest classifier: 
84.23% classification accuracy. It was approved by results of 
Hafemann et al. [47] that used a CNN; It showed better results 
compared to traditional approach that always needs huge 
efforts and effective expert in the field of knowledge [48]. 

III. METHODOLOGIES 

This section presents the dataset design, and the 
experimental setup model. 

A. Database Design 

The Dataset of Breast Ultrasound Images (Dataset BUSI) is 
used in this research and can be obtained online [49]. The 
dataset consists of 780 images with size 500×500 pixels; 
including the segmentation masks that refers to 600 patients. 
The dataset consists of three classes: normal, malignant, and 
benign.  The whole dataset was divided into training and test 
dataset. However, this is not enough as dataset to train data 
using the model of deep learning; therefore, a data 
augmentation step is achieved to increase the dataset size for 
better learning of CNN. These implemented steps are achieved 
multiple times until the size of dataset of each class has 
reached 5872. 

B. Experimental Setup Model 

The experiment of this study was designed based on three 
scenarios: 1) 50% for training and 50% for testing, 2) 70% for 
training and 30% for testing, and 3) 80% for training and 20% 
for testing. So, for each scenario - the experimental setup for 
the proposed model is displayed in Fig. 1 and consists of set of 
steps, as follows: 

Step 1: The MATLAB is used for automatically extracting 
feature form images based on Pre-trained VGG-19. The 
outputs are two datasets for fc6 and fc7. Each of fc6 and fc7 
contains 4096 features. These datasets will be used in the step 
3. 

Step 2: Creating a new dataset from step 1 by performing 
the statistical operations (i.e. Avg, Min, Max, and fusion of fc6 
and fc7). These datasets will be used also in step 3. 

 

Fig. 1. Proposed experimental setup model. 
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The explanation for the statistical operations is in the 
following: 1) Max: It is the largest value of fc6 and fc7. 2) 
Min: It is minimum value of fc6 and fc7. 3) Avg: It is the 
average for (fc6 and fc7). 4) Fusion between fc6 and fc7: It is 
used to combine the first group of fc6: (4096) next to the 
second group of fc7: (4096), and thus that will create dataset, 
which contains 8192 features. 

Step 3: The aforementioned classifiers will be applied on 
the datasets that obtained from step 1 and step 2 to provide the 
results represented by Accuracy, Recall, F-measure, Precision, 
and duration time. 

IV. EXPERIMENTAL RESULTS AND DISCUSSIONS 

The study is designed for three scenarios. In each scenario, 
the results of the evaluation of performance for the breast 
cancer images is represented by: Accuracy (Acc), Recall, F-
measure, Precision (Pre) and duration training time for each 
classifier. The evaluation of performance is applied on the 
following four classifiers; KNN, NB, RF, and DT. The results 
of each scenario are illustrated in the following subsections. 

A. First Scenario 

This scenario was designed based on the percentage of 50% 
for training and 50% for testing. Its aim is to investigate the 
influence of 50% of the data size in the training dataset on the 
classification accuracy. In this scenario, three results are 
obtained. First, results for original fc6 and original fc7 datasets. 
Second, results for the statistical operations. Finally, results for 
fusion feature between (original fc6 and original fc7) dataset. 

1) Results for original fc6 and original fc7 datasets 

separately: Table I and Table II show the results of the Fully 

Connected: fc6 feature vector dataset and fc7 feature vector 

dataset which were obtained from CNN outputs based on using 

different classifiers. 

The results showed that Random Forest outperforms other 
algorithms in classifying breast cancer if it is malignant or 
benign for fc6 and fc7 which are (88.24) and (88.35) of 
classification accuracy respectively. However, the training time 
required to conduct the experiment shows that DT required 
more time (i.e. 16.03) compared to others, but KNN required 
little time (i.e. 0s). The reason for that, because there is no 
training model; the comparison occurs directly between the test 
row with other training rows (examples), and this explains the 
slow in time for testing, especially if there is large size of data 
(examples) for the training [52-53]. This results match with the 
results in [50] in term of that RF outperforms other classifiers 
used in their study. Their study compared Random Forest with 
Support Vector Machine, DT, Multilayer Perceptron, and 
KNN. 

To the best of my knowledge, there was no the same study 
achieved to detect breast cancer based on the same proposed 
model in using deep learning with these four classifiers 
together (i.e. KNN, NB, RF, and DT), and also using statistical 
operations (i.e. Avg, Max, Min, and Fusion of fc6 and fc7), or 
using the three scenarios. 

2) Results for the statitsical operations: The results of 

three datasets that created for statistical operations (i.e. Avg, 

Max, and Min) are presented in this section. 

Tables III to V show results of the three statistical 
operations, whereas Random Forest algorithm outperforms 
other algorithms in classifying breast cancer if it is malignant 
or benign for Avg, Max, and Min, which are (88.28), (87.87), 
and (88.07) respectively. Despite of the Random Forest have 
showed an acceptable classification accuracy that 
outperformed other classifiers, it showed also an acceptable 
training time. While the training time required to conduct the 
experiment, the classifier Decision Tree required more time 
(i.e. 14.38s) compared to others, but KNN required little time 
(i.e. 0s), this is for the same reason mentioned in Section A of 
First Scenario. This results match with the results in [50] as 
mentioned in Section A of First scenario in the field of 
conducting study on RF, but not in using the statistical 
operation or three scenarios. 

3) Results for fusion feature between (orginal fc6 and 

orginal fc7) dataset: This dataset is created by fusion of fc6 

(4096 feature) and fc7 (4096 feature). The total feature will be 

8192. The results in Table VI showed that Random Forest 

algorithm (88.38) outperformed other algorithms in classifying 

breast cancer if it is benign or malignant. The second-high 

accuracy is for KNN (86.78). While the training time for the 

classifiers, DT required large time (28.79s), but KNNs required 

less time (0s) when compared to other classifiers. 

The summary of first scenario is that the results for all 
datasets used in first scenario are slightly similar to each other; 
especially for RF and KNN. This means all the features used in 
the study can have the same influence on the classification 
accuracy. 

B. Second Scenario 

This scenario was designed based on the percentage of 70% 
for training and 30% for testing. Its aim is to investigate the 
influence of 70% data size in the training dataset on the 
classification accuracy. In this scenario, three results are 
obtained. First, results for original fc6 and original fc7 datasets. 
Second, results for the statistical operations. Finally, results for 
fusion feature between (original fc6 and original fc7) dataset. 

1) Results for original fc6 and original fc7 datasets 

separately: Table I and Table II show the results of the Fully 

Connected: fc6 feature vector dataset and fc7 feature vector 

dataset which were obtained from CNN outputs based on using 

different classifiers. 

The results showed that Random Forest outperformed other 
algorithms in classifying breast cancer if it is benign or 
malignant for fc6 and fc7, which are (88.24) and (88.63) of 
classification accuracy respectively. While the training time for 
the classifier Decision Tree required more time (i.e. 31.09s) for 
fc7 compared to others. But KNN required little time (i.e. 0s), 
this is for the same reason mentioned in Section A of First 
Scenario. This results match with the results in [50] as 
mentioned in Section A of First scenario in the field of 
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conducting study on RF, but not in using the statistical 
operation or three scenarios. 

2) Results for the statitsical operations: The results of 

three datasets that created for statistical operations (i.e. Avg, 

Max, and Min) are presented in this section. 

Tables from III to V show results of the three datasets (avg, 
max, and min). The classifier Random Forest outperformed 
other algorithms in classifying breast cancer for Avg, Max, and 
Min, which are (88.51), (87.95), and (88.36) respectively. 

Despite of the RF have showed an acceptable classification 
accuracy that outperformed all other classifiers, and the 
training time was also an acceptable compared with others. 
While the training time for the classifier Decision Tree 
required more time (i.e. 81.13s) compared to others. But KNN 
required little time (i.e. 0s), as this explained earlier in Section 
A of First Scenario. This results match with the results in [50] 
as mentioned in Section A of First scenario in the field of 
conducting study on RF, but not in using the statistical 
operation or three scenarios. 
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 Fc6 (First Scenario) Fc6 (Second Scenario) Fc6 (Third Scenario) 

KNN 86.03 0.86 0.86 0.86 0.01 86.39 0.86 0.86 0.86 0 85.71 0.86 0.85 0.85 0.01 

NB 78.54 0.82 0.78 0.79 1.29 77.98 0.82 0.78 0.78 1.76 78.71 0.82 0.78 0.79 3.27 

RF 88.24 0.88 0.88 0.87 3.11 88.24 0.88 0.88 0.87 4.38 88.10 0.88 0.88 0.87 9.38 

DT 81.19 0.81 0.81 0.812 13.71 81.36 0.81 0.81 0.81 20.18 82.07 0.82 0.82 0.82 57.63 

TABLE II. DETECTION RESULTS OF FC7 FEATURE VECTOR 
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 Fc7 (First Scenario) Fc7 (Second Scenario) Fc7 (Third Scenario) 

KNN 86.75 0.87 0.86 0.86 0 85.86 0.86 0.85 0.86 0 86.54 0.86 0.86 0.86 0.01 

NB 82.93 0.84 0.82 0.83 1.19 83.52 0.84 0.83 0.83 1.98 83.39 0.84 0.83 0.83 2.2 

RF 88.35 0.88 0.88 0.87 2.97 88.63 0.88 0.88 0.88 4.52 88.35 0.88 0.88 0.87 5.58 

DT 81.77 0.81 0.81 0.81 16.03 82.65 0.82 0.82 0.82 31.09 81.60 0.81 0.81 0.81 31.52 

TABLE III. DETECTION RESULTS OF AVERAGE (AVG) FEATURE VECTOR 
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 Avg (First Scenario) Avg (Second Scenario) Avg (Third Scenario) 

KNN 86.06 0.86 0.86 0.86 0 86.64 0.87 0.86 0.86 0 85.86 0.86 0.85 0.86 0 

NB 79.63 0.83 0.79 0.80 1.14 79.22 0.82 0.79 0.80 1.98 80.54 0.83 0.80 0.81 3.17 

RF 88.28 0.88 0.88 0.87 3.01 88.51 0.88 0.88 0.88 8.77 88.35 0.88 0.88 0.87 10.4 

DT 81.02 0.81 0.81 0.811 15 82.99 0.82 0.83 0.82 81.13 82.65 0.82 0.82 0.82 43.23 

TABLE IV. DETECTION RESULTS OF MAXIMIUM (MAX)  FEATURE VECTOR 
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 Max (First Scenario) Max (Second Scenario) Max (Third Scenario) 

KNN 85.35 0.85 0.85 0.85 0 85.69 0.86 0.85 0.85 0 85.48 0.85 0.85 0.85 0 

NB 82.45 0.84 0.82 0.83 1.24 82.74 0.84 0.82 0.83 2.8 83.07 0.84 0.83 0.83 2.99 

RF 87.87 0.87 0.87 0.87 3.1 87.95 0.87 0.88 0.87 8.14 88.20 0.88 0.88 0.87 8.53 

DT 81.36 0.81 0.81 0.81 14.38 81.58 0.81 0.81 0.81 31.7 82.12 0.82 0.82 0.82 35.71 
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TABLE V. DETECTION RESULTS OF MINIMUM (MIN) FEATURE VECTOR 
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 Min (First Scenario) Min (Second Scenario) Min (Third Scenario) 

KNN 86.23 0.86 0.86 0.86 0 86.32 0.86 0.86 0.86 0 86.67 0.86 0.86 0.86 0.02 

NB 76.19 0.81 0.76 0.77 1.23 75.45 0.81 0.75 0.76 2.82 76.64 0.81 0.76 0.77 5.02 

RF 88.07 0.88 0.88 0.87 3.13 88.36 0.88 0.88 0.87 7.76 87.88 0.87 0.87 0.87 8.61 

DT 83.10 0.83 0.83 0.83 14.45 82.31 0.82 0.82 0.82 38.24 81.03 0.81 0.81 0.81 51.01 

TABLE VI. DETECTION RESULTS OF FUSION FEATURE VECTOR 
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 Fusion (First Scenario) Fusion (Second Scenario) Fusion (Third Scenario) 

KNN 86.78 0.87 0.86 0.86 0 86.00 0.86 0.86 0.86 0 86.63 0.86 0.86 0.86 0 

NB 81.77 0.83 0.81 0.82 2.42 82.18 0.84 0.82 0.82 3.84 82.75 0.84 0.82 0.83 6.51 

RF 88.38 0.88 0.88 0.87 4.31 88.61 0.88 0.88 0.88 10.7 88.250 0.88 0.88 0.87 12.37 

DT 81.23 0.81 0.81 0.81 28.79 83.09 0.82 0.83 0.83 73.95 82.48 0.82 0.82 0.82 91.39 

TABLE VII. COMPARISON BETWEEN PROPOSED MODEL VS. MOST RELATED WORKS 

Authors’ 

References 
Description of method/ technique Dataset Size 

Performance metric/s 

(value/s) 

[54] 

It consists of two stages: 2D detection and 3D aggregation. 

In 2D, the magnitude and orientation field map generated using Gabor filters. Then, 

features extracted using Faster-RCNN to determine the spatial pattern of AD. 
In 3D, the fusion strategy for regions is used for 2D into 3D. 

They used Soft classifier. 

265 DBT image. They 

were collected from 68 
patients 

 

Mean True positive 
fraction (MTPF) of 50 

+_ 0.04 

 
ACC=90% 

[55] 

They used VGG-16 with progressive fine-tuning to evaluate its performance on AD 

detection. Then, the results were compared with a custom CNN architecture that were 

trained from scratch. 

280 image AUC=0.89 

[56] 

Breast masses detected system was developed based on texture description, spectral 

clustering, and support victor machine (SVM). ROIs were segmented using spectral 

clustering relaying on texture. Then, the optimal features were submited to SVM. 
They used SVM classifier. 

- 
Accuracy 

90% 

[51] 

Different of CNN models are used for feature extraction: VGG16, InceptionV3, and 

ResNet50. 
Data were enlarged up to 400X to increase the accuracy. 

They used Softmax classifier. 

7,909 images 

(Number of patients 82: 24 
benign patients and 58 

malignant patients). 

98.26%. 

The  proposed 
model 

The following are used in this study: 

- CNN (VGG-19 technique): features extracted from two layers: (fc6+fc7). 
- Fusion for two layers: (fc6+fc7) 

- Apply classifiers on: Fc6, fc7, statistical operations (avg, max, min, and fusion). 

- Three scenarios in the training dataset. 
- Used the following classifiers: K-Nearest Neighbors, Random Forest, Naïve Bayes, 

and Decision Tree. 

5872 Accuracy (88.63%) 

 

3) Results for fusion feature between (original fc6 and 

original fc7) dataset: This dataset is created by fusion of fc6 

(4096 feature) and fc7 (4096 feature). The total feature will be 

8192. The results in Table VI showed that there was not big 

difference between them, but Random Forest algorithm 

achieved higher accuracy compared to other algorithms in 

classifying breast cancer if it is benign or malignant for (88.61) 

of accuracy. The second-high accuracy is for KNN (86). While 

for the training time for classifiers; Decision Tree required 

more time (73.95s), but KNNs required little time (0s) 

compared to other. 

The summary of second scenario is that results for all 
datasets used in the second scenario are slightly similar to each 
other; especially for RF and KNN. This means that all the 
features used in the study can have the same influence on the 
classification accuracy 

C. Third Scenario 

This scenario was built based on the percentage of 80% for 
training and 20% for test data set.  Its aim is to investigate the 
influence of 80% data size in the training dataset on the 
classification accuracy. In this scenario, three results are 
obtained. First, results for original fc6 and original fc7 datasets. 
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Second, results for the statistical operations. Finally, results for 
fusion feature between (original fc6 and original fc7) dataset. 

1) Results for orginal fc6 and orginal fc7 datasets 

separatly: Table I and Table II show the results of the Fully 

Connected: fc6 feature vector dataset and fc7 feature vector 

dataset which were obtained from CNN outputs based on using 

different classifiers. 

The results showed that Random Forest outperforms other 
algorithms in classifying breast cancer if it is benign or 
malignant for fc6 and fc7, which are (88.10) and (88.35) of 
classification accuracy. While the training time for the 
classifier Decision Tree required more time (i.e. 57.63s) for fc7 
compared to others, but KNN required little time (i.e. 0s. This 
results match with the results in [50], as discussed in Section A 
of First and Second Scenarios. 

2) Results for the statitsical operations: The results of 

three datasets that created for statistical operations (i.e. Avg, 

Max, and Min) are presented in this section. 

The results of statistical operations are presented in Tables 
from III to V. The results show the Random Forest algorithm 
outperformed other algorithms in classifying breast cancer for 
Avg, Max, and Min, which are (88.35), (88.20), and (87.88) 
respectively. In addition to these results of having acceptable 
accuracy for the Random Forest, the confusion matrix; F-
measure, recall, and precision are scored high values among all 
other classifiers. 

The training time for RF was also in an acceptable 
compared with others. While the training time for the classifier 
Decision Tree required more time (i.e. 51.01s) compared to 
others, but KNN required little time (i.e. 0.02s. This results 
match with the results in [50] in the field of classification 
accuracy results for RF, as they did not conduct their study in 
using the statistical operation or three scenarios. 

3) Results for fusion feature between (original fc6 and 

original fc7) dataset: This dataset is created by fusion of fc6 

(4096 feature) and fc7 (4096 feature). The total feature will be 

8192. The results in Table VI showed that there were not big 

difference between the values of accuracy. Therefore, Random 

Forest algorithm outperformed other algorithms in classifying 

breast cancer if it is malignant or benign in fusion dataset that 

achieved (88.25) of accuracy. The second-high accuracy is for 

KNN (86.63). While the training time for the classifiers 

Decision Tree required large time (91.39s), and KNNs required 

less time (0s) compared to other classifiers. 

The summary results for the three scenarios show that the 
classifier Forest showed better classification accuracy 
compared to other classifiers. In general, the required time to 
achieve was high for the case; fusion dataset in the third 
scenario, this is because the size of data is huge in the training, 
which was 80% and required a lot of time. In term of 
investigating the influence of the three scenarios on the 
classification accuracy, the results have approved that the 
detection for breast cancer can be achieved with almost similar 
classification accuracy even if the training dataset was 
minimal. 

Table VII shows the comparison between our proposed 
model with most similar studies conducted for breast cancer 
detection. The proposed model can be considered as one of the 
interesting study, for number of reasons, mentioned below. 

Some others of previous studies were performed on small 
dataset compared to proposal model. 

Some others of previous studies were performed on large 
data size in training dataset (examples) compared to proposal 
model which contained a few images (examples). Three 
scenarios were considered in the proposal model. It was 
approved by our proposal model that using few number of 
images in the training dataset usually leads to low classification 
accuracy compared to use large number of images. 

Some of previous data enlarge the data up to 400 times 
categories to increase the data size such as in [51]. This may 
influence on the training dataset that then would effect on the 
accuracy. In our proposed model, there were no enlarge in the 
training datasets. 

To the best of my knowledge, we have not come across to 
any research performed based on statistical operations nor 
using three scenarios to detect breast cancer for the 
classification accuracy purposes, which considered a new 
method in this field. 

V. CONCLUSION 

The aim of this study is to investigate the use of deep 
learning model for breast cancer detecting using VGG-19 that 
used for extracting features from ultrasound images. Two 
layers of VGG19 structure were used: (i.e. fc6 and fc7); each 
of layer contains 4096 features. Also, more feature vectors 
were created from (fc6 and fc7), which called statistical 
operations. Different statistical operations are used to generate 
more datasets such: average, minimum, maximum and fusion 
of both fc6 and fc7. These datasets will be employed as input 
for the following ML classifiers: KNN, Random Forest, Naïve 
Bayes and Decision Tree. Data augmentation was considered 
to increase the dataset size for better learning of CNN. 

Based on the results; Random Forest achieved high 
accuracy (88.63), precision (0.88), recall (0.88) and F-Measure 
(0.88) for fc7 of second scenario. The results were slightly 
similar; this approves that these features can provide a better 
accuracy when used in detection studies. Also, the results of 
the classification accuracy in the three scenarios are slightly 
similar, this approves that the breast cancer can be detected 
even if the size of data in the training dataset was minimal. 

In the future work, it is recommending to conduct more 
investigation to improve the classification accuracy results and 
reduce training time using different algorithms. 
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