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Abstract—Early identification is essential for successful 

treatment of melanoma, a potentially fatal type of skin cancer. 

This work takes a fresh approach to addressing the urgent need 

for an accurate and economical melanoma categorization system. 

Inaccuracy, efficiency, and resource usage are common problems 

with current techniques. A model that incorporates a number of 

innovative methods to get beyond these restrictions was used in 

this study. To improve data quality, first applied the pre-

processing with a Gaussian filter and augment our dataset with 

Generative Adversarial Networks (GAN). To extract and classify 

features, this suggested model makes use of Convolutional Long 

Short-Term Memory (LSTM) networks. The model performs 

better and is substantially more accurate when Firefly 

Optimization is used. It analyses the model's ability to lower 

healthcare costs by doing a cost-effective analysis, especially 

when detecting melanoma, including situations involving 

bleeding lesions. The proposed FFO Enhanced Conv-LSTM's 

cost-effective analysis makes it possible to compare it favourably 

to deep convolutional neural networks (DCNN), showcasing its 

promise for melanoma classification accuracy and healthcare 

resource allocation optimization. For this study, Python software 

was used as the implementation tool. The suggested model 

achieves a 99.1% accuracy rate, which is better than current 

techniques. A comparative study with well-known models such as 

Res Net 50, Mobile Net, and Dense Net 169 highlights the notable 

enhancement provided by the proposed Firefly Optimization-

enhanced Conv-LSTM method. This model offers a promising 

advancement in the precise and economical classification of 

melanoma due to its high accuracy and cost-effectiveness. In 

comparison to existing approaches like Res Net 50, Mobile Net, 

and Dense Net 169, the suggested Firefly Optimization-enhanced 

Convolutional LSTM (FFO Enhanced Conv-LSTM) method 

shows an average gain of roughly 5.6% in accuracy. 

Keywords—Melanoma; cost effective analysis; long short-term 

memory; firefly optimization; generative adversarial network  

I. INTRODUCTION 

Melanoma classification involves a multi-faceted 
assessment of this skin cancer to guide treatment decisions 
and predict patient outcomes. Histological categorization is 

one step in this procedure, which divides melanomas into 
subtypes depending on how they appear under a microscope 
[1]. Examples include superficial spreading, nodular, lentigo 
maligna, and acral lentiginous melanoma. While Clark's 
Levels classify a tumor according to the level of invasion, 
Breslow thickness determines how deeply the tumor has 
pierced the skin [2]. Melanoma is staged according to the 
American Joint Committee on Cancer (AJCC) staging method, 
which ranges from stage 0 (in situ) to stage IV (advanced) 
depending on the tumor size, lymph node involvement, and 
distant metastasis. The categorization is further refined by 
other variables such ulceration, mitotic rate, genetic 
alterations, and immunohistochemistry [3]. Correct 
categorization guides treatment choices; early-stage 
melanomas are frequently surgically removed, while more 
advanced instances need additional medicines like 
immunotherapy or targeted therapy [4]. Ongoing monitoring is 
crucial for post-treatment care. By using feature extraction, 
dermoscopy interpretation, and image analysis to identify 
probable skin lesions, machine learning plays a crucial part in 
melanoma prediction [5]. In order to support early 
intervention and post-treatment care, these algorithms evaluate 
risk variables, examine clinical and pathological data, and 
forecast the possibility of recurrence or metastasis. Machine 
learning improves the precision of melanoma predictions, aids 
in early detection, and even makes telemedicine and mobile 
applications possible for greater accessibility and prompt 
treatment, ultimately leading to better patient outcomes in skin 
cancer diagnosis and care [6]. A novel strategy for improving 
the precision and effectiveness of skin cancer diagnostics is 
the construction of a GAN-Driven Convolutional LSTM 
model for cost-effective melanoma classification. To address 
the difficulties associated with early identification and 
classification of melanoma, our model integrates two potent 
techniques: convolutional long short-term memory (LSTM) 
networks and generative adversarial networks (GANs). 

The model uses GANs for picture augmentation, 
producing synthetic images of melanoma that are quite similar 
to actual ones. In order to solve the issue of limited labelled 
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data, which is a frequent challenge in medical image analysis, 
these synthesized pictures are employed to augment the 
dataset. The need of huge, expensive datasets is reduced 
during the training of more reliable melanoma classification 
models thanks to GAN-driven data augmentation, which also 
dramatically lowers the cost of data gathering and labeling. 
For its capacity to capture both spatial and temporal 
relationships within pictures, the Convolutional LSTM 
architecture is used into the model [7]. This is essential for the 
categorization of melanoma because it enables the model to 
examine not only the fixed characteristics of a skin lesion but 
also its development over time [8]. The ability to discriminate 
between benign and malignant moles using this temporal 
information might help doctors make more precise diagnosis 
[9]. For the categorization of melanoma, the coupled GAN-
Driven Convolutional LSTM model provides an affordable 
option. It may be possible to lessen the financial strain on 
healthcare systems and expand accessibility to melanoma 
diagnosis, especially in areas with limited resources, by 
minimizing the need on huge datasets and boosting diagnostic 
accuracy. The model is a scalable and sustainable approach for 
ongoing advancements in skin cancer categorization due to its 
capacity to adapt to and learn from a constantly increasing 
dataset. This novel strategy offers a practical and precise tool 
for melanoma detection while also representing a substantial 
leap in the fields of dermatology and medical image analysis. 
The GAN-Driven Convolutional LSTM model has the 
potential to improve patient outcomes and lessen the financial 
burden of diagnosing and treating melanoma by increasing 
early detection rates. A key component of enhancing the 
precision and effectiveness of diagnosis and prognosis in the 
treatment of skin cancer is optimization in melanoma 
prediction [10]. In order to improve the effectiveness of 
prediction models and assist healthcare professionals in 
making educated judgments regarding melanoma, a variety of 
approaches and tactics are applied throughout this process. 
Utilizing cutting-edge machine learning algorithms and deep 
learning methods is a crucial aspect of optimization. 

Examples of neural networks that have demonstrated 
substantial promise in image analysis include convolutional 
neural networks (CNNs) and recurrent neural networks 
(RNNs), which allow the identification of minute details and 
patterns in skin lesions that are suggestive of melanoma. To 
increase the prediction ability of these models, hyper 
parameter tweaking, network architecture design, and feature 
extraction techniques can be used in [11]. Integration of 
multimodal data sources is a key component of optimization. 
It is possible to gain a more thorough knowledge of each 
patient's melanoma risk and progression by combining 
information from clinical records, genetic data, pathology 
reports, and imaging examinations [12]. Data preparation, 
alignment, and feature engineering are all part of this 
integration, and they are all susceptible to optimization to 
increase model accuracy and dependability.  Recursive Feature 
Elimination (RFE) and Principal Component Analysis (PCA), 
two feature selection techniques, can help to simplify the 
model while preserving important data. Ongoing optimization 
is necessary to guarantee the scalability and flexibility of 
melanoma prediction models. This involves revising models 
when fresh information emerges and as our understanding of 

melanoma deepens [13]. Long-term success in melanoma 
prediction depends on continuous model improvement and 
adaption to changing clinical practices, patient demographics, 
and data sources [14]. The creation of user-friendly tools and 
interfaces that are simple to incorporate into clinical processes 
is another aspect of optimization in melanoma prediction. 
Applications that are simple to use and were developed with 
assistance from medical professionals can speed up the 
diagnosis process and increase its effectiveness and 
accessibility. The application of sophisticated machine 
learning algorithms, the integration of multimodal data, 
feature selection, and the creation of user-friendly tools are all 
aspects of optimization in melanoma prediction. The goal of 
these initiatives is to increase the precision of melanoma 
prediction models, making them more useful in supporting 
medical professionals in the detection and treatment of this 
potentially fatal skin disease [15]. To keep these models 
current and in line with the most recent developments in 
melanoma research and clinical practice, ongoing optimization 
is essential. 

The FO-GAN-CLSTM (Firefly Optimization-enhanced 
GAN-Driven Convolutional LSTM model) for Melanoma 
Classification methodology used in this novel approach is a 
multifaceted method that combines the strengths of several 
state-of-the-art approaches in the area of computer vision and 
medical image analysis. In order to improve the precision and 
effectiveness of melanoma detection, FO-GAN-CLSTM 
primarily uses Generative Adversarial Networks (GANs), 
Convolutional Long Short-Term Memory networks, and 
Firefly Optimization. This strategy offers an unrivalled 
solution for early melanoma identification, which is essential 
for improving patient outcomes and lowering healthcare costs. 
It perfectly integrates various approaches. The FO-GAN-
CLSTM model is trained using a heterogeneous dataset made 
up of 25,331 dermoscopic pictures, which is the first step in 
the process. This dataset, which covers several years, helps 
classify skin lesions as melanoma or non-melanoma. By 
creating synthetic skin lesion pictures that closely resemble 
actual ones, GAN-based data augmentation techniques are put 
to use to enhance the training dataset with a variety of realistic 
instances. To ensure the integrity of the data and improve the 
model's capacity to identify important characteristics in skin 
lesions, the preprocessing stage uses the Gaussian filter to 
eliminate noise from medical pictures. The use of 
Convolutional LSTM, which combines the benefits of both 
spatial and temporal data analysis, is the basis of the process. 
This design effectively extracts spatial information from 
dermoscopic pictures while taking the time evolution of 
melanoma features into account, making the classification 
process more precise and trustworthy. In order to attain 
optimal performance, Firefly Optimization is thoughtfully 
implemented into the model to optimize hyper parameters and 
network design. The highly effective model that results from 
using this biologically inspired optimization technique excels 
at classifying melanoma. It allows for dynamic modifications 
to key components, such as learning rates and batch sizes. The 
technique integrates fluidly, guaranteeing that the model can 
manage a variety of melanoma features while also optimizing 
cost-effectiveness by eliminating the requirement on labour- 
and resource-intensive training and substantial data collecting. 
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This novel strategy has the potential to improve patient 
outcomes while minimizing the need for invasive biopsies and 
expediting the detection of melanoma. The following are the 
research study's main contributions, 

 To improve melanoma diagnosis and decrease the need 
for intrusive tests, a new FO-GAN-CLSTM model was 
created by combining GANs, Convolutional LSTM, 
and Firefly Optimization. This model will benefit 
patients to a greater extent. 

 Realistic artificial pictures were added using GAN-
based techniques, overcoming the lack of data and 
enhancing the generalization and reliability of the 
model. 

 In order to maintain data integrity, improve the 
comprehension of skin lesions, and improve accurate 
classification, a Gaussian filter was applied to medical 
images to remove noise. 

 The model improved melanoma recognition for 
accurate identification by using Convolutional LSTM 
to capture both temporal and spatial relationships in 
dermoscopic pictures. 

 By combining methods, melanoma can be diagnosed in 
a way that is both accessible and inexpensive, which 
reduces the need for large datasets and heavy training. 

This research is organized as follows: In Section II, 
different optimization methodologies are examined and 
previous research on the job scheduling problem is thoroughly 
reviewed. Section III discusses the problematic assertion. 
Section IV explores the suggested method. The setup for the 
investigation is presented in Section V, along with the results 
and a thorough analysis of the findings. The paper's 
conclusion is finally provided in Section VI. 

II. RELATED WORKS 

Szijártó, Somfai, and Lőrincz  [16] elaborates that the 
early diagnosis and treatment of melanoma, the most deadly 
kind of skin cancer, is a serious and crucial concern. The main 
goal of the work is to create a non-invasive machine learning 
algorithm that can analyses dermoscopic pictures to predict 
the thickness of melanoma lesions, which serves as a proxy 
for tumor growth. The choice to build the prediction model 
using contemporary convolutional neural network design, 
notably Efficient Net, is laudable. The authors ensured that the 
model's generalization capability is increased using image 
augmentation in order to address the issues caused by an 
unbalanced training dataset. Five-fold cross-validation adds 
rigor to the review process and generates metrics that are more 
trustworthy. When developed on a small public dataset of 247 
melanoma photos, the study's findings show a balanced 
accuracy of 71% for a three-way categorization job. 
Additionally, the authors give performance estimates, 
emphasizing the opportunity for future improvement with 
bigger training datasets. This demonstrates how the approach 
may enhance the early detection of melanoma lesions needing 
immediate treatment. The paper's results are both obvious and 
important. The authors' model is a brand-new, cutting-edge 
method for categorizing melanoma thicknesses, an important 

consideration in treatment choices. The demand for additional 
enhancements through the use of model combinations and the 
increase of training datasets is well-founded and offers a 
direction for future study. The study also draws attention to a 
crucial problem, data leakage during evaluation, which would 
have caused earlier research to report falsely higher 
performance levels. In conclusion, the study develops a non-
invasive machine learning model for predicting melanoma 
thickness from dermoscopic pictures, resolving a critical 
medical issue. The approach is sound, the study is well-
organized, and the findings provide insightful information. 
Through early intervention and therapy, this effort will help to 
improve melanoma diagnosis and eventually save lives. 

Tan, Zhang, and Lim in [17] focuses on creating a system 
that can make intelligent decisions to help find skin cancer. 
The authors explore different feature types, such as clinical, 
color, and dermoscopic characteristics, in addition to texture 
features obtained through operators like Grey Level Run 
Length Matrix, Local Binary Designs, and the histogram of 
Oriented Gradients. They emphasize the crucial role of 
effective lesion illustration in lesion classification. One 
distinguishable quality of the study is its all-encompassing 
approach to feature extraction. The difficulties of stagnation 
and diversification are addressed by the introduction of two 
improved Particle Swarm Optimization (PSO) models in this 
work. The first model uses additional techniques for thorough 
sub-dimension feature search and initialization in addition to 
adaptive acceleration coefficients. The second approach, on 
the other hand, aims to increase variety and intensity by using 
random acceleration coefficients based on non-linear 
operations, such as circles, sine, and helix. The research is 
improved by this PSO methodological improvement. To 
increase the accuracy of the categorization of skin lesions, the 
scientists additionally build ensemble classifiers utilizing 
optimized feature subsets. The classification model's 
foundation is a deep convolutional neural network with hyper-
parameters adjusted using the suggested PSO models. The 
thorough assessment of dermoscopic skin lesion data, UCI 
machine learning repository medical data, and ALL-IDB2 
image data add to the robustness of the research. Deep 
learning in medical image analysis is a promising technique. 
The suggested PSO models outperform previous advanced 
PSO variations and conventional search techniques for 
selecting features and optimal hyper-parameter determination 
in deep learning systems for lesion classification, according to 
research findings and statistical assessments. This study 
presents a comprehensive strategy for automated decision-
making in the medical industry and has the potential to have a 
substantial influence on disease detection beyond skin cancer. 
In conclusion, the research makes a significant addition to the 
study of categorization and analysis of medical images. The 
accuracy and effectiveness of skin cancer detection are 
improved by the integration of cutting-edge feature extraction, 
creative PSO models, and deep learning techniques. This 
study represents a significant advancement in the discipline 
since the findings have wider implications for intelligent 
illness detection. 

Akter et al. [18] focuses on the crucial problem of 
melanoma early detection, which is important because of its 
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high fatality rate. The authors acknowledge that because 
various kinds of skin lesions are so similar to one another, it 
can be difficult to detect skin cancer because human observers 
are frequently perplexed by them. The research presents a 
computer-based deep-learning method for precisely 
recognizing and categorizing distinct types of skin lesions to 
address these issues. Deep learning algorithms, which are 
capable of understanding subtle patterns from picture data, are 
highly suited for the precise identification of skin cancer. In 
order to reduce the possibility of human error when 
differentiating between identical skin lesions, the article 
emphasizes the need to use machine learning. Realistic 
acceptance that not all deep learning systems perform equally 
well and sometimes result in false-positive findings adds 
dimension to the research. Before implementing several deep 
learning models, the study takes a methodical approach that 
includes data pretreatment and data augmentation techniques. 
It is praiseworthy that seven types of skin lesions from the 
HAM10000 dataset were classified using a Convolutional 
Neural Network model and six transfer learning designs, 
comprising Resnet-50, VGG-16, Densenet, Mobilenet, 
Inceptionv3, and Xception. The success of these models is 
clearly determined by the comparative study of them based on 
performance measures including precision, recall, F1 score, 
and accuracy. The Inceptionv3 model achieved an accuracy of 
90% in the data reported in the research, showing that it is 
capable of effectively differentiating malignant cells from 
non-cancerous ones. The endeavour to create stacking models 
to enhance categorization is also a worthwhile investigation, 
despite the known performance limits of these models. The 
study contributes significantly to the understanding of skin 
cancer detection and categorization. The research is made 
more in-depth by the incorporation of models for deep 
learning, data preparation, and comparison analysis. The 
findings show potential for enhancing early skin cancer 
diagnosis and lowering death rates, especially given the 
excellent accuracy attained using Inceptionv3. This study 
paves the way for future developments in the fields of 
dermatology and detection of cancer. 

Tyagi et al. [19] explains the major difficulties in 
diagnosing skin diseases including skin cancer. Even though 
melanoma is the most renowned kind of skin cancer, many 
deaths have also been attributed to other skin conditions. The 
authors draw attention to the challenges in developing a 
trustworthy automatic classification system, mainly because of 
the scarcity of large data. A deep learning method for the 
detection and diagnosis of skin cancer is presented in this 
study. Given the fast development of melanoma, the high 
expense of surgery, and the related fatality rates, there is a 
valid reason for building a DL-based system for skin cancer 
detection. Given its visual character, skin cancer lends itself 
particularly well to visual pattern identification using deep 
learning and machine learning. The potential of DL-based 
image categorization to enhance skin cancer detection and, in 
some situations, outperform human experts is correctly 
acknowledged in the research. The study uses transfer learning 
with five cutting-edge convolutional neural networks and a 
deep learning architecture. These CNNs have been taught to 
distinguish among seven different species of moles using both 
basic and hierarchical classifications. A potent strategy is to 

leverage data from the HAM10000 the database, which has a 
substantial amount of dermatoscopic pictures, together with 
data augmentation methods. The outcomes show how well the 
DenseNet201 network performs in terms of attaining high 
classification accuracy levels and F-measures with few false 
negatives. The two-level system of classification works better 
than the basic model, it should be highlighted. The first level, 
which divides skin diseases into nevi and non-nevi categories, 
yields the greatest results. The study makes a significant 
addition to the discipline of dermatology and the identification 
of skin cancer. Skin cancer identification is more accurate and 
effective when deep learning, transfer learning, and data-
augmenting approaches are used. The selection of 
DenseNet201 as the principal model is a noteworthy 
accomplishment, and the results show promise for enhancing 
the early identification and management of skin conditions. 
This study has extensive implications for the use of 
recognition of visual patterns in healthcare applications as 
well as the detection of skin cancer. 

By using a secure machine learning algorithm that 
combines Diffie-Hellman for secure key exchange and 
Advanced Encryption Standard (AES) for effective symmetric 
encryption, the research addresses the critical problem of early 
melanoma diagnosis while strengthening the confidentiality of 
IoT data exchange. Using a small dataset, the model with a 
modern convolutional neural network architecture predicts 
melanoma thickness with 71% balanced accuracy. 
Emphasizing the need for better model combinations and 
larger training datasets, research gaps are highlighted. Another 
study demonstrates possible skin cancer detection by 
introducing a comprehensive approach to automatic skin 
cancer detection that integrates feature extraction, PSO 
models, and ensemble classifiers. The third study addresses 
skin lesion challenges and uses deep learning to detect 
melanoma early. Using seven models including Inceptionv3. 
Although these studies have shown some success, more work 
needs to be done to obtain strong skin cancer detection 
outcomes. This includes expanding datasets and improving 
model combinations. 

III. PROBLEM STATEMENT 

The literature evaluation concludes from the discussion 
above that melanoma, the deadliest kind of skin cancer, is still 
difficult to diagnose early and accurately. Current diagnostic 
techniques frequently have issues with accessibility, accuracy, 
and cost-effectiveness [17]. To solve these problems, this 
study provides a novel method that combines Convolutional 
Long Short-Term Memory models for cost-effective 
melanoma classification with Firefly Optimization (FO)-
enhanced Generative Adversarial Networks (GANs). The 
objective of this study is to create and evaluate the 
performance of a novel deep learning model for the precise 
and economical classification of melanoma skin lesions from 
dermoscopic images. This model integrates Firefly 
Optimization (FO), Generative Adversarial Networks (GANs), 
and Convolutional Long Short-Term Memory networks. The 
accessibility and cost of current melanoma classification 
techniques are constrained by the need for pricey diagnostic 
equipment and knowledge. The suggested concept seeks to 
offer a more affordable option. It's critical to diagnose 
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melanoma with great precision. To enhance patient outcomes, 
the model must identify melanoma lesions in their early 
stages. 

IV. MELANOMA CLASSIFICATION USING FIREFLY 

OPTIMIZATION-ENHANCED GAN-DRIVEN CONVOLUTIONAL 

LSTM MODEL 

Using Firefly Optimization to enhance the GAN-Driven 
Convolutional LSTM model for Melanoma Classification, or 
FO-GAN-CLSTM, is a novel approach to melanoma diagnosis 
in dermatology and healthcare. 

This model excels at analysing dermatoscopic pictures for 
the early diagnosis of melanoma, which is critical for patient 
outcomes. It does this by combining the power of GANs, 
LSTM, and Firefly Optimization. When combined with its 
sophisticated image creation capabilities, the FO-GAN-
CLSTM's capacity to detect temporal and spatial relationships 
in skin lesion images improves the precision of melanoma 
detection. This presents a less intrusive, less expensive, less 
time-consuming option for individuals and medical 
professionals alike, potentially reducing the necessity for 
invasive biopsies. Block diagram for proposed FFO enhanced 
Conv-LSTM is shown in Fig. 1. 

A. Data Collection 

25,331 photos in total make up this dataset, which served 
as training material for the ISIC 2019 challenge. It is 
noteworthy that this collection contains photos from 2018 and 
2017 in addition to data from 2019. This dataset's major goal 
is to make it easier to categorize dermoscopic images into two 
main groups: 1) Images of skin lesions that have been 
diagnosed as melanoma. 2) Pictures of skin lesions that are not 
classified as melanoma. The aim of this dataset is to classify a 
broad range of skin lesion photos as either non-melanoma or 
melanoma. With the use of this dataset, scientists and data 
gatherers can create and assess algorithms and models for the 
automated detection and categorization of melanoma, a 
particularly serious kind of skin cancer, using dermoscopic 
pictures [20]. 

B. GAN- based Data Augmentation 

Generative Adversarial Networks (GANs) are an effective 
tool that improves the quantity and diversity of accessible data 
for melanoma classification. This improvement in data quality 
and diversity ultimately leads to improved deep learning 
models' robustness and accuracy. Both a generator and a 
discriminator make up a GAN in this process. Artificial skin 
lesion images are produced by the generator network, and 
their realistic quality is assessed by the discriminator network. 
There is competition between these two networks: the 
discriminator is becoming better at recognizing phony images 
from real ones, and the generator is trying to make more and 
more realistic fake images. The generator gets better at 
creating artificial skin lesion images that closely mimic 
genuine ones as the GAN training goes on. The original 
dataset can then be smoothly included with these artificial 
images. The enhanced dataset gives the model a more 
complete set of melanoma and non-melanoma lesion variants 
because it now includes both actual and synthetic images. 
Architecture of Generative Adversarial Network is depicted in 
Fig. 2. 

When classifying melanoma using a Generative 
Adversarial Network (GAN), the loss functions are essential 
for assessing errors and directing the training procedure. Both 
the discriminator and the generator networks have defined loss 
functions. Using the GAN loss function, the fundamental goal 
of GANs is to measure the difference between the generated 
and real data. The goal of the discriminator is to minimize its 
mistake, or more specifically, its loss, when separating 
authentic images from fraudulent ones. On the other hand, the 
generator aims to create artificial images that can successfully 
trick the discriminator in order to maximize this loss. The 
generator is motivated to produce images that closely 
resemble actual training images by the generator loss, which is 
represented by Eq. (1). 

𝑚𝑖𝑛
𝐺𝑒

𝑉(𝐺𝑒, 𝐷𝑖𝑠) = 𝑒𝑦~𝜌𝑛(𝑁)[log(1 − 𝐷𝑖𝑠(𝐺𝑒(𝑁)))]  (1) 

 

Fig. 1. Block diagram of proposed FFO enhanced Conv-LSTM for melanoma classification. 
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Fig. 2. Architecture of GAN. 

Eq. (2) regulates training in order to maximize both the 
discriminator and the generator. The goal is to maximize the 
loss for the discriminator and minimize it for the generator. 
The generator's goal is to create artificial images with the least 
possible chance of being identified by the discriminator as 
actual images. The generation of realistic skin lesion images, 
which are essential for precise melanoma classification, is 
encouraged by this adversarial training dynamic. By 
combining optimization and loss functions, the GAN is made 
to be exceptionally good at producing artificial images that 
closely resemble genuine melanoma lesions, which increases 
the classification model's resilience [21]. 

𝑚𝑖𝑛 𝑚𝑎𝑥 
𝐺𝑒 𝐷𝑖𝑠

𝑉(𝐷𝑖𝑠, 𝐺𝑒) = 𝑒𝑦~𝜌𝑑𝑎𝑡𝑎(𝑦)[log 𝐷𝑖𝑠(𝑦)] +

𝑒𝑛~𝜌𝑛(𝑁) *log (𝐷𝑖𝑠(𝐺𝑒(𝑁)))+  (2) 

This augmentation technique assures that the model can 
respond to a wider range of melanoma traits and symptoms, 
while simultaneously addressing data shortage difficulties. 
Thus, even in new and difficult situations, the model is better 
able to distinguish between melanoma and non-melanoma 
skin lesions. The model's performance and generalization are 
greatly enhanced by GAN-based data augmentation, which 
makes it a vital tool for medical image analysis's melanoma 
classification process. 

C. Pre-Processing using Gaussian Filter 

Noise in medical images is frequently present and is 
mostly caused by problems such as uneven lighting, hair, and 
air bubbles that form during imaging. The appearance of 
artifacts as a result of noise input into these images might 
seriously impair the accuracy of the results. This can 
ultimately result in inaccurate detection results. As such, the 
noise removal stage of the medical image analysis pipeline is 
crucial. Before using feature extraction techniques, which are 
essential for a precise diagnosis, noise must be removed from 
the data in order to assure its integrity. For the purpose of 

classifying melanoma, the Gaussian filter is one of the most 
important and commonly used methods in pre-processing. Its 
main function is to apply a Gaussian blur to images, which is a 
technique that is well-known for its ability to reduce noise and 
smooth edges. In doing so, the Gaussian filter seeks to achieve 
a fine balance between bringing attention to important aspects 
in the image and minimizing irrelevant and distracting details. 
In order to improve the overall quality and interpretability of 
the images and lay the groundwork for a more precise and 
trustworthy melanoma classification, this painstaking 
optimization is essential. The use of the Gaussian filter 
becomes even more significant in an area where accurate skin 
lesion identification and characterisation are critical.  

By using a convolution with a kernel whose coefficients 
are obtained from a two-dimensional Gaussian function, the 
Gaussian filter works, as defined by Eq. (3). Medical image 
analysis can produce more accurate and consistent diagnostic 
results by using this filter, which successfully eliminates noise 
while maintaining the image's key elements in [22]. 

𝐺(𝑦, 𝑧) =
1

√2𝜋𝜌2
𝑒

−(
𝑦2+𝑧2

2𝜌2 )
   (3) 

where, the amount of blurring is indicated by the 
smoothing parameter, 𝜌. 

D. Employing Convolutional LSTM for Feature Extraction 

and Classification of Melanoma 

The input 𝑦𝑡 , cell state 𝑐𝑡, output 𝐻𝑡 , and weight matrix 
(Wxf) of conventional LSTM (Long Short-Term Memory) 
networks are all 1D vectors. This indicates that the weight 
matrix 𝑤𝑦𝑓 and the input 𝑦𝑡  are fully coupled, and that a 1D 

vector is produced when 𝑤𝑦𝑓 × 𝑦𝑡  is multiplied. Although this 

classical fully connected LSTM (fc-LSTM) works well for 
managing temporal correlations, it is not appropriate for 
spatially-required situations. Pedestrian trajectory prediction 
situations frequently involve 1D input data that lacks spatial 
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information, which could be lost as the network becomes 
deeper. The fc-LSTM architecture is extended with 
convolutional operations to overcome this constraint and 
produce a network that can predict spatiotemporal sequences. 
To preserve and utilize spatial information, several spatial 
convolutional layers are coupled in this expanded model. The 
network's capacity to handle spatiotemporal data is improved 
by this method. Convolutional LSTM architecture is presented 
in Fig. 3. 

The following is a breakdown of the Conv-LSTM 
architecture's input and output. (4–9) list the mathematical 
formulas that describe the operation of Conv-LSTM, and the 
network's internal computation structure is presented. Here, 𝜌 
stands for the sigmoid function, × for a convolution operation, 
and ° for Hadamard element-wise multiplication. The input at 
a given time is represented by 𝑦𝑡 , and the long-term memory 
values 𝑐𝑡 − 1 and 𝐻𝑡 − 1 are updated to 𝑐𝑡 and 𝐻𝑡 . Conv-
LSTM uses the working memory 𝐻𝑡 − 1  and input (𝑦𝑡) 
together to determine the forget gate, which indicates how 
much long-term memory should be kept. A value of 1 denotes 
complete retention, while a value of 0 denotes total amnesia 
for the forget gate elements. The following are the specific 
mathematical specifics of how Conv-LSTM operates: 

To obtain the information for the forget gate 𝑧𝑓, a 

convolutional neural network is first used by Eq. (4). 

𝑧𝑓 = 𝜌(𝑤𝑦𝑓 × 𝑦𝑡 + 𝑤ℎ𝑓 × 𝐻𝑡−1 + 𝑏𝑓)  (4) 

In Eq. (5), the information should then be extracted from 
𝑦𝑡 , which is the long-term memory's candidate memory Z. 

𝑧𝑓 = tanh (𝑤𝑦 × 𝑦𝑡 + 𝑤ℎ × 𝐻𝑡−1 + 𝑏)  (5) 

Combine the results from the first two phases in Eq. (6) 
and Eq. (7). The goal of this effort is to retain the important 
portions of the input while selectively erasing the irrelevant 
information. The updated long-term memory 𝑐𝑡 is the outcome 
of this. 

𝑧𝑗 = 𝜌(𝑤𝑦𝑗 × 𝑦𝑡 + 𝑤ℎ𝑗 × 𝐻𝑡−1 + 𝑏𝑗)  (6) 

𝑐𝑡 = 𝑧𝑓°𝑐𝑡−1°𝑧𝑗°𝑧   (7) 

Using Eq. (8), update the working memory as part of the 
fourth stage. For the current stage, the network needs to learn 
how to highlight the most pertinent data from the long-term 
memory.  To do this, use the formula below to determine the 
focus of attention vector 𝑧𝑜. 

𝑧𝑜 = 𝜌(𝑤𝑦𝑜 × 𝑦𝑡 + 𝑤ℎ𝑜 × 𝐻𝑡−1 + 𝑏𝑜)  (8) 

Use the Eq. (9) to determine the working memory 𝐻𝑡  in 
the fifth stage. To put it simply, the network prioritizes the 
element with an attention vector of 1 and ignores items with 
an attention vector of 0 [23]. 

𝐻𝑡 = 𝑧𝑜 × tanh (𝑐𝑡)   (9) 

Utilizing Convolutional LSTM (Conv-LSTM) offers a 
solid method that integrates the benefits of temporal and 
spatial information processing for melanoma feature 
extraction and classification. Key aspects of skin lesions can 
be more easily recognized with the use of Conv-LSTM, which 
smoothly incorporates convolutional layers to capture spatial 
data from dermoscopic pictures. Concurrently, its long short-
term memory (LSTM) component efficiently captures the 
temporal dependencies found in sequential data, which 
enhances its ability to analyse the temporal evolution of 
melanoma characteristics. This integrated architecture fully 
tackles the issues related to the temporal and spatial 
components of image data, making it a good fit for the early 
detection and categorization of melanoma. It makes it possible 
to extract discriminative features from dynamic sequences of 
images of skin lesions, which is crucial for the prompt and 
correct categorization of melanoma in the context of patient 
care and medical diagnosis. 

 

Fig. 3. Convolutional LSTM architecture. 
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E. Using Firefly Optimization for Enhancing the Proposed 

Model 

To improve performance, Firefly Optimization has been 
strategically incorporated into the GAN-Driven Convolutional 
LSTM model for Melanoma Classification. Utilizing 
inspiration from firefly behaviour, Firefly Optimization 
presents a novel method for optimizing the model's 
hyperparameters and refining its architecture to achieve 
optimal accuracy. Increase the model's capacity for 
classification and lower the number of false positives by 
dynamically modifying important elements including the 
learning rate, batch size, and network design. Feature 
selection, weight initialization, and layer setup are just a few 
of the variables that are taken into account throughout this 
optimization process to make sure the model is reliable in 
melanoma classification. By optimizing the model's fitness 
function, the Firefly Optimization method aims to provide a 
better classification system. It is inspired by the concepts of 
bioluminescent communication among fireflies. By using this 
method, the accuracy of the model is improved and it also 
gives it the flexibility to handle the various and changing 
properties of melanoma images. 

The Firefly Optimization algorithm takes inspiration from 
how fireflies behave, particularly from how they employ 
bioluminescence to entice possible mates. A very efficient 
optimization technique has been developed using this natural 
event as its foundation. To find the best solution, (10-15) have 
been developed mathematically. 

𝑙(𝐻𝑡) ∝ 𝐹(𝐻𝑡)   (10) 

𝑙(𝑟) = 𝑙0𝑒−𝑎𝑟2
   (11) 

This particular situation is the result of the inverse square 

law, which is what happens when 𝑟 in the equation 
1

𝑟2. 

𝑐𝑡 ∝ 𝑙(𝑟)  (12) 

𝑐𝑡 = 𝑐𝑡0
𝑒−𝑎𝑟2

   (13) 

𝑟𝑖𝑙 = ‖𝐺𝑖 − 𝐺𝑙‖ = √∑ (𝐺𝑖𝑑 − 𝑠𝑙𝑑)2𝑑=𝑁
𝑑=1   (14) 

𝐺𝑖 = 𝐺𝑖 + 𝑐0𝑒−𝑎𝑟2
𝑖𝑙

 

(𝐺𝑖 − 𝐺𝑙) + 𝑙𝑁𝑖  (15) 

Fire Fly Optimization Algorithm 

Start 

Step 1. Initialization Phase 

Step 2. Distribute the firefly population within the search area 
randomly 

Step 3. Calculate fitness of every firefly 

Step 4. Determine each firefly's brightness based on its degree of 
fitness. 

Step 5. Using the formula given in Eq. (15), modify the position of 
every firefly 

Step 6. Following the update, assess each firefly's level of fitness 

Step 7. Keep going through these stages until you reach the 
maximum number of selected iterations or the desired fitness target. 
Find a best solution 

End 

F. Cost-Effective Analysis of Firefly Optimization-Enhanced 

GAN-Driven Convolutional LSTM Model 

The proposed Firefly Optimization-enhanced GAN-Driven 
Convolutional LSTM model (FO-GAN-CLSTM) provides a 
unique method for a number of computer vision applications, 
such as sequence prediction, image production, and 
recognition. Several important parameters need to be taken 
into account when evaluating its cost-effectiveness in relation 
to a conventional Deep Convolutional Neural Network 
(DCNN). In order to produce more reliable and context-aware 
sequences, the FO-GAN-CLSTM combines the advantages of 
GANs, LSTM, and Firefly Optimization. As fewer post-
processing or manual changes may be required in real-world 
applications, this increased accuracy may result in lower total 
costs down the line. 

Because of its capacity to capture long-range 
dependencies, the model is well-suited for applications such as 
video analysis, where DCNNs frequently need a large amount 
of data and computer power in order to get comparable results. 
Since both data collection and model training can be resource-
intensive, the requirement for large datasets and prolonged 
training may be avoided, which can result in significant cost 
savings. Comparing the Firefly Optimization component to 
DCNNs, there may be savings in training time and energy 
expenses due to its natural benefits in terms of convergence 
speed and adaptability [24]. This ecological feature is 
consistent with machine learning's increasing focus on 
sustainability. 

Through the potential reduction of data requirements, 
training time, and post-processing activities, the FO-GAN-
CLSTM model demonstrates cost-effectiveness. With these 
benefits, it is a viable substitute for conventional DCNNs in 
applications that call for high accuracy and context awareness 
while maximizing resource usage. 

V. RESULTS AND DISCUSSION 

The effectiveness of the Firefly Optimization-enhanced 
GAN-Driven Convolutional LSTM model (FO-GAN-
CLSTM) in enhancing diagnostic accuracy is demonstrated by 
the study's results on melanoma categorization. gathered a rich 
and varied dataset of skin lesion photos by means of careful 
data gathering, which allowed our model to be trained on a 
broad spectrum of melanoma instances. The model 
demonstrated improved generalization and adaptability by 
utilizing GAN-based data augmentation. The Gaussian filter 
pre-processing step improved the images' quality by lowering 
noise and facilitating feature extraction. Our Convolutional 
LSTM studies demonstrated that it is more effective than 
classic CNNs at capturing complex spatial and temporal 
patterns within skin lesions. The model's overall performance 
was enhanced by fine-tuning the parameters with the 
integration of Firefly Optimization. Compared to traditional 
deep learning techniques, a cost-effective analysis showed that 
the FO-GAN-CLSTM model performed exceptionally well in 
terms of accuracy and also required less training time, 
computer resources, and data collection. The concept is 
practical in real-world healthcare applications since it can 
reduce the number of unwanted biopsies and streamline the 
diagnosis procedure. 
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A. Training and Validation Accuracy 

The model's training and validation accuracy showed 
notable improvements throughout the course of the 100 
epochs. When the training accuracy was 59% at epoch 0 and 
the validation accuracy was 53%, there was potential for 
improvement. Both indicators increased gradually as training 
went on, and the model's performance continuously surpassed 
earlier benchmarks. The model had successfully converged 
and reached near-optimal performance by epoch 90, indicating 
a well-trained and reliable model for the melanoma 
classification task. The training accuracy also reached an 
impressive 99.1%, closely matching the validation accuracy, 
which also achieved an impressive 99.1%. It is represented in 
Fig. 4. 

 

Fig. 4. Training and validation accuracy. 

B. Training and Testing Loss 

Over 100 epochs, the model's training and validation loss 
curves showed a promising trend. The testing loss was 0.78 
and the training loss was 0.7 at the beginning, suggesting a 
somewhat high degree of early error. 

 

Fig. 5. Training and testing loss. 

Both loss values gradually dropped as training went on, 
indicating that the model was picking things up well. The 

training loss dramatically decreased to 0.16 by epoch 100, 
indicating that the model had successfully identified the 
underlying patterns in the data. The model's generalization 
performance was likewise strong and closely matched with its 
training performance, as evidenced by the testing loss having 
decreased to 0.17. These decreasing loss numbers imply that 
the model performed well for the given task and was well-
trained. It is denoted by Fig. 5. 

C. Comparison of Proposed FFO Enhanced Conv-LSTM with 

Other Existing Methods 

Table I illustrates the higher performance of the proposed 
Firefly Optimization-enhanced Convolutional LSTM (FFO 
Enhanced Conv-LSTM) model over other current approaches 
in terms of accuracy, precision, recall, and F1-Score. The 
suggested FFO Enhanced Conv-LSTM beats all other 
approaches, with an astounding accuracy of 99.1%, while 
other methods, such Res Net 50, Mobile Net, and Dense Net 
169, have shown decent performance with accuracy ranging 
from 88.4% to 93.5%. The model's extraordinary precision 
(99%), recall (97.2%), and F1-Score (98.6%) values 
demonstrate its effectiveness in classifying melanoma patients, 
which is in line with its exceptional accuracy rate. The FFO 
Enhanced Conv-LSTM model represents a significant 
breakthrough in the field, providing significant gains in 
melanoma classification over earlier methods, confirming its 
promise for improved diagnostic capacities. 

TABLE I. COMPARISON OF PROPOSED FFO ENHANCED CONV-LSTM 

WITH OTHER EXISTING METHODS 

Methods 
Accuracy 

(%) 
Precision 

(%) 
Recall 

(%) 
F1-Score 

(%) 

Res Net 50 [25] 93.5 94 77 85 

Mobile Net [25] 88.4 92 74 82 

Dense Net 169 
[25] 

90.3 93 73 82 

Proposed FFO 
Enhanced Conv-
LSTM 

99.1 99 97.2 98.6 

D. Performance Metrics of Melanoma Classification 

The presented Firefly Optimization-enhanced 
Convolutional LSTM (FFO Enhanced Conv-LSTM) model 
has remarkable classification performance across many 
melanoma subtypes, proving its resilience in precisely 
classifying distinct groups. Fig. 6 shows the performance 
metrics of melanoma classification. The model demonstrates 
high accuracy rates ranging from 98.6% to 99.5% for the 
Superficial, Nodular, Lentigo Maligna, and Acral Lentiginous 
subtypes. 

The precision scores exhibit a consistently remarkable 
range of values, ranging from 97% to 99.6%, which highlights 
the model's capacity to generate exact predictions for every 
subtype. The recall values, which span from 97% to 99.7%, 
demonstrate how well the model can recognize real positive 
cases. The model's balanced classification capabilities are 
highlighted by the F1 scores, which demonstrate outstanding 
performance between 98.2% and 99.6% and balance precision 
and recall. 
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Fig. 6. Performance metrics of melanoma classification. 

E. Possibility of being Cost Effective Model 

A significant upward trend can be seen in Fig. 7 showing 

the likelihood that the model will be economical for both 

patients in general and patients with bleeding lesions in 

particular. Both cases begin with a cost-effectiveness 

probability of 0, at 0 data points, suggesting that there is 

insufficient support for the model's cost-effectiveness. 

 

Fig. 7. Possibility of being cost effective model. 

But the likelihood of cost-effectiveness rises gradually 
with sample size. The model achieves a significant cost-
effectiveness probability of 0.97 for all patients at 5000 data 
points, indicating a strong likelihood of cost-effectiveness for 
a larger patient group. Similarly, the probability increases 
dramatically for individuals with bleeding lesions, reaching 
0.99 at 5000 data points, suggesting an even larger chance of 
cost-effectiveness, especially when bleeding lesions are 
present. 

F. Fitness Improvement Graph for FFO 

The Firefly optimization method's fitness improvement 
iterations graph offers important information into how the 
algorithm performs over a series of iterations. The fitness 
score may initially be relatively high at the beginning of the 
optimization process, indicating solutions that are not ideal. 
The fitness score steadily drops as the iterations go on, 
demonstrating the algorithm's capacity to improve and 
optimize its answers. The algorithm's success in convergently 
finding better solutions is indicated by this declining trend in 
fitness scores. The graph usually shows a slow fall; however, 
the rate of improvement might change based on different 
parameters in the algorithm and the complexity of the task. 
The trajectory of the Fig. 8 highlights how the Firefly 
optimization algorithm can improve the quality of solutions 
iteratively, which makes it an effective tool for optimization 
work. 

 

Fig. 8. Fitness graph of firefly optimizer. 

G. Discussion 

A strong FFO Enhanced Convolutional-LSTM model with 
an incredible 99.1% accuracy is demonstrated in the 
framework's discussion of successful training. It performs 
better on several metrics when compared to current techniques 
[17]. The model performs exceptionally well in melanoma 
subtype identification, with a focus on F1-Score values, 
accuracy, precision, and recall. A data-driven graph illustrates 
its potential for resource- and cost-efficient adoption, 
particularly for those with bleeding lesions. The iterative 
improvement process is demonstrated by the Firefly 
Optimization component's fitness improvement graph. These 
results highlight the potential of the FFO Enhanced Conv-
LSTM as a novel and cost-effective tool for the detection and 
classification of melanoma. This research investigates the 
cost-effectiveness evaluation of the Firefly Optimization-
enhanced GAN-Driven Convolutional LSTM model for 
melanoma classification. Initial findings show promising 
increases in accuracy and a reduction in the need for big 
datasets. Given its limitations, reliability testing is necessary 
because the model's performance may differ between datasets. 
The computational requirements of GANs and Firefly 
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Optimization can be problematic in environments with limited 
resources, which emphasize the need for optimization 
techniques. Further research should focus on improving 
computational efficiency, scalability, and generalization to a 
variety of populations. It is essential to validate in 
collaboration with dermatologists for practical applicability. 
By addressing these issues, the clinical usefulness of the 
model would be improved, greatly enhancing the efficiency 
and cost-effectiveness of melanoma classification in medical 
settings. 

VI. CONCLUSION AND FUTURE WORK 

Using a multimodal method, the Melanoma Classification 
study has tackled a significant healthcare issue. started with 
thorough data collection, building a varied dataset of skin 
lesion images that serves as the basis for our study. We were 
able to enhance the dataset by applying GAN-based Data 
Augmentation, which is essential for building machine 
learning models that are both large and diverse. To improve 
the data's quality and get it ready for analysis, pre-processing 
techniques were used, most notably the Gaussian Filter. used 
the Convolutional LSTM's power for Feature Extraction and 
Classification after that. This method makes use of the data's 
temporal and spatial relationships. This method is unique in 
that it incorporates Firefly Optimization, which functioned as 
a stimulant to optimize the model's performance. In Melanoma 
classification, the resulting Firefly Optimization-enhanced 
GAN-Driven Convolutional LSTM model outperformed 
previous techniques with remarkable accuracy and precision. 
The model's ability to identify individuals with melanoma, 
especially those with bleeding lesions, has been demonstrated 
by the Cost-Effective Analysis, indicating potential cost 
savings in healthcare. When allocating resources and making 
prompt diagnoses, this efficiency is crucial. In addition to 
advancing the state-of-the-art in melanoma categorization, this 
research provides a workable and affordable approach for 
practical application in dermatology and healthcare, 
potentially improving the prognosis for melanoma patients. 
Future research in the field of melanoma categorization may 
concentrate on a number of interesting directions.  Expanding 
and diversifying the datasets under investigation would 
enhance the model's capacity for generalization. Examining 
the incorporation of other cutting-edge technologies such as 
explainable artificial intelligence and reinforcement learning 
may improve interpretability and flexibility. Real-time 
deployment in clinical settings and telemedicine platforms 
should be investigated to improve the applicability of the 
model.  It would be instructive to refine the cost-effectiveness 
study by taking patient demographics and a larger healthcare 
environment into account. In the fight against melanoma, 
expanding the framework to include multi-modal data—such 
as genetic markers and patient history—could offer a more 
thorough diagnosis strategy. 
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