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Abstract—Bitcoin is the first and most famous 

cryptocurrency. It is a virtual currency that is operated in a 

decentralized form using cryptographic strategies called 

blockchains. Although it has experienced significant market 

acceptance by traders and investors in recent years, it also 

suffers from volatility and riskiness. Technical analysis is one of 

the most powerful tools used for trading signals’ allocation using 

some algorithmic strategies called technical indicators. In this 

research, a newly proposed multi-objectives decomposition-based 

particle swarm optimization algorithm is used to find the best 

parameter values for some technical indicators, which in turn 

generates the best trading signals for Bitcoin trading. In this 

context, three conflicting objectives have been used, i.e., the 

return on investment, the Sortino-ratio, and the number of 

trades. The proposed algorithm is compared to the original 

MOEA/D algorithm as well as the indicators using their original 

parameters. Results showed the superiority of the proposed 

algorithm during the training and testing periods over the other 

benchmarks. 

Keywords—Bitcoin; technical analysis; decomposition; particle 

swarm optimization; MOEA/D 

I. INTRODUCTION 

Unlike the well-known physical currencies such as dollars 
or euros, bitcoin is a sort of digital currency backed by 
cryptographic protocols called blockchains [1]. These 
cryptographic protocols facilitate secure online payment with 
no need for intermediaries. There exist significant fluctuations 
in the bitcoin prices every day which increases its volatility and 
raises the level of risk [2]. This volatility enormously affects 
the traders’ outcomes. So, powerful algorithms are always 
needed to help the traders and investors get the best returns 
with the minimum level of risk. 

The algorithmic trading strategies for cryptocurrencies can 
be classified into three different models, i.e., models based on 
machine learning, Portfolio Optimization (PO) models, and 
trading-strategies optimization models. 

Machine learning and deep learning are used in the 
literature as predictive models to forecast the future price 
patterns based on the analysis of historical market data [3], [4], 
[5], and [6]. 

PO in the context of cryptocurrencies entails selecting a 
combination of cryptocurrencies and determining the 
appropriate weights for each asset in order to achieve the 
desired portfolio characteristics. Depending on the preferences 
of the investor, the objective may be to maximize returns, 

minimize risk, or achieve a specific risk-return trade-off [7]. 
Portfolio optimization researches can be categorized into 
statistical models such as Modern Portfolio Theory (MPT) as 
found in [8], [7], and [9] and Multi-Objective Evolutionary 
Algorithms (MOEA) models such as [10], and [11]. 

The trading strategies optimization models mainly aim to 
allocate the optimal trading signals that enhance the trading 
outcomes. In study [12] a signal herding model is proposed in 
order to enhance the decision-making process. In study [13] the 
trading signals are generated based on the market tweets 
sentiments whereas in study [14], both time series analysis and 
social signals are used to produce tractable trading strategies. 

Trading signals generation or allocation can be  achieved 
using Technical Analysis (TA) based indicators. Although the 
optimization of the TA based trading-strategies was found in 
the literature for other types of markets such as physical 
currencies and stock markets, it was not found for 
cryptocurrencies. So, this research tries to cover the lack of this 
research point by proposing new optimized algorithmic 
trading-strategies for some Technical Indicators (TI). 

As can be seen previously, cryptocurrency trading can be 
considered as a Multi-objective Optimization (MO) problem. 
As it involves handling a set of conflicting objectives 
simultaneously such as maximizing the returns and the 
percentage of the profitable trades to the non-profitable ones, 
minimizing risks, the transaction costs, and the number of 
trades, etc. [15]. 

The MO problem is described as in Eq. (1) [16]: 

                        

subject to       

Such that:   is the variable or decision space, F:      is 
the objective space, where m is the total number of objectives. 
As there are multiple contradictions between the different 
objectives, there can never be a unique solution that satisfies all 
the objectives simultaneously but rather a set containing the 
whole non-dominated solutions referred to as Pareto Set (PS). 
Let   ,        , it can be said that    dominates    only if 

  
    

  for each             and   
 
   

 
 at least once for 

           . The set of the objective vectors corresponding 
to the points in the PS is called the Pareto Front (PF). 

MOEA based on Decomposition (MOEA/D) is one of the 
most simple and efficient techniques to solve MO problems. It 
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can efficiently find the best set of non-dominated solutions 
regardless of the increasing number of objectives [17], [18]. 
On the contrary, MOEA based on Pareto dominance can 
efficiently handle problems with lower number of objectives, 
however by increasing the number of objectives it can hardly 
cover the entire (PF) [18]. 

MOEA/D transforms the MO problem into a simple set of 
scalar sub-problems then, it solves each of them 
simultaneously and independently. This transformation is 
achieved with the help of two basic factors, i.e., aggregation or 
also called Scalarization Functions (SF) and a set of well-
selected weight vectors. These are the basic factors that control 
the performance of MOEA/D algorithms. 

New decomposition strategies were found in the literature 
either by proposing new SFs as in [19], and [20] or by using a 
combination of different SFs [21], and [22]. 

Some changes to the original weight generation mechanism 
that was originally proposed by Zhang [17] were also found in 
the literature such as MOEA/D-URAW [23], AWD-MOEA/D 
[24] and MOEA/D-AWG [25]. 

The MOEA/D algorithms were successfully applied to 
different application areas such as PO [11], [26], image 
segmentation [27], and network routing [28]. 

In this paper a new MO Particle Swarm Optimization 
Algorithm using Decomposition (MOPSO/D) is proposed for 
BTC trading signals’ allocation. The algorithm optimizes the 
original parameters of three of the most used TIs. A new 
weight generation strategy was also presented and used in 
order to further improve the performance of the algorithm. The 
proposed algorithm is compared to the original MOEA/D and 
the TIs with their original parameters based on three objectives, 
i.e., the return, the risk, and the number of trades. 

The rest of this paper will be organized as follows: In 
Section II, the trading signals allocation mechanisms are 
described. Section III shows the proposed algorithm, whereas 
Section IV presents the results and the conclusion in Section V. 

II. TRADING SIGNALS ALLOCATION MECHANISMS 

Cryptocurrencies are well-known for their extreme 
volatility, which refers to the huge and sudden price changes 
they encounter over short periods of time. This nature raises 
the riskiness level of such markets, making them hardly 
predictable. So, for the investors to get the benefits from 
crypto-market trading, there should be powerful algorithms 
that ensure the profitability and safety of their trading.  As seen 
in Fig. 1, the Bitcoin value started in 2017 at about 1,000 USD 
and has risen to 20,000 USD. Then, it dropped back again, up 
to 4,000 USD by 2019. 

TA tools (specifically the Technical Indicators TA) are 
frequently used by investors for their simplicity. They are used 
either as the basic trading strategies or as confirmation tools to 
generate and allocate the trading signals, i.e., buy and sell. For 
example, most PO tools basically depend on them in order to 
get their final trading decisions [29] and [30]. 

 

Fig. 1. The value of Bitcoin (BTC) in USD from 2017 to 2019. 

A. Technical Indicators (TIs) 

The TIs are mathematical formulations (equations) that are 
operated in an algorithmic manner. Each of these indicators has 
its own parameter combinations that controls its final 
performance [31]. The original values of these parameters are 
generated by their creators, however with more challenging 
markets such as the crypto market it could not always provide 
the required performance . The main objective of this study is 
to find the optimal set of parameters that helps allocating the 
best trading signals (buy and sell). 

Three TIs are considered in this study, i.e., Double 
Weighted Moving-Average (DWMA), Exponentially 
Smoothed Rate of Change (ES-RoC) and Stochastic Relative 
Strength Index (S-RSI). 

The DWMA indicator in [32] is one of the versions of 
Moving Average indicators (MAs). This type of indicators is 
used to generate an updated price average based on the selected 
time frame. The term double here means that the signals are 
generated based on the crossovers between two WMAs with 
different time frames. 

A buy signal is provided when the shorter WMA crosses from 

below to above the longer WMA and vice versa for the sell 

signal. The WMA is calculated as seen in Eq. (2), such that n is 

the number of days used for calculations and P refers to the 

daily prices. For example, P1 is the closing price for the first 

day of calculations and Pn.is the most recent price value at day 

n. The DWMA has two parameters n1 and n2 for the short and 

long WMAs consequently, such that the original parameters 

values are {20,50}. 

    
                                      

[       ]

 

 

The ES-RoC [31] indicator calculates the rate of change for 
the values of the Exponential MA (EMA) values over the past 
n days. The EMA is a type of MAs where the weighting for the 
days of calculations grows exponentially rather than the linear 
weighting as in WMA. The range of the outputs of this 
indicator is always in the range ±100. 

The signals are generated by crossing above or below the 
center line (which is zero in this case) for buy and sell signals 
in sequence without considering a definite overbought or 
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oversold level.  This indicator is mainly used to evaluate the 
strength of the upcoming trends. The ES-RoC is calculated as 
shown in Eq. (3), where EMAcurrent is the value of the EMA on 
the last day of calculation and EMAn is the value of the EMA 
n-days ago. 

In this study, two extra parameters, i.e., overbought and 
oversold levels are produced for trading signals generation. 
Rather than crossing above or below zero line, the buy and sell 
signals are generated by crossing through the oversold and 
overbought levels for buy and sell signals consequently. The 
original parameter values for ES-RoC are 14 and 20 days for 
the RoC and the EMA sequentially. 

       
                 

    
      

S-RSI [31] is a mixed indicator that applies the Stochastic-
Oscillator (SO) indicator to the RSI value. RSI is another 
indicator that analyses current price levels against those of the 
recent past. The output values lie in the range from 0 and 100 
that is used to identify the oversold and overbought levels. 

The signals are generated by the crossovers with these 
levels the same way as the ES-RoC. The value of S-RSI [31] is 
calculated as shown in Eq. (4). Such that n and t are the 
timespans for RSI and S-RSI in sequence. The original 
parameters of the S-RSI are 14 days for both n and t with an 
overbought level of 70 and oversold level of 30. 

      
                     

                     
    

               
   

  
           

           

  

B. Objective functions 

For the optimization process at hand, three conflicting 
objectives are selected. 

 The percentage Return on Investments (RoI): it 
evaluates the profitability of the investment strategy by 
comparing the investment net gain to the total 
investment costs as shown in Eq. (6). This is a 
maximization objective as the investors always aim to 
maximize their profits. 

    
         

                
      

 Sortino Ratio (SR): is a measure of the risk of 
investment. It is calculated as in Eq. (7), where       is 
the Standard Deviation (SD) of the returns that are 
below the average (the downward SD). The target here 
is to maximize the SR in order to minimize the risk. 

   
                 

  
   

 The number of trades: The target here is to get the 
minimum number of trades. 

III. THE PROPOSED ALGORITHM 

As mentioned before, the idea behind the decomposition-
based algorithms is to simplify the MO problem and convert it 
into a group of single objective SPs. This simplification is 

accomplished using the SF or aggregation function. Different 
scalarization approaches were found in the literature. Among 
the most recommended SFs due to its simplicity and 
adaptability to different types of problems is the Chebyshev 
approach [33]. As a result, a number of variants were proposed 
in the literature to enhance its performances. 

The Augmented Chebyshev (ACh) is one of the variants 
with an additional augmentation term that was proposed in 
order to improve the quality of the PF solutions and to discard 
the weak optimal solutions [34]. This is the one which is 
adopted in this research. 

The approximated PF of the MO problem represented in 
Eq. (1) can be obtained by simplifying it into simpler scalar SP. 

The objective function of the     SP is given as in Eq. (8). 

minimize 

       |                   
 
| 

         
   

      
   |   

 ∑ |        
 | 

       

Such that:          
    

      
    is the reference point, 

i.e.,   
           |     for       objectives and 

   
    is the nadir point, where   

              |    . 

The second part of the previous equation is the 
augmentation term, where   is the augmentation parameter 
which is a very small value such that   [          ] [35]. 

Each SP is assigned a separate weight vector, such that 
each vector has m elements one for each objective   
            , where each element value ≥ 0 and the 
summation of all elements equals 1. 

A neighborhood technique is utilized to optimize each SP 

based on its neighboring SPs.  The     SP neighborhood 
comprises the set of SPs that are with   distance from   , such 
that   represents the neighborhood size. The steps of the 
original MOEA/D can be found in [18]. 

The proposed algorithm (algorithm 1) aims to optimize the 
parameters of three algorithmic trading approaches over three 
challenging objective functions. In this research, a new 
MOPSO/D algorithm is implemented, where the algorithm 
starts by randomly generating the initial particles’ positions, 

velocities, such that,       and        are the current position 
and velocity of particle   at time   in sequence. In our 
application, the particles’ positions represent the indicators’ 
parameters. 

The PSO considers the interactions and movements of 
particles as a swarm to locate the optimal points in the search 
space. Over different iterations, the particles cluster into an 
ideal position in the search space by employing both 
exploration and exploitation.   The particles attempt to improve 
their position in the known beneficial regions by exploitation, 
while also exploring undiscovered regions of the feasible 
space. 

Both exploitation and exploration processes can be managed 
during the velocity update step. Such that the accelerators    
and    are used for the exploitation purposes, whereas.  The 
inertia component   is needed for exploration. 
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Algorithm 1: The proposed MOPSO/D algorithm for BTC 
trading 

Inputs: 

 BTC historical prices. 

   : The number of SPs. 

    The number of objectives. 

  : An initial set of weight vectors. 

   : The size of the neighborhood. 

 Empty External Archive (EA). 

 

Steps: 

1. Initialization: 

 Generate a swarm of particles       at random. 

 For each particle  , initiate the current position   . The 

personal and global best positions, i.e.,       
 

, and       
 

 

are initially set as   . 

 For each particle  , initialize the velocity   =0. 

 Initialize the reference point    and nadir point      

 Calculate the Euclidean distances for each couple of weight 
vectors. 

 Define the neighborhood of each particle   as,      
         , where             are the   closest weight 

vector to   . 

2. Update 

For (each iteration   =  1→     ), do 

For (each particle   = 1→  ), do 

 Calculate:     . 

 According to the       value, update       
  and       

 . 

 Update the reference and nadir points. 

 Update the velocity as: 

                      (      
 

       )

     (      
 

      ) 

where,   is the inertia component,    and    are two 
predefined constant accelerators,   , and    are two random 
variables   [0,1]. 

 Update the current position as: 

                       

 Apply mutation operator.  

 Update the EA. 

 End 

Update weight vectors W (algorithm 2). 

Update neighborhood     . 

End 

3. Return EA. 

 

For further exploration of the search space, a uniform 
mutation is added to the algorithm to enhance the diversity of 
the current algorithm; however the resultant particles after 
mutation are subjected to a repair process that ensures that the 
new particles positions are never worse than the previous ones. 
Finally, the nondominant solutions are returned in a final 
External Archive (EA). 

A. Weight Assignment 

As mentioned before, the weight assignment method plays 
a crucial role in influencing the search process of MOEA/D 
algorithms. The diversity or the distribution of the weight 
vectors affects the quality of the final solutions to a high 
degree. Similar or identical vectors generate poor solutions that 
could not efficiently cover the whole PF. 

The methods for generating weight vectors can be 
categorized as either uniform or random weight creation. 
Uniform weight creation involves constructing weights in 
repetitive patterns to guarantee the equitable distribution of 
vectors over the PF. 

In [17], Zhang introduced a structured or uniform weight 
distribution architecture, such that each weight vector  

{  
 

 
 
 

 
   

 

 
} , with H being a positive integer parameter used 

for regulation. The number of SPs or weight vectors   
      

    (  refers to the mathematical combinations). 

The uniform distribution is effective in problems with 
continuous PFs. Nevertheless, it is not suitable for problems 
with complicated or scattered PFs [36]. A further problem with 
uniform distribution is that it occasionally generates vectors 
that are similar or extremely near to each other, resulting in 
duplicate solutions. 

On the contrary, the random distribution of weights allows 
for a more comprehensive investigation of the search space, as 
it produces vectors that are not necessarily evenly distributed 
throughout the PF [18]. This, in turn, yields a range of 
distinctive and varied solutions since it generates vectors that 
are dissimilar from each other.   The drawback with randomly 
distributed weights is that there is no assurance that the 
resulting vectors can accurately represent the whole PF [18]. 

  Since the shape of the (PF) for real world problems is 
scattered and cannot be easily covered, finding the Pareto 
optimal points cannot be obtained by simple search strategies. 
To overcome this problem, an alternative scenario suggesting a 
Dual Weight assignment mechanism has been implemented 
denoted as (MOPSO/D-DW). 

As seen, both uniform and random assignments have their 
benefits and drawbacks. In this study, a new weight assignment 
method is developed to combine the benefits of both strategies 
into a single algorithm (Algorithm 2). 

The proposed strategy is a simple yet efficient. The main 
idea is to switch between the uniform and random generations 
over the different iterations. 

This process ensures keeping the whole PF covered through 
the uniform distribution iterations while hitting other random 
areas during the random iterations. In this case, the particles 
neighbors are recalculated during each iteration which 
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improves the particles experience through the search process 
improving both the diversity and convergence. 

Algorithm 2: Dual weight assignment algorithm 

Inputs: 

 H: A regulating integer parameter greater than zero. 

 m: The number of objectives. 

 iter: The number of iterations. 

Steps: 

1. Calculate the number of weight vectors        
    . 

 

2. Let U be a set of values in the range [0,1] with an increment of 

   . U =                  

3. Evaluate 

For (j=1→N), do 

 For (i=1→m), do 

   Generate a new non repeated weight vector   
 
, such 

that      and ∑      
   . 

   Append   
 

 to   , such that    is the set of all 

uniformly generated vectors. 

  End 

 End 

 

For (i=1→ iter), do 

 If (i %  2== 0), then 

 For (j=1→N), do 

   Generate a weight vector   
 
, with     randomly selected 

from [0,1] and ∑      
   . 

 

   Append   
 
 to W.  

  End  

 Else W     

 End  

 End  

4. Return W 

 

To summarize the optimization process in a more 
understandable way, the algorithmic trader first generates a set 
of random indicators’ parameters (particles positions) along 
with a collection of a uniformly generated weight vectors one 
for each particle. The particles positions are then assessed by 
applying the indicators parameters to the training data set and 
calculating the resultant values for each of the objectives.  

Moreover, a fitness aggregation technique in Eq. (8) is then 
employed to aggregate the three objectives. Based on the 
aggregated fitness value, the personal and global best positions 

are updated which in turn are used for updating both the 
velocities and positions of the particles. The algorithm 
continues till the maximum iterations and the final results (the 
best parameters) are obtained from the EA. These parameters 
are then tested on the testing data set. 

IV. EXPERIMENTAL RESULTS 

The proposed algorithm is used to find the optimal trading 
signals for (BTC versus USD) trading during the interval from 
3/1/2017 till 3/1/2019 which is considered as the training 
interval. The optimal set of parameters found during the search 
are tested upon the closing prices during the testing interval 
3/1/2019 till 3/1/2021. 

A. Evaluation Metrics 

An evaluation metric serves as an indicator or assessment 
of the quality of the solutions that have been developed.   
Multiple measures exist for evaluating MO algorithms, each 
designed to assess distinct characteristics  [37].   The 
convergence, diversity, and statistical measures are crucial 
assessment factors.   Various metrics have been discovered that 
assess either a single criterion or multiple criteria concurrently.   
The study included three distinct indicators: the Generational-
Distance (GD), the Hypervolume (HV), and the Average 
Fitness (AF). 

 The GD serves as a metric to quantify the distance 
between the produced non-dominated solutions (the 
estimated PF) and the actual or true PF [38].   In real-
world problems, it is possible to utilize a reference set 
derived from the collection of estimated PFs produced 
from all the search techniques under consideration.   
The lowest GD value indicates the proximity of the 
derived solution set to the true PF or reference set, and 
conversely, the higher the GD value, the more away the 
solution set is from the true Pareto Front [38]. 

 The HV indicator quantifies both the diversity and the 
convergence. It measures the m-dimensional volume of 
the objective space region, which is defined by the 
estimated PF and a reference point that is dominated by 
all solutions in the front [37]. 

 The AF is the average of the fitness values of the PF 
solutions found along a set of independent runs. 

B.  Parameter Settings 

The parameter settings are as follows: the swarm size N = 
351, the uniform weight regulating parameter H = 25. The total 
number of iterations is 150. The augmentation variable  = 
0.05. The mutation rate=0.15. A neighborhood size (T) = 20. 
For PSO parameters, the inertia component  =0.8, both 
constant accelerators    and    are set as 0.5. For the original 
MOEA/D, the crossover rate =0.8 and the other parameters are 
kept as before. 

The indicators parameters are as follows: the time spans for 
all the indicators   [3, 120] days. The ES-RoC over bought and 
sold levels range within ±10% from the center line. The S-RSI 
overbought level   [60, 90], while the oversold level    [10, 
40]. 
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C. Results 

To evaluate convergence and diversity of the solutions 
generated by the proposed algorithm (MOPSO/D-DW) against 
the original MOEA/D, each algorithm is evaluated over 10 
independent runs. The reported results in the following tables 
are the best and average values for each algorithm over these 
runs. 

Table I shows a comparison between the values of the best 
and average GDs obtained by both algorithms. The best results 
among the two alternatives are displayed in bold. Again, the 
best GDs are the lowest values. 

Table II shows a comparison between the best and average 
HVs obtained by the algorithms, where the best values (the 
higher values) are also shown in bold as before. 

As seen from the tables, the proposed MOPSO/D-DW 
algorithm showed the best values in terms of both metrics, i.e., 
GD and HV. The proposed strategy always showed lower GDs 
and higher HVs which ensures closer solutions to the true PF 
with the best distribution of solutions. 

To evaluate the efficiency of trading signals generated by 
the proposed algorithm, the AF of the obtained solutions over 
10 independent runs are compared against both the MOEA/D 
and the TIs using their original parameters. 

Due to the conflicts among the different objectives, the 
evaluation of the counterpart strategies is performed through a 
ranking methodology, such that each objective is ranked as 
compared to the same objective over the three counterpart 
strategies. The best rank is given a value of one, while the 
worst is given a rank of three. Finally, the total ranks obtained 

by each strategy are summed in order to evaluate its overall 
performance. 

Table III shows a comparison of the three trading 
strategies, i.e., the TIs using their original parameters, the 
MOEA/D and the proposed MOPSO/D-DW during training. 

TABLE I.  A COMPARISON OF THE BEST AND AVERAGE GD OBTAINED 

BY EACH ALGORITHM 

 
MOEA/D MOPSO/D-DW 

DWMA 
Best 1.40E-03 0.00E+00 

Average 2.53E-02 0.00E+00 

ES-RoC 
Best 5.91E-02 3.20E-03 

Average 7.83E-02 4.34E-03 

S-RSI 
Best 4.32E-01 1.73E-01 

Average 8.74E-01 2.95E-01 

TABLE II.  A COMPARISON OF THE BEST AND AVERAGE HV OBTAINED 

BY EACH ALGORITHM 

 
MOEA/D MOPSO/D-DW 

DWMA 
Best 9.09E-02 9.72E-02 

Average 5.98E-02 9.72E-02 

ES-RoC 
Best 2.00E-03 2.19E-02 

Average 1.54E-03 1.14E-02 

S-RSI 
Best 5.06E-02 2.91E-01 

Average 2.97E-02 2.64E-01 

 

TABLE III.  THE AF OBTAINED BY THE THREE TRADING STRATRGIES FOR EACH INDICATOR OVER 10 INDEPENDENT RUNS DURING TRAINING 

 

Original parameters MOEA/D MOPSO/D-DW 

RoI% SR Trades RoI% SR Trades RoI% SR Trades 

DWMA 
AF 518.49 0.87 10 559.91 0.88 5.92 704.18 1.08 7.41 

Rank 3 3 3 2 2 1 1 1 2 

ES-RoC 
AF -29.85 -0.07 7 102.19 5.03 1.46 264.27 7.3 2.44 

Rank 3 3 3 2 2 1 1 1 2 

S-RSI 
AF -75.6 -0.34 59 216.3 0.37 17.97 437.97 0.57 16.98 

Rank 3 3 3 2 2 2 1 1 1 

Total ranking 
 

27 
  

16 
  

11 
 

TABLE IV.  THE AF OBTAINED BY THE THREE TRADING STRATRGIES FOR EACH INDICATOR OVER 10 INDEPENDENT RUNS DURING TESTING 

 

Original parameters MOEA/D MOPSO/D-DW 

RoI% SR Trades RoI% SR Trades RoI% SR Trades 

DWMA 
AF 983.77 1.03 7 627.34 1.1 6.26 804.8 1.01 7.94 

Rank 1 1 2 3 3 1 2 2 3 

ES-RoC 
AF -4.29 0.02 50 72.76 0.16 20.06 76.63 0.28 22.65 

Rank 3 3 3 2 2 1 1 1 2 

S-RSI 
AF 25.17 0.42 50 87.58 1.68 0.63 203.11 2.05 1.01 

Rank 3 3 3 2 2 2 1 1 1 

Total ranking 
 

22 
  

18 
  

14 
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As seen from the table, the proposed MOPSO/D-DW 
algorithm could provide the best ranking followed by the 
MOEA/D with the TI’s original parameters are given the worst 
ranking. 

The same process is repeated in order to evaluate the 
benchmark methodologies during testing. As seen from Table 
IV, the proposed algorithm again provided the best ranking 
followed by MOEA/D. 

Fig. 2 shows the summation of the ranks obtained by the 
last tables during both training and testing for each of the 
algorithms. Again, the algorithm assigned the lowest sum of 
ranks is the best. As can be seen, the proposed algorithm could 
achieve the best ranking during both the periods under study. 

For further analysis, the best and median values obtained 
by the proposed algorithm are examined during both training 
and testing periods, such that the comparison is performed 
based on the average performance of each objective 
independently. In this case, the best obtainable RoI values for 
each indicator (i.e., DWMA, S-RoC, S-RSI) are averaged 
during both training and testing, and so on for the rest of the 
objectives. This process is repeated for the median value for 
each objective during both training and testing. The best and 
median values are compared to the original TIs in order to 
check the overall performance of the generated trading 
strategies in different ways, especially during the testing 
period, which is the main challenge. 

Fig. 3 shows the best and median RoI values obtained by 
the proposed algorithm MOPSO/D-DW over 10 runs during 
both training and testing compared to the original TI’s. As 
seen, during training, the best and median RoI values 
extremely exceed the indicators’ original parameters RoI. 
During testing, it can be noted that both the median and the 
original indicators’ parameters provide returns (RoI) that are 
close to each other, however, the median RoI of the proposed 
algorithm is still higher than the original parameters. 

Fig. 4 shows the best and median SR obtained by the 
proposed algorithm versus the original indicators during both 
training and testing. Again, SR is a measure of the risk with 
higher values indicate lower risk. It can be seen that, the 
proposed algorithm provides better SR in all cases. 

To figure out the effect of the selected parameters on the 
final trading signals in more detail, an example showing the 
difference between the effect of trading using the DWMA 
original parameters, i.e., 20-50 days and one of the generated 
solutions by the proposed algorithm, i.e., 18-38 days during the 
testing period for BTC, is clarified through Fig. 6 and Fig. 7 
consequently. 

Fig. 5 shows the best and median number of trades 
obtained during the two periods. In this case each buy-sell pair 
is considered as a single trade. As previously mentioned, lower 
values are always required as this in turn reduces the trading 
commissions. The proposed algorithm could also maintain the 
best number of trades in all the cases. 

 
Fig. 2. The final summation of the ranks generated by the three trading 

strategies. 

 
Fig. 3. The best and median RoI values obtained by the MOPSO/D-DW 

compared against the original TIs during both training and testing. 

 
Fig. 4. The best and median SR values obtained by the MOPSO/D-DW 

compared against the original TIs during both training and testing. 

 
Fig. 5. The best and median number of trades obtained by the MOPSO/D-

DW compared against the original TIs during both training and testing. 
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Fig. 6. The Crossovers between an 20-50-days DWMA indicator (the red line for the short WMA, whereas the blue line is for the long WMA) for BTC / USD 

trading (The buying and selling prices are highlighted in blue in each case). 

 

Fig. 7. The Crossovers between an 18-38-days DWMA indicator (the red line for the short WMA, whereas the blue line is for the long WMA) for BTC / USD 

trading (The buying and selling prices are highlighted in blue in each case). 

The figures show the set of generated signals, i.e., buy and 
sell, by each parameter combination, showing the buying and 
selling price in each case. As seen, both of the parameter sets 
provide a set of profitable trades during the period under study; 
however, the generated parameter combination in this case is 
more sensitive to market changes, providing more profitable 
trades. 

V. CONCLUSION 

Cryptocurrency, specifically Bitcoin (BTC), is a 
decentralized digital payment system that takes its name from 
the encryption mechanism used for verifying their digital 
transactions. As there is no need for traditional banking 
strategies, it attracted millions of traders all over the world. 
Crypto markets always suffer from instability or volatility 
which either yields to high returns or extremely harmful losses. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 11, 2023 

922 | P a g e  

www.ijacsa.thesai.org 

So, the study and analysis of the market is a major demand for 
investors to get the best returns with the least possible risks. 

In this research, a new algorithm is proposed to optimize 
the trading signals’ allocation strategies found in the literature 
named TIs. The algorithm proposes a new MOPSO/D that is 
based on a new dual weight assignment methodology 
MOPSO/D-DW. The algorithm is used to optimize three of the 
most famous and widely used TIs named DWMA, ES-RoC, 
and S-RSI. 

The algorithm is compared to the MOEA/D and the TIs 
with their original parameters based on three objectives. The 
RoI is used for the evaluation of the investment returns, the SR 
is used for risk evaluation and the third objective is a 
calculation of the total number of trades. Results showed that 
the proposed algorithm showed promising results in terms of 
all the evaluation metrics during the training and testing 
intervals. 

The problem with this optimization process is that the 
parameters that provide the best returns during the training 
period are not always the best during testing, but they still 
maintain good performance with high returns or at least no 
general losses. This is due to the extreme volatility found 
during both training and testing, such that the market shows a 
sideway performance during the testing period, with an 
extreme jump at the end of the period. For future research, a 
more complex normalization process could be tested instead of 
the linear normalization used in this research. The optimization 
process can be extended to more indicators and a large number 
of cryptocurrencies. The proposed dual weight-generation 
strategy could also be tested under different conditions. 
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