
(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 12, 2023 

133 | P a g e  

www.ijacsa.thesai.org 

A Comparative Study of Stemming Techniques on the 

Malay Text 

Rosmayati Mohemad, Nazratul Naziah Mohd Muhait, Noor Maizura Mohamad Noor, Nur Fadilla Akma Mamat 

Faculty of Ocean Engineering Technology and Informatics, Universiti Malaysia Terengganu, 

21030 Kuala Nerus, Terengganu, Malaysia  

 

 
Abstract—Text stemming, an essential preprocessing step in 

the development of Natural Language Processing (NLP) 

applications, involves the transformation of various word forms 

into their root words. Stemming plays a critical role in 

decreasing the volume of text, thereby enhancing the efficiency of 

various computational tasks such as information retrieval, text 

classification, and text clustering. Stemming is a rule-based 

approach. On the other hand, it frequently suffers affixation 

errors that result in under-stemming, over-stemming, or both, as 

well as unstemmed or spelling exceptions. Every language has 

different stemming techniques, and among the most well-known 

Malay stemming algorithms are the Othman and Ahmad 

algorithms. Therefore, this study aims to compare the 

performance of the stemming errors between the Othman and 

Ahmad algorithms in stemming Malay text, particularly on two 

different domains of textual datasets, which are the course 

summaries of the education domain and housebreaking crime 

reports of the crime domain. The Othman algorithm presents a 

set of 121 stemming rules (set A). In the meantime, Ahmad's 

algorithm proposes two distinct sets of stemming rules, 

comprising 432 (set B) and 561 rules (set C), respectively. Based 

on the experiment results with 100 course summaries, the Ahmad 

algorithm (Set B) obtained a higher accuracy rate of 93.61%. The 

second highest is the Ahmad algorithm (Set C) with 93.53%. The 

Othman algorithm achieved the lowest accuracy with 86.04% 

compared to the other two algorithms. Meanwhile, findings from 

the experiment with 100 housebreaking crime reports show 

similar results, with the Ahmad algorithm (Set C) achieving the 

highest stemming accuracy of approximately 93.80% and the 

Othman algorithm producing the lowest stemming accuracy 

(83.09%). The result indicates that stemming accuracy is 

consistent across different types of datasets. 

Keywords—Algorithm; ahmad algorithm; malay language; 

othman algorithm; rule-based; stemming; stemmer 

I. INTRODUCTION  

Due to the explosive growth of textual information that has 
continuously been generated from electronic media over the 
past ten years, text analytics has received a lot of attention and 
research [1], [2]. Text analytics, sometimes called text mining, 
is the integration of linguistic, computational statistics, and 
computer science techniques [3]. The research on text analytics 
has been conducted in a variety of languages, including 
English [4], Arabic [5], Russian [6], Indian [7], Chinese [8], 
and Thailand [9] to solve various problems in text 
classification, text clustering, sentiment analysis, and topic 
modeling. Text analytics have a significant impact on data 
science [10], [11]. The significant contribution of text analytics 
in terms of providing enriched and structured datasets that 

enable in-depth analysis. This has led researchers to explore 
various text mining techniques, which involve the extraction of 
valuable information and insights from unstructured textual 
data. Unstructured textual information requires preprocessing, 
involving the removal of irrelevant terms, before it can be used 
in text analytics tasks. Preprocessing is important for 
decreasing data sparsity, reducing data dimensionality, 
increasing the quantity of captured semantic information, and 
ensuring data consistency [12]. The common steps in text 
preprocessing are tokenization (splitting text into words or 
phrases), stop word removal, and stemming [13], [14]. 
Working with a large volume of dimensional text could 
negatively affect the performance of text analytics. Therefore, 
stemming is critical for improving the effectiveness of text 
analytics. 

Stemming is one of the basic and essential steps in text 
preprocessing. It is a natural language processing (NLP) 
technique used to match the numerous inflectional and 
derivational morphological forms of a word to its stem or root 
word. For example, stemming matches the words maintaining, 
maintained, and maintenance to their root word, maintain. 
Meanwhile, stemmers are the programs that do stemming [15]. 
In Malay, there are seven-word patterns: affixation, 
reduplication, compounding, blending, clipping, abbreviation, 
and borrowing [16]. Malay morphology is recognised for 
having extremely complex morphological features that are used 
to construct different word patterns. For instance, the addition 
of the prefix "pe" to the root word "makan" (eat) results in the 
word "pemakan" (eater), thereby modifying the meaning of the 
root word. Thus, it is crucial to understand the morphological 
structure of the Malay language to reduce derived words into 
their respective root words. 

NLP employs various stemming approaches such as rule-
based, dictionary-based, statistical-based, and hybrid 
stemming. The best approach is determined by the language 
involved and the nature of the textual dataset. The stemming 
strategy of rule-based affix elimination is used in this paper, 
which eliminates the prefix, suffix, and circumfix infix. 
Othman [17] and Ahmad [18] algorithms are the most 
pioneering rule-based Malay stemmers. Even though there are 
plenty of rule-based stemming approaches for Malay that have 
been improved by the previous researchers since then, they still 
suffer from affixation errors, including over-stemming, under-
stemming, unchanged, and spelling exceptions [19], [20], [21]. 
The major causes of this stemming error are the affix removal 
method, the similarity of the root word with the affixation 
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word, and exception rules in prefixation and confixation 
[22],[23].  

The quality of stemming algorithms is typically measured 
by how accurately they map the variant forms of a word to the 
same stem. In addition, the presence of diverse morphological 
structures within a textual dataset, the proper use of appropriate 
vocabularies, and the word patterns in the textual datasets also 
play a significant role in contributing to the accuracy of 
stemming. To the best of our knowledge, there is limited study 
on the comparative analysis of stemming algorithms for Malay. 
The most recent works were published in [24] and [25]. 
However, the purpose of this paper is not to discuss any 
improvements in terms of the morphological rules of Malays 
languages. Nevertheless, the purpose of this research is to 
determine the degree to which the abundance and consistency 
of precise vocabulary and grammar usage in the textual dataset 
influence the efficacy of the stemming procedure. Therefore, 
the objective of this study is to conduct a comparative analysis 
of the Othman and Ahmad algorithms in terms of their 
effectiveness in stemming textual data from two distinct 
domains: education and crime. The analysis of the error rate in 
stemming and the accuracy of performance for different textual 
datasets are performed. The analysis is conducted utilising the 
121 rules of the Othman algorithm, referred to as set A, as well 
as the Ahmad algorithm for both set B (comprising 432 rules) 
and set C (comprising 561 rules). A total of 100 Malay 
documents for each domain is randomly selected in order to 
assess the performance of this study. The best result was 
obtained by the Ahmad algorithm for both datasets, with a 
stemming accuracy of 93.61% for the education dataset and 
93.80% for the crime dataset. Meanwhile, the Othman 
algorithm attains a stemming accuracy of 86.04% for the 
education dataset and 83.09% for the crime dataset.   

This paper is organised into five sections. Section II 
discusses the related works on the existing Malay word 
stemmer. Meanwhile, Section III describes the research 
methodology used to compare Malay stemming algorithms. 
Section IV presents the experiment's results and discussion. 
Finally, Section V concludes the paper by summarising the 
main achievements and making future recommendations. 

II. RELATED WORK 

This section discusses a selection of recent studies on 
Malay stemming algorithms that have employed a rule-based 
affix elimination approach, which involves the removal of 
prefixes, suffixes, circumfixes, and infixes. A prefix is a type 
of affix that is attached to the beginning of a root word, while a 
suffix is a specific type of affix that is appended to the last 
position of a root word. In the realm of linguistics, it is worth 
noting that a linguistic element known as a circumfix, or more 
formally referred to as a prefix-suffix, is an affix that is 
comprised of two parts. Both of these parts are strategically 
positioned, with one located at the beginning of the root word, 
while the other is attached to the end of the root word. An infix 
is a type of affix that is inserted in the middle of a root word. 

The most pioneering stemmer for Malay is the Othman 
algorithm, which was proposed in 1993 [22]. This algorithm 
makes use of Kamus Dewan 1991, a Malaysian dictionary. The 
use of the dictionary facilitates the identification of the root 

word after the removal of the affixes, provided that the affixes 
are matched to the stemming rules. By using the pattern 
matching rules, the affixes of the word are eliminated once the 
rule is matched. However, this stemmer has caused over-
stemming errors because it does not consider searching for the 
word in the dictionary before performing the stemming 
process. Following this, Ahmad et al. [23] proposed a modified 
version of the Othman algorithm, known as the Ahmad 
algorithm, in which the algorithm considers dictionary lookups 
before proceeding to the stemming process and improves the 
order of applied morphological rules. In addition to enhancing 
stemming performance, two sets of new rules are developed, 
each consisting of 432 rules and 561 rules. This algorithm, 
which uses the rule application order, has been performed on 
two datasets of ten chapters of the Quran and 10 research 
abstracts. A series of empirical experiments are run, and the 
results reveal that the best order for rule-based affix 
elimination is prefix, circumfix, suffix, and infix, whereas the 
Ahmad algorithm produces a better performance compared to 
the Othman algorithm.  

Meanwhile, Sankupellay & Valliapan [24] developed the 
Mangalam algorithm, where they adopted the Porter stemming 
algorithm to stem Malay documents. Although the Porter 
stemmer is commonly used to stem English words, the 
algorithm is adaptable to handle dual words, or “kata ganda" 
from Malay documents. The Porter stemmer was successfully 
adopted in stemming Indonesian text [25]. The stemmer used a 
root word dictionary to validate the four categories of affixes, 
including inflection particles, possessive pronouns, derivation 
suffixes, and derivation prefixes. Some of the studies 
conducted by Rosid et al. [26] used the Sastrawi library in their 
studies to examine the comparison of stemming result against 
Tala porter stemmer. Tala porter stemmer was developed by 
Fadilah Z. Tala in 2003 using five steps in Porter stemmer by 
imitating how words are derived and inflected [27].  This study 
used 50 of the Indonesian student complaint documents. The 
findings of the study indicate that employing the Sastrawi 
dictionary yields superior results in comparison to utilising the 
Tala Porter dictionary. The result shows 92% accuracy when 
they used the Sastrawi dictionary, and 82% when they just used 
the Tala Porter stemmer. The processing speed for Sastrawi 
libraries is faster than Tala Porter with 0.6 seconds compared 
to 241.6 seconds for Tala Porter. 

III. RESEARCH METHODOLOGY 

The overall framework of research methodology in this 
study is depicted in Fig. 1. There are three main phases, 
including textual data collection, text preprocessing, and 
performance evaluation.  

A. Phase 1: Textual Data Collection 

This study makes use of textual datasets from the following 
two primary domains: education and housebreaking crime. The 
first textual dataset employed in this study consists of a 
compilation of course summaries in the Malay language. 
Meanwhile, the second dataset comprises a collection of 
housebreaking crime reports ranging from 2010 to 2013, also 
in the Malay language. The two datasets were obtained from a 
higher education institution and the Royal Malaysia Police 
Department, and they are both closed domain datasets. Table I 
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shows the detailed descriptions of both textual datasets. For the 
purposes of this study, a sample of 100 course summaries and 
100 housebreaking crime reports was randomly chosen and 
stored in Excel format. The collection of 100 documents of 
course summaries comprises a cumulative total of 5,520 words, 

whereas the set of 100 housebreaking crime reports contains a 
total of 3,530 words. The range of word lengths observed in the 
course summaries documents spans from 24 to 135 words, 
while the housebreaking crime reports consist of approximately 
22 to 155 words. 

 

Fig. 1. Framework of research methodology.

TABLE I. DETAILS DESCRIPTION OF TEXTUAL DATASET FOR 

EDUCATION AND HOUSEBREAKING CRIME DOMAIN 

Domain 
Number of 

Documents 

Total Number 

of Words 

Range of Word 

Lengths 

Education 100 5520 24-135 

Housebreaking 

Crime 
100 3530 22-155 

B. Phase 2: Text Preprocessing 

The text processing phase contains several steps, such as 
tokenization, transform cases, stop word removal, and 
stemming. These steps are essential to reducing the noise of the 
words in the raw dataset. It is crucial to reduce the document's 
feature size before proceeding to the next computational task. 
Tokenization processes are splitting the sentence or paragraph 
into single words, while transform cases are the process of 
converting all words to lowercase. A stop word refers to a 
word that is highly prevalent and frequently occurs in both 
written and spoken language but does not contribute significant 
semantic meaning to the overall document. Examples of stop 
words include prepositions, conjunctions, numbers, and 
punctuation marks. In Malay, examples of stop words are “di” 
(at), “ke” (to), “dengan” (with), and “dari” (from). In this 
experimental study, a total of 323 stop words were identified 
and subsequently employed to eliminate unnecessary words 
from the dataset. Table II presents a list of 100 stop words that 
were utilised in the context of this research. 

TABLE II. AN EXAMPLE OF LIST OF STOP WORDS IN MALAY LANGUAGE 

List of Stop Words 

ada seandainya kalau apa-apa sekitar 

inikah agar sebelumnya katakan atau 

sampai janganlah allah segala kepadaku 

adakah sebab kami apabila selain 

inilah akan sebenarnya ke ataukah 

sana jika amat sehingga kepada 

adakan sebagai kamikah apakah selalu 

itu aku secara kecuali ataupun 

sangat jikalau antara sejak kepadamu 

adalah keatas kamipun apapun selama 

itukah akulah sedang kelak bagaimana 

sangatlah jua antaramu sekalian kepadanya 

adanya sebanyak kamu atas diatas 

itulah akupun sedangkan kembali di 

saya juapun antaranya sekalipun samping 

adapun sebelum kamukah atasmu seluruh 

jadi al sedikit kemudian bagi 

se juga apa sekarang kerana 

agak dari kamupun atasnya seluruhnya 

jangan alangkah sedikitpun kepada bagimu 

Malaysian 

Dictionary 

Stemming 

Stop Word Removal 

TEXTUAL DATA 

COLLECTIONS 

Tokenization 

Transform Cases 

TEXT 

PREPROCESSING 

Othman 

Algorithm 

Ahmad 

Algorithm 

PERFORMANCE 

EVALUATION 

Stemming Accuracy 

 

Stemming Error 
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The subsequent procedure involves the execution of the 
stemming process. Comparative experiments were conducted 
to evaluate the effectiveness of the Othman and Ahmad 
algorithms for stemming. Both algorithms are being 
implemented using the Java programming language. Fig. 2 
depicts the Othman algorithm, while Fig. 3 depicts the Ahmad 
algorithm. The algorithms are combined with the proposed 
rules, with Othman employing 121 stemming rules (Set A) and 
Ahmad employing 432 (Set B) and 561 (Set C) stemming 
rules, respectively. Three distinct programmes have been 
developed to represent different sets of rules, in particular 
Othman Stemmer (Set A), Ahmad Stemmer (Set B), and 
Ahmad Stemmer (Set C). Meanwhile, six separate series of 
experiments were conducted to stem two different textual 
datasets from the education and housebreaking crime domains. 
The resulting stem words were stored in Excel files. The 
Malaysian dictionary used in this study consists of a collection 
of root words obtained from the Kamus Dewan Edisi Keempat. 

Step-1: If there are no more words then stop, otherwise get the next word. 
Step-2: If there are no more rules then accept the word as a root word and go 

to Step-1, otherwise get the next rule. 
Step-3: Check the given pattern of the rule with the word: If the system finds 

a match, apply the rule to the word to get a stem word. 
Step-4: Check the stem word against the dictionary; perform any necessary 

recoding and recheck the dictionary. 

Step-5: If the stem word appears in the dictionary, then this stem word is the 
root of the word and go to Step-1. Otherwise go to Step-2. 

Fig. 2. Othman algorithm [23]. 

Step-1: Find the next word till the last word. 

Step-2: Check the word in the dictionary; if the word appears in dictionary, it 
is the root word and return to Step 1. 

Step 3: Get the next rule; if no further rules are available, the word are root 

word and return to Step 1. 
Step 4: Apply the rule to the word to get a stem word. 

Step 5: Check the dictionary and recode for prefix spelling exceptions. 

Step 6: If the stem word appears in the dictionary, it is root word and proceed 
to Step 1; otherwise go to Step 7. 

Step 7: Examine the stem from Step 4 for spelling variations in the dictionary. 

Step 8: If the word stem appears in the dictionary, it is root word and proceed 
to Step 1; otherwise go to Step 9. 

Step 9: Check the dictionary and recode for suffix spelling exceptions. 

Step 10: If the stem word appears in the dictionary, it is root word and 
proceed to Step 1; otherwise go to Step 3. 

Fig. 3. Ahmad algorithm [23]. 

C. Performance Evaluation 

After a series of experiments is run, the stemming result is 
collected for measuring the algorithm's performance. The 
performance value that has been considered in this study is the 
analysis of stemming errors, word stemming accuracy 
measurement, and processing speed. The analysis of stemming 
errors involves the examination of various types of errors, such 
as over-stemming, under-stemming, unstemmed words, and 
spelling exception errors. These errors have a negative impact 
on the efficacy of stemming algorithms. Over-stemming occurs 
when a larger portion of a word is cut off than is necessary, 
resulting in the incorrect reduction of an inappropriate stem 
word. As an example, the word “memakan” (eating) needs to 
be stemmed into “makan” (eat), but then the result gives only 
“mak” (mother) after stemming. Under-stemming, meanwhile, 

happens when the smaller portion of the word is stemmed into 
the inappropriate stem word. For instance, the word “pengadu” 
(informer) should be stemmed into “adu” (inform), but the 
result gives “gadu” (trigonostemon longifolius). For 
unstemmed words, there are no changes in the derivative word 
before stemming or after stemming. Spelling exceptions occur 
when a word is chopped off from the accurate affixes, resulting 
in the formation of different root words. For example, the word 
“pengawal” (guard) is stemmed into “gawal” (confuse) instead 
of “kawal” (control). The other category for stemming errors 
refers to results other than these four types. 

Meanwhile, for measuring the stemming accuracy, The 
equation below depicts the formula. Correctly stemmed words 
are calculated by conducting a comparison with the manually 
stemmed data and the root word as listed in the Malaysian 
dictionary, Kamus Dewan Edisi Keempat. 

         
                               

                                                
       

In regard to processing speed, the duration is measured 
subsequent to the completion of the stemming process. The 
experiment was conducted utilising the Java Programming 
language within the NetBeans Integrated Development 
Environment, Version 12.0. The stemmer programme is 
executed on a desktop computer equipped with an Intel(R) 
Core(TM) i7-10700 CPU @ 2.90GHz 2.90 GHz processor and 
16 GB of DDR3 memory. 

IV. RESULT AND DISCUSSION 

This section discusses the results of the experiments and the 
evaluation of the stemming process. 

A. Analysis of the Stemming Errors 

Despite the ongoing encouragement for the development of 
the Malay stemmer, there are still several challenges that need 
to be addressed. The analysis of stemming errors involves the 
examination of various types of errors, such as over-stemming, 
under-stemming, unstemmed words, and incorrect stemming.   

Table III provides a summary of the total number of stop 
words that were eliminated from the education dataset and the 
housebreaking crime dataset. The implementation of the stop 
word removal process resulted in the elimination of 1,555 
insignificant words in total from a corpus consisting of 100 
course summaries. In the context of analysing 100 
housebreaking crime reports, there are 864 frequently 
occurring words with no significant meaning that were 
eliminated. The stop word removal process results in a total 
word count of 3,965 for the course summaries dataset, while 
the housebreaking crime dataset retains 2,486 words.  

TABLE III. A SUMMARY OF THE TOTAL NUMBER OF ELIMINATED WORDS 

AFTER STOP WORD REMOVAL 

Textual Dataset 
Number of 

Removed Words 

Total Number 

of Remaining 

Words 

Course Summaries 1555 3965 

Housebreaking Crime Reports 864 2486 
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Meanwhile, a comparative analysis of stemming errors 
generated by the Othman and Ahmad algorithms is presented 
in Table IV. Experiments are conducted in six series, with Set 
A containing 121 rules for the Othman algorithm, Set B 
containing 432 rules, and Set C containing 561 rules for the 
Ahmad algorithm. By using a collection of course summaries 
as the dataset in the education domain, the Othman algorithm 
correctly stems 1,582 words and identifies 1,643 root words. 
The Ahmad algorithm with Set B rules correctly stems 1,529 
words, while the Ahmad algorithm with Set C rules correctly 
stems 1,526 words. In contrast to the Othman algorithm, which 
manages to identify only 1,643 root words, the Ahmad 
algorithm detects 1,959 root words for both sets. The Ahmad 
algorithm yields a higher number of under-stemmed words 
within the range of 168 to 174 in comparison to the Othman 
algorithm, which yields 130 under-stemmed words. In contrast, 
the Othman algorithm demonstrates a higher frequency of 
over-stemming errors, with 366 over-stemmed words, in 
comparison to the Ahmad algorithm, with 45 and 54 over-
stemmed words for Set B and Set C, respectively. Meanwhile, 
the number of spelling exception errors generated by the 

Ahmad algorithm is greater in comparison to the Othman 
algorithm. Irrelevant words refer to root words that are not 
listed in the dictionary.  

On the other hand, for the housebreaking crime dataset of 
the crime domain, the Othman and Ahmad algorithms for Set 
B and Set C achieve within the range of 736 to 737 words, 
where the difference between the two algorithms is not 
significantly different. However, with regard to root word 
identification, the Ahmad algorithm successfully detects 1,531 
root words for Set B and Set C, while the Othman algorithm 
only detects 1,273 root words. In the context of under-
stemming errors, the Ahmad algorithm yields a total of 113 
under-stemmed words, which is higher than the count of 110 
under-stemmed words produced by the Othman algorithm. In 
the meantime, the Othman algorithm also produced 285 over-
stemmed words, which is higher than the Ahmad algorithm, 
which produced within the range of 21 to 22 over-stemmed 
words for both Set B and Set C. Meanwhile, the spelling 
exceptions generated by the Othman and Ahmad algorithms 
are within the range of 14 to 16 words. 

TABLE IV. SUMMARY OF STEMMING ERRORS PRODUCED BY OTHMAN AND AHMAD ALGORITHMS FOR 100 COURSE SUMMARIES AND 100 HOUSEBREAKING 

CRIME REPORTS 

Algorithms Othman Algorithm (SET A) Ahmad Algorithm (Set B) Ahmad Algorithm (Set C) 

Dataset Domain Education Crime Education Crime Education Crime 

 # % # % # % # % # % # % 

Correct 
Stemming 

1582 39.90% 736 29.61% 1529 38.56% 736 29.61% 1526 38.49% 737 29.65% 

No stemming, 

root word 
1643 41.44% 1273 51.21% 1959 49.41% 1531 61.58% 1959 49.08% 1531 61.58% 

Under-
stemming 

130 3.28% 110 4.42% 174 4.39% 113 4.55% 168 4.24% 113 4.55% 

Over-stemming 366 9.23% 285 11.46% 45 1.13% 22 0.88% 54 1.36% 21 0.84% 

Spelling 

exceptions 
5 0.13% 14 0.56% 19 0.48% 16 0.64% 19 0.48% 16 0.64% 

Irrelevant 

Words 
239 6.03% 68 2.74% 239 6.03% 68 2.74% 239 6.03% 68 2.74% 

 

When these two distinct dataset domains are compared, it is 
discovered that the Othman algorithm outperforms the Ahmad 
algorithm in correctly stemming 39.66% of the words in the 
education dataset. In contrast, the Ahmad algorithm has a 
higher success rate of 29.65% in correctly stemming words 
from the crime dataset compared to the Othman algorithm. The 
aforementioned contrast finding indicates that the efficacy of 
the stemming process is influenced not only by the variety of 
morphological rules, but also by the extent of vocabulary 
richness present in the datasets, which has the potential to 
impact the accuracy of stemming.  Meanwhile, the Ahmad 
algorithm demonstrates superior performance in root word 
identification for the education and crime datasets, with 
respective efficiencies of 49.08% to 49.41% and 61.58%. This 
observation aligns with the technique employed by Ahmad's 
algorithm, wherein the search process is conducted on the 
dictionary prior to the application of the stemming rules. 

In the context of under-stemming errors, the Ahmad 
algorithm for Set B produces higher under-stemmed words, 
which is around 4.39% for the education domain and 4.55% for 
the crime domain. These percentages represent the ratio of 
under-stemmed words to the overall count of words remaining 

subsequent to the elimination of stop words. This is the result 
of employing a dictionary lookup function, which verifies the 
existence of the root word in the stemmed word even after it 
has been stemmed by a single rule. In the situation where the 
stemmed word is present in the dictionary, the evaluation 
against subsequent stemming rules stops, and the word is 
deemed a root word. Meanwhile, the Othman algorithm 
produces a higher frequency of over-stemming errors, which is 
around 9.46% for the education dataset and 11.46% for the 
crime domain. This demonstrates that the diversity of 
morphological rules is crucial for reducing over-stemming 
errors in the Malay language, which has a complex 
morphological structure due to the presence of affixes. 

B. Stemming Acuracy  

The accuracy of stemming performance is assessed by 
computing the ratio of correctly stemmed words to the sum of 
correctly and incorrectly stemmed words. Correctly stemmed 
words are recognised as the word that has been truncated to the 
appropriate root word and the word that has been correctly 
identified as the root word. On the other hand, words that have 
been incorrectly stemmed are classified as either under-
stemmed, over-stemmed, or words with spelling exceptions. 
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Table V and Fig. 4 present a comparative analysis of the 
performance accuracy achieved by the Othman and Ahmad 
algorithms in the domains of education and crime.  The Ahmad 
algorithm with Set B rules, when applied to the education 
dataset consisting of 100 course summaries, demonstrates the 
highest level of accuracy in stemming performance, achieving 
a rate of 93.61%. This accuracy rate is only marginally 
different from the Ahmad algorithm with Set C rules, which 
achieves a rate of 93.53%. In contrast, the Othman algorithm 
yields the least accurate results, approximately 86.04%. 

In the context of a crime dataset consisting of 100 
housebreaking crime reports, the Ahmad algorithm, when 
employing Set C rules, achieves the highest level of accuracy 
in stemming performance, with a rate of 93.80%. However, the 
difference in stemming accuracy achieved by implementing Set 
B rules is minimal, with a mere 0.04% variation. Meanwhile, 
the Othman algorithm exhibits a comparatively lower level of 
accuracy, measuring at 83.09%. 

TABLE V. COMPARATIVE ANALYSIS OF ACCURACY PERFORMANCE FOR OTHMAN ALGORITHM AND AHMAD ALGORITHM 

Algorithms 

Education Domain Crime Domain 

Correctly stemmed 

words Incorrectly 

stemmed 

words 

Correctly 

stemmed 

words + 

Incorrectly 

stemmed 

words 

Accuracy 

(%) 

Correctly stemmed 

words 
Incorrectly 

stemmed 

words 

Correctly 

stemmed 

words + 

Incorrectly 

stemmed 

words 

Accuracy 

(%) 
Correct 

stemmed 

word 

Correct 

root word 

identified 

Correct 

stemmed 

word 

Correct 

root word 

identified 

Othman Algorithm 
(SET A) 

1572 1633 520 3725 86.04% 736 1273 409 2418 83.09% 

Ahmad Algorithm 

(SET B) 
1529 1959 238 3726 93.61% 736 1531 151 2418 93.76% 

Ahmad Algorithm 
(SET C) 

1526 1959 241 3726 93.53% 737 1531 150 2418 93.80% 

 

 
Fig. 4. Stemming accuracy for othman algorithm and ahmad algorithm. 

The Ahmad algorithm consistently exhibits superior 
accuracy in stemming performance when compared to the 
Othman algorithm, irrespective of the nature of the datasets 
used. The findings show that the variants of morphological 
rules and the dictionary lookup approach are significantly 
contributing to the overall stemming accuracy. 

V. CONCLUSION  

The purpose of this study is to perform a comparative 
analysis of the stemming performance of the Ahmad and 
Othman algorithms, two prominent and pioneering Malay 
stemming algorithms, on housebreaking crime reports. The 
Ahmad algorithm has the greatest stemming accuracy rate, 
indicating that it is extremely unreliable for producing stem 
words across all dataset domains. The insignificant difference 
in stemming accuracy when Set B, which consists of 432 rules, 
and Set C that contains 561 rules, are implemented in the 
Ahmad algorithm indicates that the 432 rules are sufficiently 
significant to yield favourable outcomes, whether for stemming 

the dataset in the domain of education or crime. This is evident 
from the stemming accuracy results, which indicate a 
difference of approximately 0.08% and 0.04% between these 
two sets of rules applied to the education data and crime data 
set, respectively. Meanwhile, the dataset comprising textual 
records of housebreaking crime reports exhibits a substantial 
presence of root words, thereby requiring less effort for 
stemming operations. The performance of stemming accuracy 
is significantly impacted by this factor, as the quantity of root 
words present in the dataset directly correlates with the number 
of correctly stemmed words. There is a decreased probability 
of stemming errors occurring when fewer stemming operations 
are necessary. In addition, a restricted vocabulary range, and a 
notable prevalence of word repetition in the textual dataset also 
contribute to the stemming result. Henceforth, a thorough 
assessment of the functionalities of these two algorithms may 
be extended to encompass additional textual datasets that are 
more vocabulary-rich. 
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