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Abstract—The task of deploying an energy-conscious wireless 

sensor networks (WSNs) is challenging. One of the most effective 

methods for conserving WSNs energy is clustering. The deployed 

sensors are divided into groups by the clustering algorithm, and 

each group's cluster head (CH) is chosen to gather and combine 

data from other sensors in the group. Mobile Wireless Sensor 

Networks, which enable moving the sink node, aid in reducing 

energy consumption. Thus, this paper introduces an energy 

efficient clustering algorithm and optimized path for a mobile 

sink using a swarm intelligence algorithms. The Chaotic Grey 

Wolf Optimization (CGWO) approach is used to form clusters 

and identify CHs. While utilizing the Slime Mould Algorithm 

(SMA) for determining the shortest path between a mobile sink 

and CHs. The effectiveness of the suggested routing strategy is 

evaluated against that of other current, cutting-edge protocols. 

The findings demonstrate that in terms of overall energy 

consumption and network lifetime, the suggested algorithm 

performs better than others. While for stability period the 

proposed algorithm outperforms three of compared algorithms 

and was close to the fourth.  

Keywords—Wireless sensor network; clustering algorithm; grey 

wolf optimizer; slime mould algorithm; mobile sink 

I. INTRODUCTION 

Mobile Wireless Sensor Networks (MWSNs) enable the 
movement of entities within a network, functioning as sensor 
nodes or sinks through mechanisms like wheels, humans, 
animals, or robots [1, 2]. MWSNs offer a solution to the 
hotspot problem often encountered in traditional Wireless 
Sensor Networks (WSNs). In a hotspot scenario, sensor nodes 
situated near a sink used as a relay tend to deplete their energy 
rapidly, as the sink increases the communication load on these 
nearby sensors [1]. MWSNs find applications in various 
domains, including but not limited to the military, industrial 
monitoring, habitat observation, healthcare, home networks, 
disaster management, and security [3]. These applications 
encompass fire detection systems in forests, battlefield 
surveillance, traffic monitoring, smart homes and hospitals, 
pollution control, rescue missions [4] and oil well monitoring.  

Clustering algorithms play a crucial role in reducing energy 
consumption within WSNs. These algorithms partition the 
sensor nodes into distinct groups or clusters, with each group 
having a designated cluster head (CH) responsible for 
coordinating communications between its members and the 

sink. Clustering can be implemented through various 
approaches, such as distributed, centralized, or hybrid methods 
[5]. Sensors consume a significant amount of energy due to 
their tasks, which include environmental sensing, data 
transmission, mobility, cluster head (CH) selection, and 
frequent cluster formation [6]. Additionally, energy demands 
increase with larger data sizes and greater distances between 
sensors and the sink.  

Numerous algorithms have been proposed to mitigate 
energy consumption, with clustering being a widely adopted 
approach. Clustering involves selecting CHs and forming 
clusters to reduce the number of sensors communicating 
directly with the sink, thus optimizing communication. 
Therefore, the process of CH selection is pivotal in clustering. 
Recent research [6, 7] has explored the use of intelligent swarm 
algorithms to aid in CH selection, such as ant, firefly, and Grey 
Wolf Optimization (GWO) algorithms. 

This paper investigates the reduction of energy 
consumption in MWSNs by introducing an enhanced 
clustering algorithm and optimizing the path for a mobile sink 
using a swarm intelligence algorithm. Specifically, it employs 
the Chaotic Grey Wolf Optimization (CGWO) algorithm [8] 
for CH selection and the Slime Mould Algorithm (SMA) [9] to 
determine the shortest path between a mobile sink and CHs to 
reduce energy dissipation, and hence extends the WSN‟s life 
cycle.  

The proposed algorithm has the following contributions: 

 Employing the CGWO algorithm as a clustering 
mechanism in MWSNs which to the best of our 
knowledge has not been investigated up to now in this 
field. 

 Utilizing the SMA algorithm for sink node route 
determination in MWSNs has not been well studied up 
to now, and this study aims to fill this gap.  

 The results of the proposed algorithm are compared to 
those of four other state-of-the-art algorithms GWO 
[10], ACO [11], FA [12], and PSO [13]. in terms of 
several performance metrics such as network lifetime, 
stability period, and total consumed energy.  

The rest of this paper is structured in five sections. Section 
II presents the related work. Section III provides the 
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mathematical models for GWO, the enhanced CGWO and 
Slim Mould Optimization algorithms. Section IV describes the 
network model and the methodology followed to develop the 
proposed algorithm. Section V illustrates the simulation results 
indicating the performance evaluation of the proposed 
protocol. Finally, Section VI sums up the paper and figure out 
future directions. 

II. RELATED WORK 

A. Clustering Algorithms 

This section reviews the state-of-the-art clustering 
algorithms that were recently used in MWSN. The earliest 
clustering algorithms for WSNs fell into the category of 
traditional clustering algorithms. These methods employed 
straightforward techniques for constructing clusters and 
selecting CHs. In essence, traditional methods designated CHs 
without the use of sophisticated, intelligent approaches [7]. An 
example of this approach is the Low Energy Adaptive 
Clustering Hierarchy (LEACH) [14] protocol.  

Authors of [15] presented a heterogeneous clustering 
algorithm with multiple mobile data collectors (MDCs) to 
extend the network‟s lifespan. This algorithm selected CHs 
using a probability equation based on factors such as energy 
levels. The MDCs employed the Expectation-Maximization 
(EM) method to determine optimal paths for CHs based on 
their positions and energy levels. It demonstrated superior 
performance, particularly in small areas. 

Authors of [11] introduced an enhanced clustering 
algorithm that employed multiple mobile sinks to improve 
energy efficiency. This enhanced clustering method 
incorporated the highest residual energy of sensors as a metric 
for CH selection, thereby enhancing the traditional LEACH 
[14] protocol. Mobile sinks utilized the Ant Colony 
Optimization (ACO) algorithm to identify optimal paths to 
CHs. Their algorithm defeated the LEACH, Particle Swarm 
Optimization (PSO), and Genetic Algorithm (GA) in terms of 
network lifetime and energy consumption. 

The authors of [16] proposed inter- and intra-clustering 
methods to optimize the movements of mobile sinks and 
conserve energy. The inter-clustering method involved 
calculating the sojourn time of mobile sinks in clusters, while 
the intra-clustering method determined the sojourn locations of 
mobile sinks within clusters. CHs were selected based on 
proximity to the cluster centre, the highest residual energy was 
also considered in subsequent CH selections. Their proposed 
algorithm outperformed the Energy-Efficient PSO-Based 
Routing algorithm with Mobile Sink (EPMS) and Two-Tier 
Data Dissemination (TTDD) algorithms in terms of inter-
cluster movement.  

Recent research papers [7, 17, and 18] have employed 
optimized clustering algorithms to enhance the network‟s 
lifetime. These optimized clustering algorithms leverage 
Computational Intelligence (CI) methodologies, encompassing 
fuzzy logic, swarm intelligence, Genetic Algorithms (GA), and 
petri nets. 

In study [19] researchers introduced an algorithm for 
extending network lifetime and reducing transmission delays. 

A distributed fuzzy clustering algorithm was used to select 
CHs. The distributed fuzzy clustering algorithm integrated 
seven regular components of a fuzzy system into two elements. 
The first element characterized sensors based on their 
remaining energy, the number of neighbours, and distances 
from neighbours. The second element determined sensor and 
mobile gateway positions, considering factors such as the 
number of mobile gateways and distances to nearby and distant 
mobile gateways. 

In research [20], authors proposed a fuzzy logic-based 
algorithm for the clustering process and employed multiple 
mobile sinks to reduce energy consumption in MWSNs. The 
fuzzy logic algorithm initially selected temporary CHs and 
then chose the final CHs from this group based on criteria 
including distances to the nearest Rendezvous Node (RN), 
remaining energy, and calculated cluster densities. The sensor 
areas were divided into regions, each served by a mobile sink. 
These mobile sinks collected data from the RNs and final CHs 
using a smart trajectory. Their results showed significant 
improvement in terms of first node dead, the time at which half 
of the nodes were still operational (HNA), and the total 
remaining energy (TRE). 

The Particle Swarm Method [21, 22] is a type of swarm 
intelligence algorithm inspired by the food-searching strategies 
employed by animal flocks. It divides the swarm into groups, 
each following a distinct path [21]. Within each group, 
particles iteratively explore and update information to find the 
best positions while communicating with others. 

In study [23] researchers proposed an enhanced fitness 
function for the Unequal Clustering PSO (UC-PSO) and 
Hybrid K-Means Clustering PSO (KC-PSO) algorithms. These 
improvements aimed to enhance energy efficiency and 
determine the optimal number of clusters and CHs. The new 
fitness function selected CHs based on factors such as 
mobility, residual energy, neighbour connectivity, and distance 
to the BS. While the KC-PSO algorithm employed UC-PSO in 
the CH selection process, it utilized a different cluster 
formation approach. Their results demonstrated that the KC-
PSO algorithm outperformed the UC-PSO and LEACH 
algorithms. 

Another example of swarm intelligence algorithms is the 
Firefly Method [12]. It is used for selecting CHs and 
introduced a mobile sink to enhance the network‟s lifetime. CH 
selection parameters included residual energy, node-to-node 
distances, and distances from nodes to the sink. The proposed 
method demonstrated superior performance compared to 
LEACH, Amend LEACH (A-LEACH), and GA-Based 
LEACH (LEACH-GA) methods. Additionally, it outperformed 
the Mobile Sink Improved Energy-Efficient PEGASIS-Based 
Routing Protocol and Mobile Sink-Based Adaptive Immune 
Energy-Efficient Clustering Protocol (MSIEEP) algorithms in 
terms of network lifespan, node residual energy, packet drop 
ratio (PDR), and packet delays. 

The GWO method emulates the social hierarchy observed 
in grey wolf packs, consisting of alpha, beta, delta, and omega 
wolves [24]. Researcher in [25] introduced a layered and 
clustered structure based on the GWO method aimed at 
optimizing energy consumption. 
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TABLE I. COMPARISON OF STATE-OF-THE-ART CLUSTERING ALGORITHMS  

Ref. Mobility 
Clustering 

Method/Size 1 

Cluster Head 

Selection Alg. 

Cluster Head Selection 

Parameters 2 

Simulation 

Platform 
Performance Metrics 

[11] Sink Dist./dynamic Traditional - Residual energy MATLAB 

- Network lifetime 

- Energy consumption 

- Average packet loss ratio 

[12] Sink Cent./dynamic Firefly 

- The residual energy 
- Distance concerning a node and 

other nodes 

- Distance from a node to the sink 

MATLAB 

- Network lifespan 
- Residual energy of nodes 

- Packet drop ratio 

- Packet delay 

[13] Sink Cent./dynamic Traditional 

Based on the non-probability 
Method: 

- The number of neighbours 

- The rate at which packets are 
received 

 

MATLAB 

- Number of rendezvous points 

- Average memory utilization 

- Number of hops 
- Packet loss rate 

- Standard deviation 

- Throughput 
- Energy consumption 

[15] Sink Dist./dynamic Traditional - Highest energy MATLAB 

- Number of cluster heads 

- Network lifetime 
- Stability period 

- Throughput 

[16] Sink Dist./dynamic Traditional 
- The centre of a cluster 

- Residual energy 

OMNet ++ 

Simulator 

- Network lifetime 

- Residual energy 

[19] Sink Dist./dynamic Fuzzy Logic 

- The remaining energy 

- The number of neighbours 

- The distance to neighbours 
- The position of a sensor and 

mobile gateways 

- The number of mobile gateways 
- The distance between a sensor and 

near and distant mobile gateways 

OMNet ++ 

Simulator 

- Number of dead sensor nodes 
- Average remaining energy 

- Delay in sending packets from the 

sensor to the base station 

[20] Sink Dist./dynamic Fuzzy Logic 

- The distance to the closest 

rendezvous node 
- The remaining energy 

- The density 

MATLAB 

- First node failed 

- Nodes still operational 

- Total remaining energy 

[22] Sink Cent./dynamic Particle Swarm 
- The remaining energy 

- Centre of the cluster 
NA 

- Network lifetime 
- Amount of packet delivery 

- Energy consumption 

- Average delivery delay 

[23] All Nodes Cent./dynamic Particle Swarm 

- Mobility 

- Residual energy 

- Neighbours 
- Distance from the cluster head to 

the base station 

NS2 

Simulator 

- Number of clusters formed 
- Network lifetime 

- Total energy consumption 

- Packet delivery ratio 

[25] All Nodes Dist./dynamic 
Grey Wolf 

Optimization 

- Residual energy 

- RSSI 
- PRR 

MATLAB 

-Network lifetime 

- Energy consumption 
- Throughput 

[26] Sink Dist./dynamic Traditional 

- Remaining energy 

- Distance 
- Data rate 

MATLAB 

- Network lifetime 

- Energy consumption 
- Throughput 

[27] Sink Dist./dynamic Traditional 
- Residual energy 
- The ID of a sensor 

NS2 
Simulator 

-Number of active nodes 

-Average residual energy 

-Total energy consumption 

[28] Sink Dist./dynamic Traditional 

- Residual energy 

- Distance between cluster head and 

mobile sink 

MATLAB 
- Network lifetime 
- Energy consumption 

[29] Sink Dist./dynamic Traditional 
- The centre of a cluster 

- Residual energy 

Not 

Mentioned 

- Network lifetime 
- Energy consumption 

- Packet delivery 

[30] Sink Cent./dynamic Traditional 
-The centre of a cluster 
- Residual energy 

NS2 
Simulator 

- Number of alive nodes 
- Number of delivered packets 

[31] Sink Dist./dynamic Traditional 
- Residual energy 

- Distance 
MATLAB 

- Network lifetime 

 
1 Cent: Centralized, and Dist: Distributed 

2 Based on weighted probability: 

This layered structure consisted of four tiers: alpha, beta, 
delta, and omega, with the alpha tier being the closest to the 
static BS. In this context, mobile sensors were analogous to 
grey wolves, and alpha wolves assumed the role of CHs. CHs 

were chosen using game theory principles, considering factors 
such as residual energy, Received Signal Strength Indexes 
(RSSIs), and Packet Reception Ratios (PRRs). Performance 
metrics encompassed network lifetime, energy consumption, 
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and throughput. The presented method had better throughput. 
The results clearly demonstrated that the proposed method 
outperformed the LEACH protocol. Finally, Table I offers a 
comparative review of surveyed clustering algorithms 
indicating the platforms used and other parameters.  

B. Wireless Sensor Nodes Mobility 

Sink mobility contributes to energy conservation by 
allowing the sink to move. Path determination is a significant 
contributor to the energy consumption of WSN. Hence many 
researchers presented different methods for establishing energy 
efficient path between nodes [32]. Sink mobility allows for the 
movement of the sink, and there are three methods for selecting 
a path between the sink and nodes [2]: random, controlled, and 
predictable.  

First, the easiest way is the random path technique. In the 
random path method, the mobile sink moves randomly to 
gather data from sensors [2]. This technique is used in [19, 26]. 
Second way of moving the sink node is the controlled path 
method. In the controlled path method, the mobile sink moves 
strategically within areas that meet certain constraints, such as 
high residual energy, the number of neighbors, and the number 
of hops.  

Authors of [15] introduced a controlled adaptive mobility 
model using an EM algorithm. This algorithm assists the sink 
in collecting data from CHs with the lowest residual energy 
first. While in study [11] they implemented a controlled path 
based on the ACO algorithm. Authors of [29] also introduced a 
controlled route based on improved ACO, considering a 
distance heuristic factor to enhance its effect on the next node 
and improve global search ability.  

Authors of [16] utilized a controlled trajectory determined 
by the GA. In [20] they presented a mobile sink that calculates 
the optimal trajectory by dividing the area of interest into 16 
equal parts and considering the average remaining energy of 
each part. The mobile sink then follows a smart path based on 
RPs. Researchers of [13] employed the PSO algorithm to 
determine the path of the mobile sink to CHs. In [33] they 
presented another technique that integrated ACO and A* 
algorithms for finding the best energy efficient route between 
CHs and a base station. 

Third way of sink movement is the predictable path. In the 
predictable path method, the mobile sink follows a predefined 
route to specific relay or data collector nodes responsible for 
gathering data from sensor nodes and transmitting it to the 
mobile sink [2]. Authors of [12] introduced a mobile sink that 
selects its path by dividing the network into four or eight areas 
and moves to each part using the centroid of the CHs. While 
[27] used a predictable trajectory. Authors of [28] used a 
predetermined route depending on the angular velocity. 

III. TECHNICAL BACKGROUND 

This section provides the mathematical models for Grey 
Wolf Optimization (GWO), the enhanced Chaotic GWO and 
Slim Mould Optimization algorithms.  

A. Original GWO 

The original GWO algorithm, introduced by [34], draws 
inspiration from the cooperative hunting and social hierarchy 
of grey wolves to tackle optimization problems. The core 
concept of the GWO algorithm involves locating a target, or 
“prey”, by mimicking the leadership hierarchy of grey wolves. 
The inspiration is in the cooperative hunting and social 
hierarchy of grey wolves.  

Grey wolves organize themselves into a dominant social 
hierarchy, featuring alpha, beta, delta, and omega wolves. The 
alpha wolves occupy the top tier of this hierarchy, where they 
make decisions regarding hunting and habitat selection. The 
beta wolves comprise the second tier and have the authority to 
issue commands to the delta and omega wolves. Delta wolves, 
in turn, follow the directives of the alpha and beta wolves and 
oversee the omega wolves. Ultimately, the omega wolves 
obediently follow the commands of all other members of the 
pack. 

The population-based meta-heuristic method known as 
"grey wolf optimization" (GWO) mimics the natural hunting 
strategy and leadership structure of grey wolves. The GWO 
hunting process consists of several key phases: 

 Tracking, chasing, and approaching the prey. 

 Pursuing, encircling, and harassing the prey until it 
stops moving. 

 Attacking the prey. 

1) GWO mathematical model: The GWO algorithm [24, 

34] considers the fittest solution as the alpha (α). As a result, 

the second and third-best solutions are designated as beta (β) 

and delta (δ), respectively. The remaining candidate solutions 

are assumed to be omega (ω). α, β, and δ guide the hunting 

process, with the ω wolves following these three leaders. 

a) Encircling prey: Mathematically, grey wolves 

enclose and surround their prey as follows [34]: 

 ⃗⃗  | ⃗   ⃗⃗  ( )   ⃗⃗ ( )|   (1) 

 ⃗⃗ (   )   ⃗⃗  ( )   ⃗⃗   ⃗⃗    (2) 

where,  ⃗⃗  indicates the distance between prey and wolf, 

t corresponds to the present iteration,  ⃗⃗ ( )  is the current 

position of the wolf, and  ⃗⃗  ( ) is the position of the prey. ⃗⃗  and 

 ⃗  are coefficient-vectors,  ⃗⃗   is the vector‟s location of the 

prey, and X is the vector‟s location of a grey wolf. vectors   ⃗⃗  

and  ⃗  can be computed as follows: 

 ⃗⃗     ⃗       ⃗ ,           ⃗         (3) 

where,     and     are random vectors in range of [0,1], and 
the components of  ⃗  are reduced linearly from 2 down to 0 
throughout repeated iterations. 

b) Hunting: The algorithm keeps the first three best 

solutions alpha α, beta β, and delta δ and obliges the omega ω 

wolves to adjust their positions based on positions of wolves 

α, β, and δ. Eq. (4) to Eq. (6) indicates how the distances from 
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α, β, and δ wolves ( ⃗⃗  ,  ⃗⃗   and   ⃗⃗  ) to each of the lasting 

wolfs, using positions α, β, and δ wolves (   ,     and     ) and 

the position of lasting wolves(  ): 

 ⃗⃗   | ⃗    ⃗⃗    ⃗⃗ |,  ⃗⃗   | ⃗    ⃗⃗    ⃗⃗ | (4) 

 ⃗⃗   | ⃗    ⃗⃗    ⃗⃗ | 

 ⃗⃗    ⃗⃗    ⃗⃗   ( ⃗⃗  )  ⃗⃗    ⃗⃗    ⃗⃗   ( ⃗⃗  )  (5) 

 ⃗⃗    ⃗⃗    ⃗⃗   ( ⃗⃗  ) 

 ⃗⃗ (   )  
 ⃗⃗    ⃗⃗    ⃗⃗  

 
  (6) 

c) Attacking prey: In study [34] Grey wolves conclude 

the hunt by attacking the prey when it stops moving. The 

GWO algorithm models approaching the prey mathematically 

by decreasing the value of    ⃗⃗⃗   and narrowing the fluctuation 

range of    where |A|<1 force the wolves to attack the prey ( 

exploitation). 

d) Deletion: The search is based on the positions of the 

alpha, beta, and delta grey wolves. Grey wolves diverge from 

each other to search for prey and converge to attack prey. In 

the mathematical model of divergence, the GWO algorithm 

employs    where |A| > 1 to compel the search agents to 

diverge from the prey. The    vector contains random values in 

[0, 2], providing random weights for prey. This stochastic 

weighting either emphasizes (when C > 1) or deemphasizes 

(when C < 1) the attack. It reflects the effect of obstacles to 

approaching prey in nature. Depending on the position of a 

wolf, it can randomly assign weight to the prey, making it 

harder or easier for wolves to reach it. 

B. Chaotic GWO 

CGWO algorithm utilizes a varying number of wolves, 
which are regarded as leaders during each iteration. Rodrigues 
(2021) [8] proposed the use of a chaotic variable to determine 
the number of leaders in the pack during each iteration. To 
calculate the number of leader wolves for each iteration, the 
following formula is employed: 

 ( )  ⌈
   ( )

 
⌉   (7) 

The number of leader wolves n(t) in each iteration ranges 
between 1 and half of the population size. The author used the 
Celling function for n(t) to round the result to the next integer. 
Here, M represents the number of wolves in the pack, z(t) is a 
chaotic variable within the interval [0,1] [8, 35]. In contrast to 
the way of updating the position of individual wolves in GWO 
described by Eq. (6), in CGWO the author utilized Eq. (8).  

 (   )  
∑   
 ( )
   

 ( )
,      ( )        (8) 

where, Xj(t) represents the position of the wolf with the j-th 
best fitness value in iteration t, Aj is a random vector computed 
according to Eq. (4), (3) and    is calculated using the 

following equation: 

   |     ( )   |  (9) 

where, X is the current position of the wolf, and Cj is a 
random vector calculated according to Eq. (3). 

Chaotic maps [8] represent the chaotic function, often 
referred to as an orbit. An orbit is an iterative function that 
generates a sequence of values in each iteration. The 
characteristics of an orbit are its aperiodic nature, boundedness 
(chaotic variables have upper and lower limits), and sensitivity 
to initial conditions. 

The CGWO algorithm, in contrast to GWO, incorporates a 
chaotic sequence to determine a varying number of leaders in 
each iteration. This approach enhances the CGWO algorithm‟s 
diversification capability and strikes a balance between 
diversification and intensification capabilities, which is crucial 
for the optimization algorithm‟s overall performance. By 
involving a larger number of wolves as leaders, candidate 
solutions that are not near the optimal solution contribute to 
guiding the search process. In [8] nine chaotic maps are 
investigated. 

C. Slim Mould Optimization Algorithm 

The slime mould organism relies on creating an 
interconnected venous network to seek out food sources, 
allowing it to generate optimal paths for reaching food [9]. The 
SMA algorithm has two phases: 

1) Approach food: The organic matter in slime mould 

seeks food, surrounds it, and secretes enzymes to digest it. The 

slime mould navigates towards a food source using a 

mathematical expression designed to mimic its contraction 

behavior as follows: 

 (   )⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗   {
  ( )⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗     ⃗⃗⃗⃗  ( ⃗⃗⃗    ( )⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗     ( )⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  )     

  ⃗⃗  ⃗   ( )⃗⃗⃗⃗⃗⃗⃗⃗     
      (10) 

where,    ⃗⃗⃗⃗  ⃗ is a parameter with a range of [    ] ,   ⃗⃗  ⃗ 
decreases linearly from 1 to 0.    indicates the current 

iteration,   ⃗⃗ ⃗⃗  ⃗ denotes the individual location with the highest 

odour concentration currently found,  ⃗⃗  indicates the location of 

the slime mould,   ⃗⃗ ⃗⃗   and   ⃗⃗ ⃗⃗   indicate two individuals randomly 

selected from the swarm, and  ⃗⃗⃗  indicates the weight of the 
slime mould. P is computed as follow: 

      | ( )    |  (11) 

where,          ,  ( )  denotes the fitness of  ⃗⃗  and    

indicates the best fitness obtained in all iterations.   ⃗⃗⃗⃗  is 
computed as: 

  ⃗⃗⃗⃗  [    ],           ( (
 

      
)   )      (12) 

where, max_t indicates the maximum number of iterations. 

 ⃗⃗⃗  is calculated as: 

 (  ( ))⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗  {
       (

    ( )

     
  )             

       (
    ( )

     
  )         

, (13) 

       ( ) 
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Where condition denotes that S(i) ranks in the first half of 
the population, r represents a random value within the interval 
[0,1], bF stands for the optimal fitness obtained in the current 
iterative process, wF indicates the worst fitness value obtained 
in the current iterative process, and SI represents the sequence 
of fitness values sorted in ascending order. 

2) Wrap food: It mimics the contraction mode of the 

venous tissue structure of slime mould during its search for 

food. As the concentration of food encountered by the vein 

increases, the bio-oscillator generates stronger waves, 

resulting in faster cytoplasmic flow and thickening of the vein 

[9]. The slime mould updates its location using the following 

mathematical formula: 

  ⃗⃗⃗⃗  {

     (     )                         

  ( )⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗     ⃗⃗⃗⃗  (    ( )⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗     ( )⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  )               

  ⃗⃗  ⃗   ( )⃗⃗⃗⃗⃗⃗⃗⃗                                                              

(14) 

where, LB and UB represent the lower and upper 
boundaries of the search range, while      and   denote 
random values in the range [0,1]. The constant z is set to 0.03. 

3) Osillation: Slime mould relies on a biological oscillator 

to generate propagating waves that alter the flow of cytoplasm 

within its veins, allowing it to position itself more effectively 

in areas of higher food concentration. The vector value 

  ⃗⃗⃗⃗  randomly oscillates within the range of [    ]  and 

gradually approaches 0 with increasing iterations. Similarly, 

the vector value   ⃗⃗⃗⃗  oscillates within the range of [–1,1] and 

tends to 0 eventually [9]. Using the SMA algorithm, the 

mobile sink chooses the shortest path between itself and the 

CHs to collect sensed data. 

IV. METHODOLOGY 

This section dives into the design and implementation of 
the proposed algorithm. The proposed algorithm consists of 
two phases: cluster construction and path formation for a 
mobile sink. It combines the CGWO algorithm for the 
selection of CHs and the SMA for determining the shortest 
route between a mobile sink and the CHs. 

A. WSN Model 

The wireless sensor network model considered in this paper 
has the following assumptions: 

 The network model is synchronous. 

 All nodes are stationary but the mobile sink station.  

 All nodes have the same initial battery capacity and can 
perform the same functions.  

 Each sensor node is identified with a unique identifier.  

 The links are symmetric.  

 The distance between sensor nodes can be calculated 
based on received signal strength indicator (RSSI).   

B. Cluster Structure Phase 

The main functions of this phase are electing CHs using the 
CGWO algorithm and associating sensor nodes with respective 
CHs to form clusters. 

The sensor nodes are randomly deployed in a region, and a 
mobile sink is located in the center of the network. Initially, the 
sensor nodes send their locations and remaining energy to a 
mobile sink. Then, the mobile sink selects the CHs based on 
the fitness function of the CGWO algorithm. The clusters have 
the following properties: 

 Centralized clustering formation method: The mobile 
sink utilizes the CGWO algorithm to select CHs. 

 Fixed cluster count: It specifies a fixed number of 
clusters, which is ten clusters in each round. 

 Variable cluster size: The number of cluster members is 
not fixed in each round. 

 Intra-cluster topology: The proposed algorithm relies on 
single hops to connect cluster members to their 
respective CHs. 

 Inter-CH connectivity: The proposed algorithm 
establishes direct connections from CHs to the mobile 
sink. 

This article introduced a new fitness function that relies on 
the following parameters for selecting CHs:  

 Remaining energy of the CH. 

 The CH‟s membership count. 

 Euclidean distance from a mobile sink to a CH. 

 CH centrality. 

The fitness function for sensor node i is calculated as 
follows: 

 ( )     ( )   (   )  ( )  (15) 

  ( )     ( )     (  )   (16) 

  ( )   [  (    )]
      ( )  (17) 

where, a is a scaling factor with a value from 0.1 to 0.9, Ff 
is the fundamental fitness function, and Fu represents the non-
fundamental fitness function.  

The fundamental fitness function (Ff) calculates the sensor 
node‟s members (Sm) and its remaining energy (Re). Sm 
signifies the number of connecting nodes to a particular node 
within its transmission range, while Re is the ratio of the 
remaining energy to the initial energy of the node.  

The non-fundamental fitness function (Fu) computes the 
Euclidean distance (Eu) and sensor centrality (Cs). Eu calculates 
the Euclidean distance from sensor i to the mobile sink Ms, 
while Cs determines the sensor node‟s centrality among its 
neighbors.  

The sensor‟s members (Sm) is computed as follows: 

 ( )   ∑          (18) 
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where, W is the wireless sensor network, bij = 1 means that 
distributed sensor i is connected to the distributed sensor j; 
otherwise, bij = 0. 

Algorithm 1: Cluster Formation Algorithm 

A. Initialize WSN parameters: Area, number of nodes, initial mobile sink 
position (50,50), … etc. 

Input:  

Number of alive nodes 
Number of packs Pi 

Number of cluster heads in a pack: 10% of the total number of alive 

sensor nodes randomly. 

Output:  
Cluster heads  

B. Cluster head selection using CGWO algorithm. 
1. Initialize the population Xi, choose 10% of sensor nodes as cluster 

heads in a pack from alive nodes randomly.   

2. Initialize a = 2. 
3. Initialize vectors A and C. 

4. Initialize the Tent chaotic map. 

5. Compute the fitness value of each wolf according to Eq. (15). 

6. Define the number of leaders n(t) according to Eq. (7). 

7. For j = 1 : n(t) do 

8.       Compute Dj according to Eq. (9). 
9.       Compute Xv according to Eq. (8). 

10.  End for. 

11. While t < maximum number of iterations do 
12.        For each wolf i do 

13.               Update its position X(t+1) according to Eq. (8). 

14.        End for. 
15.        Update a, A, C, and n(t). 

16.        Compute the new fitness value of each wolf. 

17.        For j = 1 : n(t) do 
18.             Compute Dj according to Eq. (9). 

19.             Compute Xv according to Eq. (8). 

20.        End for 

21.        Increment the iteration number (t = t + 1). 

22. End while 

23. Return the best solution (i.e. cluster head) 

24.  CH = Set of sensor nodes in Pi. 

End Algorithm. 

 

The sensor‟s members (Cs) is computed as follows: 

  ( )   
(   )

∑    
 
   

   (19) 

where, N is the number of sensors and d represents the 
shortest distance from sensor i to sensor j. 

The remaining energy of sensor node (Re) is computed as 
follows: 

   
 

∑ (    )
 
   

   (20) 

where, m is the total number of CHs, lj is the number of 
sensor nodes in cluster j, and ECHj is the current energy of 
CHj, 1 ≤ j ≤ m. 

The Euclidean distance (Eu) is computed as follows is 
computed as follows: 

   ∑ (
 

  
   (      ))

 
     (21) 

where, dis(CHj, Ms) signifies the distance between CHj and 
Ms. 

Based on the experimental investigations, this paper 
employs the tent function Eq. (22) for the chaotic map function 
and set „a‟ to 0.2 in the fitness function to achieve superior 
outcomes. 

 (   )  (
 ( )    ⁄         ( )     

(   ( ))    ⁄       ( )   
 (22) 

In this study, the sensor nodes will transmit their locations 
and remaining energy to the mobile sink. Subsequently, the 
mobile sink will select CHs using the CGWO algorithm as 
described in Algorithm 1. Following this selection, the sensor 
nodes will align themselves with their respective CHs and 
begin transmitting the sensed data. 

C. Path Formation Phase 

Following the election of CHs, the mobile sink employs the 
SMA algorithm to move towards the nearest CH, followed by 
the second closest CH, and so forth, for data collection. This 
algorithm exerts control over the movement of the mobile sink. 

Algorithm 2: Mobile Sink Path Formation Algorithm 

1. Input: Number of cluster heads which is determined by the Algorithm 

1 

2. Output: The slime mould position = the mobile sink position 

3. Initialize the population size = number of cluster heads. 

4. Initialize the positions of the slime mould positions. 

5. While t                do 

6.         Calculate the fitness of all the slime moulds by Eq. (23). 

7.         Update bestFitness, xb. 

8.         Calculate the W by Eq. (13). 

9.         For each search portion do 

                        Update p, vp, vc. 

                        Update positions by Eq. (14). 

10.         End For  

11. t = t + 1. 

12. End while 

13. Return best Fitness, xb = the mobile sink position.  

A new fitness function is proposed for determining the path 
between a mobile sink and CHs. The following equation 
calculates the path distance (D) travelled by the mobile sink 
(MS): 

 (  )     (      )   ∑   (         )

   

   

 

     (      )    (23) 

where, ch is the number of CHs, ch1 is the nearest CH to 
the mobile sink MS, che is the farthest CH, and dis(      ) 
indicates the distance between CHs or between a CH and an 
MS. The MS begins its journey from an initial position, visits all 
CHs, and returns to the starting point.  

Algorithm 2 outlines the steps involved in constructing the 
mobile sink‟s route using the SMA algorithm. 

D. Energy Consumption Model 

This paper utilizes the first-order radio model as the energy 
consumption model for both sending and receiving data, as 
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proposed by [36]. This model incorporates both the free space 
(fs) and multi-path fading (mp) models and is contingent on the 
distance between the sender and receiver. When the distance is 
less than the threshold value d0, the authors employ the free 
space (fs) model. Otherwise, the authors switch to the multi-
path (mp) model. The energy consumption for transmitting an 
𝑙-bit message over a distance d is calculated as follows: 

   (   )  {
             

               
             

               
  (24) 

where, ETx represents the total energy required for 
transmission, Eelec denotes the energy dissipation per bit for 
circuit operation, including the transmitter or receiver, Efs is the 
energy used for amplification in the free space model, and Emp 
pertains to the multi-path model and is significantly influenced 
by the transmitter amplifier model. The energy required to 
receive an 𝑙-bit message is calculated as: 

   ( )           ( )           (25) 

where, ERx represents the energy consumption for data 
reception. The threshold distance    is set as follows: 

   √
   

   
   (26) 

V. SIMULATION EXPERMENTS AND RESULTS 

A. Experimintal Results 

All the simulation experiments were conducted on a laptop 
with a processor speed of 1.70 GHz Intel Core i7 and memory 
of 16 GB. The operating system used was Windows 
11, version 22H2. The simulation platform was the MATLAB 
2023a. A WSN of area 100× 100 m

2
 is considered. The nodes 

are uniformly deployed with the BS initially in the center of the 
network area. Table II presents the network model and 
simulation parameters used in the experiments. 

TABLE II. NETWORK SETUP AND SIMULATION PARAMETERS 

Parameter Value 

Simulation area 100 × 100 m2 

Total number of nodes 100 

Initial energy 0.5 Joules 

Number of rounds 2500 

Packet size 2000 bytes 

Initial position of the mobile sink (50,50) 

Eelec        

Efs         

Emp         

B. Simulation Results 

This section describes and compares the developed 
algorithm's performance with that of the following: FA [12], 
GWO [10], ACO [11], and PSO [13]. Several measures, 
including total residual energy, total energy consumption, 
network lifetime, and stability period are used for analysing 
and assessing the proposed algorithm. 

The total residual energy versus time (in terms of rounds) is 
presented in Fig. 1. The suggested protocol exhibits larger 
residual energy than the other three algorithms, as the 

simulation results obviously reveal. Notably, the proposed 
algorithm outperforms compared ones, with the residual energy 
reaching 0 at rounds 1142, 2318, 2381, and 2381 for ACO 
[11], FA [12], PSO [13], and GWO [10], respectively. On the 
other hand, the proposed algorithm reaches 0 at round 2490. 

The developed algorithm maintains the highest energy 
levels until 2489 rounds due to its use of the optimized 
clustering chaotic variable in conjunction with the GWO 
algorithm for CH selection. Additionally, the SMA algorithm 
aids the CGWO algorithm by facilitating the mobile sink‟s path 
determination to CHs. 

Fig. 2 represents the total energy consumption versus time 
(in terms of rounds) of the proposed algorithm compared to the 
three other algorithms. The total energy consumption is 
measured during both transmission and reception and is 
calculated by dividing total energy consumption by total initial 
energy. Remarkably, the developed algorithm demonstrates 
significantly lower energy consumption compared to compare 
algorithms. 

 

Fig. 1. Total residual energy versus time. 

 

Fig. 2. Total energy consumption versus time. 
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On average, the energy consumption when using the 
proposed algorithm is lower than that of ACO [11], FA [12], 
PSO [13], and GWO [10] by 57.71%, 4.30%, 3.07%, and 
2.46%, respectively. 

Network lifetime refers to the duration for which nodes 
remain operational. It signifies the time span from the initiation 
of network operation until its conclusion, which is marked by 
the depletion of the last functioning sensor node [37]. 

Fig. 3 illustrates that it is evident that the developed 
algorithm sustains more alive nodes than other compared 
algorithms. The network lifetime is represented in terms of the 
percentage of alive nodes. ACO [11], PSO [13], GWO [10] 
algorithms, the proposed algorithm, and FA [12] algorithm, 
maintain 100% of alive nodes until rounds 159, 836, 1061, 
1525, and 1619, respectively. However, ACO [11], FA [12], 
PSO [13] algorithms, the developed algorithm, and GWO [10] 
algorithm reach 50% of alive nodes at rounds 761, 2179, 2269, 
2294, and 2343, respectively. Finally, ACO [11], FA [12], PSO 
[13], GWO [10] algorithms, and the implemented algorithm 
dwindle to 0% of alive nodes at rounds 1143, 2318, 2381, 
2381, and 2490, respectively. 

Thus, on average, when utilizing our proposed algorithm, 
the network lifetime surpasses that of ACO [11], FA [12], PSO 
[13], and GWO [10] by 318.17%, 34.31%, 6.85%, and 1.44%, 
respectively. The results highlight that employing the CGWO 
algorithm in the clustering formation significantly enhances 
network lifetime. The selection of CHs is influenced by chaotic 
variable, thereby extending the network‟s operational duration. 

The primary driver behind the developed algorithm‟s 
superior performance is that the developed algorithm employs 
the CGWO algorithm, utilizing chaos variable. The developed 
algorithm utilizes a fitness function that considers both the 
residual energy and centrality of CHs when choosing them. 
While the SMA algorithm employs a fitness function based on 
the shortest distance between the mobile sink and CHs, 
contributing to enhanced energy retention. While the GWO 
algorithm [10] exhibits lower residual energy compared to the 
developed algorithm but fares better than the other compared 
algorithms. This is because it shares similarities with the 
developed algorithm in CH selection but uses the original 
GWO algorithm. 

The PSO algorithm in [13] maintains higher residual 
energy than the FA and ACO algorithms, as it employs the 
PSO algorithm to determine the shortest path between the 
mobile sink and CHs. However, it lags behind the GWO and 
the developed algorithm because it does not use the optimized 
clustering approach for CH selection; it merely chooses nodes 
based on centrality. The FA algorithm [12] exhibits higher 
residual energy than the ACO algorithm as it selects CHs using 
the FA algorithm and employs a predictable path for the 
mobile sink. Nonetheless, it falls short of the PSO and GWO 
algorithms as well as the developed algorithm. Finally, the 
ACO algorithm [11] ranks the lowest due to its use of the 
traditional clustering approach LEACH. Although it utilizes 
three mobile sinks that employ the ACO algorithm to 
determine paths between mobile sinks and CHs, it lags 
significantly behind in energy retention compared to the other 
algorithms. 

 

Fig. 3. Number of alive nodes versus time. 

 

Fig. 4. Number of died nodes versus time. 

At last, the stability period for all algorithms is measured. 
The stability period is defined as “The time when the first node 
died” [38]. Fig. 4 depicts when the first node in each algorithm 
died. Specifically, in the ACO [11], PSO [13], GWO [10] 
algorithms, the implemented algorithm, and FA [12] algorithm, 
the first node‟s energy depletion occurs at rounds 160, 837, 
1062, 1526, and 1620, respectively. 

Fig. 4 reveals that the FA [12] algorithm exhibits greater 
stability compared to the other algorithms. This enhanced 
stability can be attributed to its strategy of selecting CHs based 
on the FA algorithm and utilizing a predictable path for the 
mobile sink. 

On the other hand, the implemented algorithm is less stable 
than the FA algorithm but more stable than the other two 
compared algorithms. This is primarily because it depends on 
node centrality in the fitness function, which is used in CH 
selection. This can lead to the early depletion of energy in 
nodes farthest from the CHs. Additionally, the fitness function 
of the SMA algorithm is based solely on the shortest distance 
from the mobile sink to the CHs. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 12, 2023 

170 | P a g e  

www.ijacsa.thesai.org 

VI. CONCLUSION AND FUTURE WORK 

Clustering is one of the best techniques for WSN energy 
conservation. The clustering method divides the deployed 
sensors into groups, and each group's cluster head (CH) is 
selected to collect and aggregate data from other group 
members. Energy consumption can be decreased with the use 
of mobile wireless sensor networks, which allow the sink node 
to be moved. As a result, this paper suggests using swarm 
intelligence to cluster wireless sensor networks and select 
dynamic routes for mobile sinks. 

To create clusters and locate CHs, the Chaotic Grey Wolf 
Optimization (CGWO) technique is employed. When figuring 
out the shortest route between a mobile sink and CHs using the 
Slime Mould Algorithm (SMA).  This paper introduces a new 
fitness function that relies on remaining energy of the CH, the 
CH‟s membership count, Euclidean distance from a mobile 
sink to a CH, and CH centrality for selecting CHs and for 
determining the path between a mobile sink and CHs.  

The performance of the proposed technique is compared 
with various state-of-the-art protocols. The results show that 
the recommended algorithm outperforms other compared 
algorithms in terms of overall energy consumption and 
network longevity. The developed approach performs better 
than three of the compared algorithms and is nearly as good as 
the fourth throughout the stability period. 

As a future work, the limitations of the developed 
algorithm including the following aspects will be investigated. 
First, to improve stability period performance by refining the 
fitness function within the CGWO algorithm and exploring 
alternative swarm intelligence methods for both clustering and 
path formation, second to intend to employ the implemented 
algorithms with other mobility models where more than sink 
node is mobile. 
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