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Abstract—Diabetes Mellitus (DM) is a chronic disease 

affecting the world's population, it causes long-term issues such 

as kidney failure, blindness, and heart disease, hurting one's 

quality of life. Diagnosing diabetes mellitus in an early stage is a 

challenge and a decisive decision for medical experts, as delay in 

diagnosis leads to complications in controlling the progression of 

the disease. Therefore, this research aims to develop a novel 

stacking ensemble model to predict diabetes mellitus a 

combination of machine learning models, where an ensemble of 

Prediction classifiers was used, such as Random Forest (RF), 

Logistic Regression (LR), as base learners' models, and the 

Extreme gradient Boosting model (XGBoost) as a Meta-Learner 

model. The results indicated that our proposed stacking model 

can predict diabetes mellitus with 83% accuracy on Pima dataset 

and 97% with DPD dataset. In conclusion, our proposed model 

can be used to build a diagnostic application for diabetes 

mellitus, as recommend testing our model on a huge and diverse 

dataset to obtain more accurate results. 
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I. INTRODUCTION  

Diabetes Mellitus mainly leads to chronic hyperglycemia 
considering low insulin quantities in the bloodstream [1]. 
Insulin plays an important role in glucose level lowering in the 
blood, carbohydrate anabolism, physical growth, cell 
reproduction, and protein and fat anabolic statute [2]. 
Therefore, severe difficulties are associated explicitly with 
Diabetes Mellitus concerning people's quality of life. The 
chronic diseases caused by Diabetes Mellitus have heart 
failure, kidney failure, blindness, and cardiovascular illnesses 
[3]. These conditions induce a high pile in mortality rates and 
pressures on personal life [4]. According to estimates, there 
was 463 million people worldwide with diabetes in 2019 [5]. 
Moreover, by 2030, that number is expected to rise to 578 
million and then 700 million (2045). 

Urban areas (10.8% percent) have a higher prevalence than 
rural areas (7.2% percent), and high-income countries (10.4% 
percent) have a higher prevalence than low-income ones (4.0% 
percent) [5]. 50.1% percent of people with diabetes don't know 
they have the disease. 

According to estimates, there is 7.5% percent (374 million) 
people worldwide who have impaired glucose tolerance, and 
that number is expected to rise to 8.0% percent (454 million) 
by 2030 and 8.6% percent (548 million) by 2045 [5]. There are 

two prevalent forms of DM: Type-1-Diabetes (T1DM), an 
autoimmune syndrome that results in the death of beta cells in 
the pancreas that produce insulin, and Type-2-Diabetes 
(T2DM), which is a chronic condition that frequently results in 
abnormally high blood sugar levels (glucose) [6]. T1DM 
affects about 10% percent of patients under 30, whereas T2DM 
affects about 90% percent of diabetics over 30% percent [6]. 
Doctors use trial results from agreed-upon studies to 
distinguish between these types and then specify the best 
treatment options based on the form they have discovered. 
Medical experts occasionally disagree on the proper type of 
diagnosis, which makes treating the illness challenging [7]. 

Diabetes is becoming more prevalent worldwide, 
particularly in middle-income nations [8]. Therefore, we need 
to conduct this study to predict diabetes using machine learning 
methods to support doctors in providing the most suitable 
treatment strategy. 

It was noted during the literature reviews that the emphasis 
is on ensemble machine learning techniques for predicting 
diabetes mellitus therapy and prevention are challenging due to 
suitable policies to provide environments that support healthy 
behaviors and a lack of quality health care in various settings. 

 The Sustainable Development Community seeks to 
eliminate premature mortality for various illnesses, including 
diabetes, by 2030 [8]. As a result, experts are continually 
researching multiple facets of DM where many machine 
learning techniques are used such as the RF model, which is a 
great choice in binary classification processes, for example in 
diabetes mellitus, the outcome is that the patient is diabetic or 
not diabetic, where the random forest depends on ensemble 
learning method (bagging) in making the final decision [33], 
[32]. The LR algorithm also plays an important role in the 
process of predicting diabetes, as it identifies the independent 
variables and classifies them on the x- and y-lines, and then 
measures the probabilities of an event's [34],[31]. One of the 
recently discovered options for machine learning is the 
XGBoost model which also counts on ensemble learning 
methodology; it can deal with unbalanced datasets classes by 
measuring the loss function and resolve the problem of 
overlearning using grading and voting [27], [28], [29].  

A medical diagnosis of diabetes mellitus is one of the 
challenges in the medical field. Patients' information may 
include age, body mass, triceps skinfold thickness, serum 
insulin, plasma glucose concentration, diastolic blood pressure, 
and other factors. Based on these elements, the decision will 
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made. The decision-making process is drawn out and takes 
weeks or months, making the doctor's job incredibly hard, but 
with the help of new technologies, it will be easier; 
consequently, machine learning techniques are a crucial 
solution [9]. 

Today, an extensive selection of medical datasets that are 
helpful for research in fields of medical science are easily 
accessible [10]. According to all this information and 
background about diabetes mellitus disease and the most 
prominent techniques used to predict it, we propose a novel 
stacking ensemble model for the prediction of DM utilizing a 
combination of machine learning models. 

The Contributions of this paper are as follows: 

 Developing a stacking ensemble model for predicting 
Diabetes Mellitus using a combination of machine 
learning models. 

 Merging the RF and LR models as base learners and 
the XGB model as a meta-learner in building the 
proposed stacking model. 

This paper is arranged as follows: Section II provides the 
Related work; Section III covers the material and 
methodologies of our study; Section IV illustrates the 
experimental setup for our proposed model; and Section V the 
performance measures. Our results and discussion are 
discussed in Section VI and VII respectively. Finally, the 
Conclusion has been addressed in Section VIII. 

II. RELATED WORK 

Ensemble learning is a computational and statistical 
approach. Mimicking how people learn social skills by 
experimenting with different viewpoints before making the 
final decision. A Set of machine learning models combines 
choices and provides more robust and accurate predictions [11-
12].  

Gollapalli et al. [13] proposed a novel stacking ensemble 
model using machine learning to detect three-types of diabetes 
mellitus: T1DM, T2DM, and Pre-diabetes. Empirical results 
showed that the proposed model could predict with 94.48 
percent accuracy, 94.48 percent recall, 94.70 percent precision, 
and 0.917 percent Cohen's kappa score. After observation, the 
most critical features of predicting T1DM, T2DM are: Sex; 
human gender A1c: measures the amount of sugar bonded to 
the hemoglobin protein in the blood; TG: The blood 
triglyceride level of the patient; LDL: Low-density lipoprotein, 
or LDL, is a measure of the quantity of harmful cholesterol; 
AntiDiab:  A blood sugar-lowering oral medicine used to 
combat diabetes; Albumin: The amount of protein; Insulin, 
Injectable, Nutrition, Education. However, the study needed 
more ML classifiers and deep learning models to increase 
prediction accuracy. 

Dutta et al. [14] emphasize that using an ML-based 
ensemble model in predicting DM is critical in ensuring more 
accurate predictions. Also, exploring deep learning techniques 
and applying them with an ensemble learning approach is 
recommended. Stacking is an ensemble method that employs a 

meta-model in which a novel classifier integrates multiple 
weak learners to predict the target variable [13]. 

Ganie and Malik [15] discussed the various ensemble 
learning methods, such as the Bagging method, in predicting 
T2DM based on lifestyle indicators. The synthetic minority 
oversampling technique is used for dataset class balancing. 
Furthermore, the results are validated using the Cross-
Validation technique. Researchers and practitioners use the 
cross-validation technique for the model-building process to 
remove biases. 

Laila et al. [16] studied efficient ensemble algorithms for 
predicting diabetic risks in the early stages, using Seventeen 
features gathered from the UCI of various datasets. This 
research used predictive models like (AdaBoost, Bagging, and 
Random Forest) were utilized to evaluate accuracy, 
recollection, and F1-score. Overall, the RF ensemble 
methodology had the highest accuracy (97 %), whereas 
AdaBoost and Bagging had lesser accuracy. 

Javale and Desai [17] concentrated on an ensemble 
technique for healthcare information analytics employing 
machine learning through unbalanced dataset approaches, 
synthetic minority over-sampling, plus adaptive synthetic over-
sampling. Using other analysis techniques such as the train-
test, the K-folds, and the repeat train-test. The average 
Stacking-C technique was used to execute an ensemble 
strategy on the diabetes dataset, which included K-Nearest 
Neighbors (KNN), Support vector machines (SVM), RF, Naïve 
Bayes (NB), and logistic regression classifiers. The Synthetic 
Minority Oversampling Technique (SMOTE) reduces False 
Negative counts with more precision. An ensemble method 
facilitates appropriate decision-making by providing a more 
profound knowledge of the implementation. Rather than just 
comparing the classifiers' outputs produced for various 
performance measures, choosing the optimal ensemble 
technique for the application is always preferable. The 
fundamental challenge in healthcare information analytics is 
unbalanced datasets, which might be a critical factor for an 
ensemble technique in healthcare data analytics. 

Singh et al. [18] suggested an ensemble-based approach for 
diabetes prediction called eDiaPredictTo forecast diabetes 
status in patients, it employs ensemble modeling, which 
consists of an ensemble of multiple machine learning 
algorithms such as XGBoost, RF, SVM, NN, and DT. The 
minimalizing error value and lowest weighted coefficient of 
eDiaPredict have all been tested. The suggested approach's 
usefulness is shown using the PIMA Indian medical dataset, 
which has an accuracy of 95% percent. The stacking ensemble 
combines the predictions of many ML models to get the 
maximum accuracy achievable compared to the conventional 
models. It leverages a single model known as a meta-model to 
diagnose the optimum mix of expectations from the basic 
models. The stacking ensemble contains two stages, level 0 and 
level 1. The former employs heterogeneous ML models known 
as base learners. In contrast, the latter uses a single model 
known as a meta learner, whose purpose is to unify the 
predictions of the basis learners. To predict T2DM and alert 
patients in advance to decrease the risk factor and intensity 
associated with diabetic diseases. 
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Geetha and Prasad [19] suggested a hybrid ensemble 
model. For the decision tree, they employed ensemble 
approaches such as bagging with "random forest" and 
Adaboost and supervised classification algorithms like Naive 
Bayes. Merge different two or more models improves 
performance by increasing the accuracy and precision of 
predictions. Joshi et al. [31] focused on predicting Type 2 
diabetes in Pima Indian women using a logistic regression (LR) 
model and a decision tree, and the accuracy of the proposed 
model was 78% percent. 

Patil et al. [20] proposed a framework for T2DM prediction 
that uses a stacking-based ensemble with a "non-dominated 
sorting genetic algorithm" method. The main objective is to 
reduce the time elapsed between diabetes diagnosis and 
medical evaluation. The suggested NSGA-II stacking method 
was compared to Boosting, Bagging, RF, and Random Sub-
space approaches. The stacking ensemble methodology has 
outperformed all other traditional ensemble approaches. 
Findings indicate that the NSGA-II stacking approach performs 
better over other conventional ensemble methods with an 
accuracy of 81 percent. 

Syed and Khan [21] created an ML-Based System for 
Predicting the Risk of (T2DM), which is a web-based 
prediction model that uses Azure ML to estimate the risks of 
Type 2 diabetes. The results show that the suggested model can 
accurately predict the risks of Type 2 diabetes by 82 percent. 
The geographical range of this study was restricted since it 
primarily focused on the western portion of Saudi Arabia for 
the validation procedure. Table I explains the most important 
studies according to limitations and Advantages, Data Sources. 

III. MATERIAL AND METHODOLOGIES 

This research proposes a stacking ensemble model to 
predict diabetes mellitus. The proposed model relies on two 
essential levels of construction. The first level is called (base 
learners). At this level, a combination of machine learning 
models is prepared, trained, and produced predictions that are 
entered as inputs to a new model/classifier that learns from 
these inputs to make the final prediction (the meta-learner), the 
second level. We have selected the logistic regression model, 
Random Forest, as base learners with their distinction ability in 
binary classification processes. We select The XGBoost model 
as a meta-learner, which contributes positively to dealing with 
imbalanced dataset classes by minimizing the loss function and 
increasing the weight of the classified incorrect classes. The 
optimization GridSearchCV technology is applied to get the 
best possible results by the base learners and the meta learner; 
it uses a grid search of hyperparameters tuning for each model 
and extracts the best results. In our proposed model, we have 
included the cross-validation technique with default five-fold 
iterations to get optimal results. Also, we applied this technique 
on each of the base learners: Random Forest, Logistic 
regression, via the Optimizer GridSearchCV to get the best 
results by using the sci-kit-learn library, which provides a 
random split into training and test sets can easily calculate with 

the train_test_split assistant function. Each model starts with 
using K-1 of the folds. Fig. 1 describes the methodology for 
our proposed stacking model: 

 
Fig. 1. Proposed stacking model. 

A. Stacking 

Stacking is an ensemble learning method that uses a meta-
model where a new classifier integrates several individual-
based learning predictions to get the best combined predictions. 
The stacking method has two levels in the building; level 0 
(base-learners) combine heterogeneous models that are fitted 
and trained on a dataset, then the results will be fed as input to 
the meta-learner at the next level. The level 1 (meta learner) 
learns how to combine the predictions from the base models 
and provide robust and high-accuracy predictions [13]. We 
built our proposed model based on this stacking ensemble 
method with more of our contributions, like utilizing of cross-
validation technique for all learners and leveraging the 
GridSearchCV hyperparameters tuning technique for the base 
learners. Fig. 2 illustrates the ensemble stacking methodology. 
Where m*n means that n of number k-folds Cross-validations 
of training dataset that will go cross all base learners' models, 
and m*M means that m of numbers of predictions coming from 
a number of M base learners will send to the next meta-learner 
model as inputs and then he learns from all of these predictions 
how to predict the final prediction.
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TABLE I.  IMPORTANT STUDIES IN PREDICTING DIABETES MELLITUS 

Ref. Algorithms Data Sources Advantages Limitations  

M. Gollapalli et al, 2022 
Support Vector Machine, K-nearest Neighbor 

and Decision Tree. 

Hospital (KFUH). 

Saudi Arabia 

Use of Cross-validation 
technique in training the 

models, which leads to 

increased performance in 
prediction. 

Need for using more and 

different machine 
learning models to 

improve results. 

 

A. Dutta et al, 2022 
Decision tree, Random Forest, Extreme 

Gradient Boosting, Light gradient boosting 

machine. 

DDC dataset 
Bangladesh. 

Use of Hyperparameter 

Optimization (Grid Search) for 

tuning the models. 

Need for a large dataset 
to improve results. 

 

A. Singh et al, 2021 

Extreme Gradient. Boosting, Random. Forest, 

Support Vector Machine, Neural Network, and 

Decision tree. 

PIMA Indian 
diabetes 

Use of Recursive Feature 

Elimination (RFE) for feature 

space reduction in the dataset 

Application of the 

proposed model in 

medical life tests. 

 

A. H. Syed and T. Khan, 

2020 Decision forest. 
PIMA Indian 

diabetes. 

Use of SMOTE technique for 
balancing dataset classes. 

which leads to avoiding 
overfitting. 

Geographical scope of 

the study. 
 

S. M. Ganie and M. B. 
Malik, 2022 

Bagged Decision Trees, Random Forest, Extra 

Trees, AdaBoost, Stochastic Gradient 

Boosting, Voting. 

Manually 

Using the seaborn-Facet Grid 

method to visualize the dataset 

elements. 

Develop an application 

for the proposed model to 

predict type 2 diabetes. 

 

S. Härner and D. Ekman 

(2022) 
Decision tree, Naïve Bayes. 

PIMA Indian 

diabetes. 

Comparing ensemble methods 

for predicting diabetes mellitus. 

Need for using 

hyperparameters search 

optimizer to improve 
model results. 

 

 

 
Fig. 2. Stacking ensemble method. 

B. GridSearchCV 

GridSearchCV is a widely used technique in machine 
learning and deep learning model development. It helps select 
the best hyperparameter values for a specific model. 
Hyperparameters determine the model's behavior and 
configuration, such as the number of layers and batch size in 
neural networks or the depth of trees in decision trees. 

GridSearchCV works by systematically testing different 
combinations of hyperparameters and evaluating their 
performance through cross-validation. This involves defining a 
set of possible values for each hyperparameter, training and 
testing the model with each combination, and ultimately 
selecting the combination that yields the best performance [14]. 
This process enhances the model's performance and prevents 
overfitting by evaluating it on separate training and testing data 
sets [14]. This approach significantly enhances model 
performance and mitigates overfitting by utilizing cross-
validation, assessing the model on distinct training and testing 
datasets. [14]. 

C. Logistic Regression 

Logistic regression is a machine learning algorithm used 
for binary classification. It is specifically designed to build 
models that can predict specific classifications. Despite its 
name, it is not used for predicting logistic events, but rather for 
classification based on the logistic (sigmoid) function [23]. 

Logistic regression solves the binary classification problem 
by classifying examples into one of two classes (e.g., class 0 or 
class 1) based on a set of independent variables (features). The 
algorithm uses the logistic function to model and determine the 
probability of an example belonging to the positive class (class 
1) [24], [25]. In logistic regression, the results of the logistic 
function are transformed into probabilities using the sigmoid 
function. This conversion ensures that the probabilities range 
between 0 and 1. These probabilities represent the estimated 
classification probability, which is used to make the final 
classification decision [31]. Logistic regression is widely used 
across various fields, including data science, business analytics, 
medicine, and text classification. It is valued for its simplicity 
and its ability to handle large datasets efficiently [23]. 

D. Random Forest 

Random Forest is a machine learning technique used for 
classification and prediction. It is a significant algorithm in 
optimization and diversification for classification and 
prediction models [32]. 

Random Forest is based on a collection of Decision Trees, 
a decision Tree divides data into categories by making 
sequential choices [32]. Each choice splits the data into subsets 
based on specific questions about the available variables. 
Random Forest creates a set of Decision Trees randomly by: 

1) Randomly selecting samples with replacement from the 

original dataset (training data) for each decision tree. 

2) Randomly selecting a subset of variables to build each 

tree. 
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Once the set of Decision Trees is constructed, Random 
Forest combines the individual tree predictions through voting 
or averaging to make a final decision for classification or 
prediction. Random Forest offers advantages such as model 
diversity and reducing overfitting, which occurs when the 
model becomes overly specialized to the training data. It also 
uses variable importance information to assess the impact of 
each variable on classification, providing valuable insights into 
the data [32]. Random Forest is widely used in various 
applications including image classification, word recognition, 
price prediction, and environmental analysis [32]. 

E. Extreme Gradient-Boosting 

The gradient-boosting decision tree (GBDT) is the 
foundation of XGBoost, which was proposed by Tianqi Chen 
et al. [26]. A gradient-boosting algorithm built on a decision 
tree is called GBDT. Gradient boosting is an ensemble 
learning method that combines several weak classifiers into a 
stronger classifier during training. The objective of computing 
negative gradients is to enhance the following training cycle by 
minimizing the loss function and increasing the weight of the 
classified incorrectly classes. In contrast to GBDT, XGBoost 
incorporates a regularization technique to minimize model 
complexity, improve loss function smoothness, and prevent 
overfitting. To improve gradient boosting, locate the best-split 
solution, and promote scalability and efficiency, an 
approximation approach is also applied. XGBoost additionally 
enables parallel operations and an early stop to speed up the 
model operation. The model tree can stop to speed up training 
when the forecast result reaches the optimum. The model's 
classification accuracy can also be increased with XGBoost 
[27]. Zhao et al. [28] stated that XGBoost could effectively 
prevent the training model from over-fitting. Secondly, 
embedded parallel processing allows a faster learning speed.  

Moreover, the XGBoost classifier can learn from 
imbalanced training data by setting class weight and taking 
ROC as evaluation criteria. XGBoost is one of the best 
classifiers for dealing with imbalanced datasets when the 
dataset classes with less variance [29]. Consequently, in this 
research, we chose it as the meta-learner of our proposed 
stacking model. The Extreme Gradient Boosting (XGBoost) is 
a machine learning algorithm used for classification and 
prediction tasks. It is an evolution of gradient boosting, 
combining multiple simple models into a strong and accurate 
model to enhance performance and accuracy. 

XGBoost creates a sequence of weak models, like shallow 
decision trees, and boosts their performance. This boosting 
process focuses on the data predicted incorrectly by previous 
models, improving the overall performance of the model. Key 
features of XGBoost include: 

1) Performance enhancement: XGBoost is known for 

achieving superior performance in various classification and 

prediction domains. 

2) Multi-objective versatility: It can be used for both 

classification problems and numerical value prediction. 

3) Overfitting prevention: Boosting parameters can be 

adjusted to limit overfitting and prevent excessive learning 

from training data. 

4) Time and resource optimization: XGBoost strikes a 

balance between speed and accuracy, optimizing performance 

and resource utilization. 

5) Handling missing data: XGBoost intelligently handles 

missing values without extensive preprocessing. 

Overall, XGBoost is a powerful and popular tool in 
machine learning. It can effectively solve complex problems 
and improve predictive model performance. 

F. Cross-Validation 

Cross-validation is a popular data resampling method for 
evaluating a predictive model's generalization capacity and 
preventing overfitting by splitting the dataset into k-folds 
during training and testing iterations. The term "fold" here 
describes the quantity of generated subsets. The learning set's 
cases are randomly sampled for this division without being 
replaced. k-1 subsets comprise the training set and are used to 
train the model. The quality of this technology lies in storing 
unseen data at each new n-fold, which makes the prediction 
result more accurate. The model's performance is evaluated 
after being applied to the final subset, the "unseen dataset." 
This process is repeated until each of the k subsets has acted as 
a validation set [22]. Fig. 3 illustrates the cross-validation 
technique [30]. To achieve the best results, we used the cross-
validation technique with the default four-fold iterations in our 
stacking model. We also used this technique on each of the 
base learners: RF, LR, and the Meta-Learner XGBoost via the 
Optimizer GridSearchCV to achieve the best results by using 
the sci-kit-learn library, which provides a random split into 
training and test sets that can be easily calculated with the 
train_test_split assistant function. 

 
Fig. 3. Cross-Validation technique. 

G. Study Dataset 

The PIMA dataset, also known as the PIMA Indian 
Diabetes dataset, is a well-known dataset used in machine 
learning and data mining. It is named after the Pima Native 
American tribe in Arizona, USA. This dataset is commonly 
used for classifying the onset of diabetes in individuals by 
using medical diagnostic measurements [13]. It’s available on 
Kaggle worldwide datasets repository, link: 
https://www.kaggle.com/datasets/uciml/pima-indians-diabetes-
database. 

This dataset consisted of 268 diabetic (positive = 1) and 
500 non-diabetic (negative = 0) patients with eight Features 
presented below and in Table II. [13]: 
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1) Pregnancies: Number of pregnancies. 

2) Glucose: Plasma glucose concentration measured two 

hours after an oral glucose tolerance test. 

3) Blood Pressure: Diastolic blood pressure (mm Hg). 

4) Skin Thickness: Triceps skinfold thickness (mm). 

5) Insulin: Serum insulin level measured two hours after 

consumption (mu U/ml). 

6) BMI: Body mass index (weight in kg / (height in 

meters) ^2). 

7) Diabetes Pedigree Function: A function that estimates 

the likelihood of diabetes based on family history. 

8) Age: Age in years. 

TABLE II.  PIMA DATASET INFORMATION 

Data columns (total 9 columns): 

# Column Non-Null Count Datatype 

0 Pregnancies 768 non-null int64 

1 Glucose 768 non-null int64 

2 Blood Pressure 768 non-null int64 

3 Skin Thickness 768 non-null int64 

4 Insulin 768 non-null int64 

5 BMI 768 non-null float64 

6 
Diabetes Pedigree 

Function 
768 non-null float64 

7 Age 768 non-null int64 

8 Outcome 768 non-null int64 

Pima dataset is commonly used to demonstrate various 
machine learning techniques, such as logistic regression, 
decision trees, support vector machines, and neural networks, 
for predicting the likelihood of diabetes based on these medical 
measurements. It's important to note that while the PIMA 
dataset is valuable for educational purposes and experimenting 
with machine learning algorithms, it is relatively small and has 
limitations, such as missing values and potential biases. 
Therefore, caution should be exercised when drawing 
conclusions or developing predictive models solely based on 
this dataset in real-world applications. 

Statistical analysis provides essential tools for visualizing 
and understanding the dataset pattern to improve the data pre-
processing and modeling process. Fig. 5 presents the statistical 

information of the features and data types found in the PIMA 
dataset. Table III shows the distribution of the features based on 
count, mean, standard deviation, maximum value, minimum 
value, and the percentile/quartile of each feature. The 
correlation coefficient has been used to measure the feature 
relationships in Fig. 6, and finally, outcomes values are 
presented in Fig. 4. 

IV. EXPERIMENTAL SETUP 

In this research, we used Jupyter Notebook to build the 
stacking ensemble model, using Microsoft Intel(R) Core i5-
1035G7 CPU 1.20GHz and 8 Giga RAM. The public Pima 
Dataset has been selected, pre-processed, and cleaned up from 
a few defects, such as zero values in features columns, using 
the arithmetic mean for each column. The base learners' 
models were initialized with a Random Forest model using the 
Grid-search Hyperparamets Tunner through the following 
Hyperparameters: 'bootstrap training,' 'max of samples 
training,' 'max_features,' 'min_samples_leaf,' 
'min_samples_split,' 'n_estimators.' Moreover. The second base 
learner, Logistic regression: "C," np. Logspace, "penalty":12. 
To address the problem of an imbalanced data set, which 
causes overfitting and inconsistent results, we applied the 
Extreme Gradient Boosting model as a meta-learner, which is 
counted on an ensemble learning method that allows us to deal 
with unbalanced dataset classes. A cross-validation technique 
was implemented for the proposed stacking model using 
default 5-k folds; they were also included through the 
GridSearchCV of hyperparameters for the base learners and the 
meta learner. Finally, the proposed stacking model was verified 
on a new dataset containing 100,000 records. 

 
Fig. 4. Pima dataset outcome targets.

TABLE III.  STATISTICAL DISTRIBUTION OF PIMA DATASET FEATURES

 Pregnancies Glucose 
Blood 

Pressure 

Skin 

Thickness 
 Insulin BMI 

Diabetes 

Pedigree 

Function 

Age Outcome 

count 768.000000 768.000000 768.000000 768.000000  768.000000 768.000000 768.000000 768.000000 768.000000 

mean 3.845052 120.894531 69.105469 20.536458  79.799479 31.992578 0.471876 33.240885 0.348958 

std 3.369578 31.972618 19.355807 15.952218  115.244002 7.884160 0.331329 11.760232 0.476951 

min 0.000000 0.000000 0.000000 0.000000  0.000000 0.000000 0.078000 21.000000 0.000000 

25% 1.000000 99.000000 62.000000 0.000000  0.000000 27.300000 0.243750 24.000000 0.000000 

50% 3.000000 117.000000 72.000000 23.000000  30.500000 32.000000 0.372500 29.000000 0.000000 

75% 6.000000 140.250000 80.000000 32.000000  127.250000 36.600000 0.626250 41.000000 1.000000 

max 17.000000 199.000000 122.000000 99.000000  846.000000 67.100000 2.420000 81.000000 1.000000 
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Fig. 5. Pima Dataset features chart .

 
Fig. 6. Pima dataset features correlation heatmap. 

V. PERFORMANCE MEASURE 

To assess the performance of classification models in 
machine learning and data analysis, we utilize the following 
metrics: 

Accuracy: This metric represents the ratio of correctly 
predicted samples to the total number of samples. It measures 
the model's ability to accurately classify both positive and 
negative cases. However, it's important to note that accuracy 
can be misleading when dealing with imbalanced classes, as 
high accuracy can be achieved without focusing on positive 
classification [13]. 

𝐴𝑐𝑐 =  
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
                              (1) 

The output is either diabetic (+dm) or not diabetic (-dm). 

 True positive (TP): Prediction is +dm and X is 
diabetic. 

 True negative (TN): Prediction is -dm and X is not 
diabetic. 
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 False positive (FP): Prediction is +dm and X is not 
diabetic. 

 False negative (FN): Prediction is -dm and X is 
diabetic. 

Precision: Precision measures the accuracy of predicting 
positive cases. A high precision value indicates that the model 
correctly classifies cases as positive when it claims they are 
[13]. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃+𝐹𝑃
                           (2) 

The output is either diabetic (+dm) or not diabetic (-dm) 

 True positive (TP): Prediction is +dm and X is 
diabetic. 

 False positive (FP): Prediction is +dm and X is not 
diabetic. 

Recall: Also known as sensitivity or true positive rate, 
recall measures the model's ability to identify all available 
positive cases. A high recall value signifies that the model can 
identify most positive cases [13]. 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
                                (3) 

The output is either diabetic (+dm) or not diabetic (-dm) 

 True positive (TP): Prediction is +dm and X is 
diabetic. 

 False negative (FN): Prediction is -dm and X is 
diabetic. 

Cohen's Kappa Score: This metric measures the agreement 
between two raters. In the context of evaluating classification 
models, Cohen's Kappa score gauges the agreement between 
the model's classification and the actual classification. It proves 
particularly useful when dealing with imbalanced classes or 
when the model randomly selects between classes [13]. 

𝐶𝐾𝑆 =  
𝑃0− 𝑃𝑒

1− 𝑃𝑒
                                  (4) 

TABLE IV.  THE STACKING MODEL RESULTS 

 Model Score 

0 Random Forest 0.750730 

1 Logistic Regression 0.773706 

2 Stacking Model 0.828571 

TABLE V.  BASE AND META LEARNERS RESULTS 

Targets Precision Recall 
F1-score   

support 
support 

0 0.80 0.95 0. 87 41 

1 0.90 0. 66 0. 76 29 

Accuracy 0.83 70 

Macro avg 0.85 0.80 0.81 70 

Weighted avg 0.84 0.83 0.82 70 

 
Fig. 7. Base and meta learners results. 

where, 𝑃0  represents the accuracy of the models and 𝑃𝑒 
denotes the agreement between the predicted and actual labels 
[13]. 

These metrics aid in comprehending the performance of 
classification models and identifying their strengths and 
weaknesses. It is recommended to employ a variety of these 
metrics to obtain a comprehensive understanding of the 
model's performance. 

A. Validation Dataset 

We validated our proposed stacking model performance on 
a new (binary classification outcomes) diabetes dataset. 
Diabetes prediction dataset (DPD) is a public dataset consisting 
of electronic health records (EHRs) that contain digital copies 
of health records for patients' medical history, diagnosis, 
therapy, and outcomes. EHRs data is gathered and kept by 
healthcare providers such as medical centers and hospitals as 
part of their usual clinical practice. DPD has approximately 
100,000 patient records, contributing to significantly 
measuring the proposed model performance. Its available on 
Kaggle worldwide datasets repository, link: https://www. 
kaggle.com/datasets/iammustafatz/diabetes-prediction-dataset. 
DPD dataset features are shown in Table VI; moreover, the 
correlation heatmap between features is displayed in Fig. 8, 
whereas Table VII shows the results. 

 
Fig. 8. DPD Dataset features correlation heatmap. 
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TABLE VI.  DPD DATASET INFORMATION 

Data columns (total 9 columns): 

Column Non-Null Count Datatype 

Gender 100,000 non-null object 

Age 100,000 non-null float64 

hypertension 100,000 non-null int64 

Heart disease 100,000 non-null int64 

Smoking history 100,000 non-null object 

BMI 100,000 non-null float64 

HbA1c_level 100,000 non-null float64 

Blood_glucose_level 100,000 non-null int64 

Outcomes 768 non-null int64 

TABLE VII.  THE STACKING MODEL RESULTS ON DPD DATASET 

 Model Score 

0 Random Forest 0.95064 

1 Logistic Regression 0.97012 

2 Stacking Model 0.97160 

VI. RESULTS 

In this research, we built a stacking ensemble model to 
predict diabetes mellitus using a combination of machine 
learning models; where random forest, logistic regression 
models were applied as base learners and the extreme gradient 
Boosting model as meta learner, techniques such as cross 
validation and GridSearchCV were applied. We also replaced 
the zeros in the Pima dataset with values (median - mean) 
according to the types of data distribution with features 
columns (normal - skewed), as mentioned in [71] that if we 
remove zero values, the performance will improve. We 
obtained an accuracy of 83% in predicting diabetes mellitus 
with Pima dataset, and we also verified the efficiency of the 
proposed model on a large dataset containing approximately 
100,000 records, with accuracy of 97%, where kapa Cohen 
score was 61% on Pima dataset, and 78% on DPD dataset. 
More details are discussed in the next paragraph. We observe 
that our proposed ensemble stacking model for predicting 
diabetes covers the shortcomings mentioned in Table I, such as 
the study of S. Härner and D. Ekman (2022) regarding the need 
for using hyperparameters search optimizer to improve model 
results. Moreover, a study of H. Syed and T. Khan (2020) 
about the geographical scope of the study dataset, where we 
used two different dataset scopes. The Table IV shows the 
detailed results of the proposed stacking model. In addition, 
Table V, Fig. 7 shows the base and meta learners results. 

VII. DISCUSSION 

A. Results with XGBoost and GridSearchCV 

In this experiment, we utilized a combination of ML and 
DL classifiers to predict diabetes mellitus. Fig. 1 illustrates the 
stacking model methodology in this experiment, where we 
initiated each of the RF, LR models as base learners and the 
XGB classifier as a Meta-learner. At the same time, we used 
GridSearchCV Hyperparameters optimizer to find the optimal 

results for the Random Forest classifier using the following 
hyperparameters: bootstrap, max_features, min_samples_leaf, 
n_samples, split,n_estimators Moreover. The second base 
learner, Logistic regression: "C," np. Logspace, "penalty":12. 
To address the problem of an imbalanced data set, which 
causes overfitting and inconsistent results, we applied the 
Extreme Gradient Boosting model as a meta-learner, which is 
counted on an ensemble learning method that allows us to deal 
with unbalanced dataset classes. A cross-validation technique 
was implemented for the proposed stacking model using 
default 5-k folds; they were also included through the 
GridSearchCV of hyperparameters for the base learners and the 
meta learner. The results were as follows: The prediction 
accuracy of the stacking ensemble model on Pima dataset is 
83%, kapa Cohen score 61%, where on DPD dataset was 97% 
accuracy and 78% kapa Cohen score.  Table IV shows the 
results in detail. Fig. 9 displays the differences in results 
between Pima and DPD datasets. 

B. Comparative Analysis with Existing Work 

1) First study: S. Härner and D. Ekman (2022) [34] 

proposed an ensemble stacking model for predicting diabetes 

using a combination of machine learning models, including 

(Decision Tree and Naive Bayes models). The Pima dataset 

was used in this study, and the results indicated that the 

proposed stacking model can predict diabetes with 75.56% 

accuracy. In addition, it was mentioned that there were 

limitations during the study, such as not using an optimizer to 

search in hyperparameters to find the best results for base 

learners in the stacking model. 

2) Second study: Patil et al. (2023) [20] Suggested an 

ensemble stacking model for predicting diabetes, using a 

combination of machine learning models such as (decision 

tree, naïve Bayes (NB), multilayer perceptron (MLP), SVM, 

and KNN). The Pima dataset was also used in this study. The 

results indicated that the stacking model can predict diabetes 

with 81.9% accuracy. In addition, we noticed that they never 

mentioned the cross-validation technique during the proposed 

methodology, which plays an essential role in building the 

stacking model. Moreover, no optimizer was used in searching 

the hyperparameters while training the base learners' models 

to get better results. 

3) Third study: Lei Qin (2022) [35] devised an ensemble 

stacking approach to predict diabetes. They amalgamated 

various machine learning models—Logistic Regression, K-

Nearest Neighbors, Decision Trees, Gaussian Naive Bayes, 

and Support Vector Machine (SVM). Utilizing the Pima 

dataset, their findings revealed that the stacking model 

achieved an 81.63% accuracy in diabetes prediction. However, 

the absence of an optimizer for hyperparameter tuning during 

base learner model training might have hindered the quest for 

better outcomes. Additionally, the limited size of the dataset 

posed a challenge, potentially impacting the attainment of 

optimal results.  

4) Forth study: Kumari et al. (2021) [36] suggested an 

ensemble soft voting model for predicting diabetes, using a 

combination of machine learning models such as (Random 
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Forest (RF), logistic regression (LR), and Naive Bayes (NB)). 

The Pima dataset was also used in this study. The results 

indicated that the soft voting model can predict diabetes with 

79.04% accuracy. Furthermore, it's important to highlight that 

the proposed methodology overlooked the inclusion of cross-

validation, a crucial technique integral to ensuring robustness 

by assessing the performance of individual models across 

various subsets of the data, thereby refining their predictions' 

collective contribution to the ensemble. Additionally, the 

absence of an optimizer in the pursuit of hyperparameter 

tuning during the training of base learner models might have 

impacted the potential for achieving superior results. 

We observe that our proposed ensemble stacking model 
outperforms in predicting diabetes accuracy compared to other 
proposed models in the [20], [34], [35], [36] studies, in our 
approach, we leveraged the GridsearchCV optimizer to search 
for the best hyperparameters for our base learners. 
Interestingly, this optimization technique wasn't utilized in 
either the First Study or the Second Study. This optimization 
significantly boosted our base learners' learning process, 
leading to extracting the most optimal results possible. 
Furthermore, the second and fourth studies overlooked the 
utilization of cross-validation—a critical technique for 
evaluating a predictive model's generalization capacity. In 
contrast, our model applied this method, dividing the dataset 
into k-folds during both training and testing. This 
implementation effectively evaluated and prevented 
overfitting, significantly enhancing our prediction model's 
performance. 

Table VIII meticulously delineates and highlights the 
disparities and advantages between these studies, emphasizing 
the significant enhancements our approach brings to the table 
in comparison to the methodologies adopted in the First Study 
and the Second Study. 

TABLE VIII.  COMPARISON WITH EXISTING STUDIES 

Authors Techniques used Dataset Accuracy 

S. Härner and 

D. Ekman 

(2022) 

stacking ensemble approach 

(Decision tree (DT), Naïve Bayes 

(NB)), Cross-validation 

Pima 
dataset 

75.56% 

Patil et al 

(2023) 

Stacking ensemble approach 
(Decision tree (DT), Naïve Bayes 

(NB), multilayer perceptron 

(MLP), SVM, and KNN) 

Pima 

dataset 
81.9% 

Lei Qin 
(2022) 

Stacking ensemble approach 

(Logistic Regression, K-Nearest 

Neighbors, Decision Trees, 
Gaussian Naive Bayes, and 

Support Vector Machine (SVM)) 

Pima 
dataset 

81.63% 

Kumari et al 

(2021) 

Soft voting ensemble approach 
(Random Forest (RF), Logistic 

regression (LR), and Naive Bayes 

(NB)) 

Pima 

dataset 
79.04% 

Our proposed 

model 

Stacking ensemble approach 

(Random Forest, Logistic 

Regression, XGboost) 
GridSearchCV, Cross-validation. 

Pima 

Dataset 
83% 

Our proposed 

model on the 

validation 
dataset 

Stacking ensemble approach 

(Random Forest, Logistic 

Regression, XGboost) 
GridSearchCV, Cross-validation. 

DPD 

Dataset 
97% 

 

Fig. 9. Comparison results between pima and DPD datasets. 

VIII. CONCLUSION 

Diabetes mellitus (DM) is a common disease that threatens 
the health of society, causing many serious diseases such as 
kidney failure, heart disease, and blindness. In this research, we 
proposed a novel stacking ensemble model to predict diabetes 
mellitus using a Pima dataset and combined machine learning 
models, where we used the Random Forest (RF) and Logistic 
Regression (LR) as base learners models and XGBoost as a 
Meta-Learner model. Moreover, we applied the cross-
validation technique to get the optimal results in the RF, LR, 
models through the Grid Search optimizer technique. To avoid 
the problem of an imbalanced dataset, which causes overfitting 
and inconsistent results, we applied the XGBoost model as a 
meta-learner. However, the dataset has been cleaned from zero 
values that harm the prediction result, which was illogical to 
have zero values on some columns, like glucose in the blood. 
To address this problem, we replaced zero values with median 
and mean values based on the type of distribution (normal - 
skewed). The results indicate that our proposed stacking model 
can predict diabetes mellitus with an accuracy of 83% with the 
Pima dataset, and 97% on the DPD dataset. As 
recommendations, our stacking model can be applied in a 
diagnostic application for diabetes mellitus; in addition, it can 
be tested on a new huge and diverse dataset to obtain more 
accurate results. Moreover, we can use deep-learning models to 
generate new patterns that help us diagnose DM robustly, 
which also can happen with different types of diabetes, such as 
type 1 and type 2 diabetes and gestational diabetes. 
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