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Abstract—Learning Disorders, which affect approximately 

10% of the school population, represent a significant challenge in 

the educational field. The lack of proper diagnosis and treatment 

can have profound consequences, triggering psychological 

problems in those affected by disorders that impact reading, 

writing, numeracy and attention, among others. Notable among 

them are Attention Deficit Hyperactivity Disorder (ADHD) and 

dyslexia. In this context, a literature review focusing on Machine 

Learning applications to address these educational problems is 

addressed. The methodology proposed by Barbara Kitchenham 

guides this analysis, using the online tool Parsifal for the review, 

generation of search strings, formulation of research questions 

and management of information sources. The first findings of 

this research highlight a growing trend in the application of 

Machine Learning techniques in learning problems and 

disorders, especially in the last five years, as of 2019. Among the 

primary sources, the IEEE Digital Library emerges as a key 

source of information in this rapidly developing field. This 

innovative approach has the potential to significantly improve 

early detection, accurate diagnosis and implementation of 

personalized interventions, thus offering new perspectives in 

understanding and addressing the educational challenges 

associated with Learning Disorders.  
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I. INTRODUCTION  

Learning Disorders (LD) are the most prevalent 
neurodevelopmental disorders in the population, affecting 
about 10% of the population at school age. AT cause that 
children with an adequate schooling and normal intelligence 
with difficulties of neurobiological origin, due to the lack of a 
proper diagnosis and treatment, suffer this problem of learning 
disorders causing psychological problems to those affected. 
These disorders affect reading, writing, calculation and/or 
attention, among others [1]. Some of the best known disorders 
are ADHD and dyslexia. 

ADHD attention [2] deficit and hyperactivity disorder, 
considered as a specific learning disorder, as well as a 
behavioral disorder, has been one of the main reasons for 
consultation in pediatric neurology, although the clinical 
criteria are well established, probably the clinical history is not 
rigorously reviewed and the most determinant symptoms are 
not adequately noted. 

Dyslexia is a brain condition that makes reading, spelling, 
writing and sometimes speaking difficult. The brains of people 
with dyslexia have difficulty recognizing or processing certain 

types of information. It occurs in people who do not have any 
physical, motor, visual or other disabilities. [3] Likewise, 
people with dyslexia have normal cognitive development. 

Learning disorders are not considered problems, although 
they were for many years, but thanks to advances in 
neuroscience, it is now defined as a learning disorder, and the 
causes are neurobiological in origin. [3] The child is born and 
the cause is generally of genetic origin, although several 
institutions still maintain the name of learning disabilities, it 
must be clear that they are not problems but learning 
disorders.  

It is therefore important to recognize the importance of 
approaching Learning Disorders from a holistic perspective. 
While science has advanced in understanding their 
neurobiological origin, it is essential to emphasize the need for 
early detection and a multidisciplinary approach to ensure 
accurate diagnosis and appropriate treatment. Lack of 
awareness and understanding of these disorders can lead to 
children facing unnecessary difficulties in their academic and 
emotional development. Therefore, advocating for greater 
awareness, education and support for those affected is key to 
building an inclusive society that recognizes and values 
diversity in learning abilities.  

Machine Learning techniques can help in investigating and 
addressing learning disorders, such as Attention Deficit 
Hyperactivity Disorder (ADHD) and dyslexia, due to their 
unique ability to analyze vast amounts of heterogeneous data 
and extract complex patterns that may go unnoticed by 
conventional methods. These disorders, characterized by a 
diversity of clinical manifestations and associated factors, 
present significant challenges for accurate diagnosis and a 
thorough understanding of their underlying mechanisms. The 
application of these algorithms allows the integration of 
information from various sources, such as reading tests, 
magnetic resonance imaging and electroencephalography, thus 
facilitating a multidimensional approach. In addition, the 
classification and predictive capabilities of these techniques 
can be crucial to improve early detection, personalize 
intervention strategies and move towards the development of 
automated diagnostic systems.  

The aim of this article is to make a systematic review on 
the contributions of Machine Learning and Deep learning in 
learning disabilities and learning disorders detection. For 
which a methodology inspired by Barbara Kitchenham's 
proposal was used, then in the results section the information 
extracted from the selected articles is analyzed and finally the 
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conclusions obtained are specified, the information collected 
is intended to serve as a basis for other studies related to the 
application of Machine Learning in the problems of learning 
disorders. It is also intended to motivate readers to delve 
deeper into this area of research. 

II. METHODOLOGY 

For the development of this article, Barbara Kitchenham's 
methodology was applied as an inspiration, it is important to 
highlight that it helps significantly in works related to the 
systematic review of the literature, the phases that helped to 
develop this study are described below. 

Plan the systematic literature review using the Parsifal 
tool.  

 Determine research questions. 

 Establish search process. 

 Define inclusion and exclusion criteria for articles. 

 Select query sources. 

 Create search strings. 

Develop the systematic literature review with the defined 
planning. 

 Search for articles. 

 Selection of definitive articles for information analysis. 

 Analysis and classification of information. 

Document and interpret the results of the review. 

 Develop the report of the research questions of the 
review. 

The tools used for the development of this research are as 
follows: 

 Mendeley: It is a tool that allows the management and 
administration of bibliographic sources. It allowed the 
management of the references mentioned in this 
research work. 

 Parsifal: It is a web tool that helped with the creation of 
search strings, keywords and research questions. 

III. DEVELOPMENT 

A. Plan the Systematic Literature Review 

Each of the tasks performed during the planning stage of 
the systematic literature review are detailed below: 

1) Determine the research questions: Based on the 

purpose of this article, the following research questions are 

raised. 

 In which repositories have most of the articles on the 
topic of study been published? 

 In what year were most articles published, and how are 
they interpreted? 

 How does Machine Learning help in the detection of 
learning problems and disorders? 

2) Establish the search process: Base terms were 

identified by applying the PICOC method [4] to define the 

scope of the systematic review. Its components are population, 

intervention, comparison, results and contexts. This method 

made it possible to define the expressions that make up the 

search strings. They are detailed below: 

 Population (P): “Learning disorder” OR “Learning 
Impairment” OR “ADHD” OR “Learning Deficit”. 

 Intervention (I): “Machine learning” OR “Deep 
Learning”. 

 Comparison (C): Not applicable. 

 Outcomes (O): “Algorithms” OR “Classification” OR 
“Detection” OR “Methods” OR “Techniques” 

 Context (C): “Artificial Intelligence”. 

3) Define the inclusion and exclusion criteria for the 

articles: According to the objectives and scope of this article, 

it is necessary to establish four inclusion criteria (IC) and four 

exclusion criteria (EC), which are described as follows: 

Inclusion criteria (IC): 

 IC1: Articles containing information on Machine 
Learning or Deep Learning techniques. 

 IC2: Articles written in English or Spanish. 

 IC3: Articles published from 2019 onwards. 

 IC4: Articles that have been published in scientific 
journals, scientific articles, and scientific articles. 

Inclusion criteria (EC): 

 EC1: Duplicate articles. 

 EC2: Articles whose title is not related to the object of 
study. 

 EC3: Articles that do not belong to the area of Science 
and Computing 

 EC4: Book chapters, manuals, gray literature. 

4) Select sources of consultation: Four search sources 

indicated in Table I were selected due to their accessibility and 

advanced query support. 

TABLE I.  SCIENTIFIC DATABASES 

Database URL 

IEEE https://ieeexplore.ieee.org 

ScienceDirect https://www.sciencedirect.com 

Scopus https://www.scopus.com 

Doaj https://doaj.org/ 

5) Search Strings: The keywords were considered on the 

basis of what was applied in the PICOC method, and the 

logical operators "AND/OR" were used to generate the search 

strings. 
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The Parsifal tool generated the general search string, 
which was modified according to each database, and all the 
keywords were defined in English, as shown in Table II. 

TABLE II.  SEARCH STRING 

Database Search Strings 

Parsifal 

("Learning disorder" OR "ADHD" OR "Learning 

Deficit" OR "Learning Impairment" OR "TDAH") AND 
("Machine Learning" OR "Deep Learning") AND 

("Algorithms" OR "Classification" OR "Detection" OR 

"Methods" OR "Techniques") 

IEEE 

(("Learning disorder" OR "ADHD" OR "Learning 

Deficit" OR "Learning Impairment" OR "TDAH") AND 
("Machine Learning" OR "Deep Learning") AND 

("Algorithms" OR "Classification" OR "Detection" OR 

"Methods" OR "Techniques")) 

ScienceDirect 

(("Learning disorder" OR "ADHD")   AND  ("Machine  

Learning"   AND "Deep Learning") AND ("Algorithms" 

AND "Classification" OR "Detection" AND ("Methods" 

OR "Techniques")) 

Scopus 

TITLE-ABS-KEY(("Learning disorder" OR "Learning 

Deficit" OR "Learning Impairment" OR "ADHD" OR 

"TDAH")  AND  ("Machine Learning"  OR  "Deep  
Learning")  AND  ("Algorithms" AND     

("Classification"     OR     "Detection")     AND 

("Methods"  OR  "Techniques")))  AND  (  LIMIT-TO ( 
DOCTYPE,"ar" ) OR LIMIT-TO ( DOCTYPE,"cp" ) ) 

AND (  LIMIT-TO  (  SUBJAREA,"COMP"  )  )  AND 

( LIMIT-TO ( PUBYEAR,2023) OR LIMIT-TO 
(PUBYEAR,2022)   LIMIT-TO   (   PUBYEAR,2021)   

OR   LIMIT-TO ( PUBYEAR,2020) OR LIMIT-TO ( 

PUBYEAR,2019) ) 

Doaj "Learning disorder" AND "machine learning" 

B. Develop the Systematic Literature Review 

1) Search for articles: The search string was implemented 

in each of the selected databases (IEEE, ScienceDirect, 

Scopus and Doaj), where 413 articles were obtained. Of these, 

articles that did not meet the inclusion criteria were ignored 

and duplicate articles or those that had no relevance to the 

field of study were discarded. Of the 413 articles, 22 were 

selected for further review as they met the prerequisites. 

2) Selection of definitive items for data analysis: The 

norm in this section, according to the methodology proposed 

by Barbara Kitchenham, is that the articles go through a series 

of quality questions in order to select the articles that 

contribute the most to the research objective. However, since 

there are only 22 articles and all meet the requirements for 

inclusion, the 22 definitive articles were considered for the 

analysis of information. 

3) Analysis and classification of information: Sources of 

information: Thanks to the Parsifal tool, the following figure 

was created, showing the level of contribution of the sources 

of information in percentages in Fig. 1. 

By observing and analyzing Fig. 1, the following can be 
determined: 

 IEEE Digital Library information source with 45% 
obtains a higher percentage in the graph, in this group 
are [5] [6] [7] [8] [9] [10] [11] [12] [13] [14].  

 Science@Direct obtains 36.4% of contribution level for 
the present article. In this group are [15] [16] [17] [18] 
[19] [20] [21] [22]. 

 Scopus, which is another of the repositories that made 
the greatest contribution to the research, contributed 
13.6%. This group includes [23] [24] [25]. 

 Finally, 4.5% belongs to Doaj with the article [26].  

Years of publication: Thanks to the Parsifal tool, a graph 
showing the number of articles per year was generated in Fig. 
2. 

 

Fig. 1. Information sources. 

 

Fig. 2. Articles by year. 

C. Document and Interpret the Results of the Review 

The following section presents the answers to the research 

questions. 

1) In which repositories have most of the articles on the 

topic of study been published?: Taking into account the 

information analysis and classification section, it was 

observed that the information source with the most articles 

published was the IEEE Digital Library with 10 articles, 

followed by Science@Direct with eight articles, these being 

the repositories with the greatest contribution in the field of 

Machine Learning in learning problems and disorders. 

2) In what year were most of the articles published, and 

how are they interpreted?: Taking into account the section of 

analysis and classification of the information, it is possible to 

identify that the year 2023 was when more articles were 

published with a total of 8 articles and this was growing since 

2019, this could indicate that interest in applying Machine 
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Learning techniques in areas such as learning disorders is 

growing. 

3) How does Machine Learning help in the detection of 

learning problems and disorders?: According to the review of 

the articles, most of them are focused on the early detection of 

learning disorders, and another large percentage apply 

Machine Learning techniques for the classification of people 

with ADHD, followed by another group of articles related to 

the prediction of the presence of dyslexia in children. And a 

small percentage focus on optimizing the detection or 

classification of learning disorders using new and novel 

Machine Learning techniques, obtaining promising results.  

IV. RESULTS 

The present review allowed answering the research 
questions, obtaining that the major source of information is the 
IEEE Digital Library and the year 2023 is the highest 
percentage of published articles indicating that more and more 
emphasis is being placed on the application of Machine 
Learning in learning problems and disorders. A brief summary 
of some articles will be given below: 

They analyzed in [6] the classification performance of 
three machine learning algorithms (Naive Bayes, kNN, 
logistic regression) applied on the dataset of 157 children, of 
which 77 were ADHD patients and 80 healthy. The closest 
classifier k is able to predict with a high accuracy of 86% and 
is much better than Naive Bayes (52%) and logistic regression 
(66%). 

This study in [15] focused on addressing data imbalance in 
prescreening tests for developmental dyslexia. It proposed an 
ensemble-based oversampling and machine learning technique 
to improve the detection of the minority class (dyslexic 
patients). The researchers used reading and writing tests, 
online games, magnetic resonance imaging (MRI), 
electroencephalography (EEG), photography, and video 
recording as input data. Simulation results showed that the 
proposed approach improved the detection accuracy of the 
minority class from 80.61% to 83.52%.  

This research in [26] focused on identifying the 
neurocognitive characteristics of Attention Deficit 
Hyperactivity Disorder (ADHD), both in its pure presentation 
and in its comorbidity with other disorders. Using the Machine 
Learning Decision Tree (MLT) technique in the Rcran 4.2.1 
software, probabilistic rules were constructed based on 
different neurocognitive variables. We found that children 
with pure ADHD showed poor performance on working 
memory and perceptual reasoning tasks, independent of IQ 
deficits. In addition, deficits in working memory were 
common across all ADHD presentations and comorbidities. 
The use of DTM allowed us to establish a clinical hierarchy 
and identify the most important variables in the different 
populations of children diagnosed with ADHD. This technique 
proved to be advantageous in differentiating the importance of 
dependent variables in the study of ADHD. 

This project [5] aims to classify attention deficit 
hyperactivity disorder (ADHD) using machine learning 
techniques. The WEKA toolkit was used to perform a 

comparative analysis of the classification of four forms of 
ADHD using various machine learning algorithms. Different 
feature sets were experimented with, including those 
generated using the genetic algorithm from phenotypic data of 
the ADHD-200 dataset. The classification algorithms used 
were Logistic, Support Vector Machine (SVM), Decision Tree 
(DT) implemented using the J48 algorithm, Random Forest 
(RF), K-nearest neighbor (KNN) implemented using the 
instance-based learner (IBk) algorithm and multi-layer 
perceptron (MLP). Eight performance parameters were 
evaluated: accuracy, precision, recall, F-measure, Kappa 
statistic, root mean square error (RMSE), Mathew correlation 
coefficient (MCC) and area under the receiver operating 
characteristics curve (AUROC). The ultimate goal is to 
provide valuable information for the establishment of an 
automated diagnostic system for ADHD. 

V. DISCUSSION AND CONCLUSION 

The literature review reveals important points of 
convergence and divergence among the studies analyzed. 
First, there is a general consensus in the scientific community 
on the growing relevance and application of machine learning 
techniques, especially in the context of learning disorders and 
problems, such as Attention Deficit Hyperactivity Disorder 
(ADHD) and developmental dyslexia. All studies highlight the 
importance of using machine learning algorithms to improve 
the detection, classification and understanding of these 
disorders, leveraging diverse data sources, from reading and 
writing tests to magnetic resonance imaging and 
electroencephalography. 

Different methodological approaches are also observed 
across studies. For example, while some focus on the 
performance of specific algorithms for ADHD classification, 
others address specific challenges such as data imbalance in 
prescreening tests for developmental dyslexia. In addition, the 
use of different feature sets and the application of specific 
techniques, such as the Machine Learning Decision Tree, 
highlight the diversity of strategies implemented in the 
research. 

However, aspects related to the integration and 
standardization of the proposed methods remain to be 
addressed, as well as the validation of the results in clinical 
settings and the consideration of ethical factors in the 
development of automated diagnostic systems. The variability 
in the feature sets and algorithms used suggests the need to 
establish common protocols for the comparison and 
replication of results. Furthermore, the practical 
implementation and acceptance of these technologies in 
clinical and educational settings requires careful consideration 
of the ethical and social implications. In this sense, future 
research could focus on addressing these aspects to move 
towards the effective application of machine learning 
techniques in the diagnosis and treatment of learning 
disorders. 
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