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Abstract—There is a promising development prospect in the 

digital ecosystem. In this context, the spatial planning of rural 

homestays has also received widespread attention. The research 

aims to better explore the advantages and determine the 

development direction of rural homestays, while providing 

two-way demand support for consumers and managers. 

Therefore, this study combines bidirectional long-term and 

short-term memory networks, pre-trained models, and emotional 

information attention mechanisms in deep learning. A new 

emotional analysis model is proposed. Then it is applied to the 

spatial planning of homestays near Chengdu Normal University 

and Chengdu Neusoft University. The experimental results show 

that the accuracy, recall, and F1 values of the new emotion 

analysis model proposed in this research reach 94%, 93%, and 

94%, respectively. In terms of consumer satisfaction with the 

spatial location of homestays before and after the renovation, the 

average score of homestays near Chengdu Normal University 

increases by 21% compared to before the renovation. The 

average score of homestays near Chengdu Neusoft University 

increases by 40% compared to before the renovation. In 

summary, the new emotional analysis model proposed in this 

research has certain feasibility and effectiveness in the planning 

of rural homestay spatial location, providing new ideas for 

homestay spatial location planning. 

Keywords—Rural homestay; spatial planning; deep learning; 

emotional analysis; bidirectional long short term memory network 

I. INTRODUCTION 

As a key support project for the tourism industry, rural 
homestays have been consistently popular in recent years [1]. 
With the changing demand for tourism and vacation methods, 
the market size of the homestay industry is constantly 
expanding. The rise of new homestays has gradually replaced 
traditional farmhouses and inns [2]. Featured homestays are 
constantly emerging. For example, urban-rural integration and 
distinctive homestay planning meet personalized pursuits and 
experiences [3]. Abroad, homestay platforms such as Airbnb 
have established a huge network of accommodation resources 
worldwide. This specialized operational transformation further 
improves the quality and image of homestays [4]. In Japan, the 
homestay policy supports the transformation of private 
housing into homestays. But the operational safety and good 
environment of homestays need to be guaranteed [5]. 
However, there are currently many problems in the planning 
and design of homestay spaces in the Chinese market, such as 
unreasonable layout and inability to meet consumer needs. 

Inappropriate planning methods may cause a series of negative 
reactions. 

In view of this, the research explores in the context of 
digital ecology and innovatively proposes the integration of 
Bidirectional Long ShortTerm Memory (BiLSTM), Natural 
Language Processing and specific elements of spatial planning. 
Meanwhile, considering the growth and change of the rural 
lodging industry, a lodging spatial location planning and 
design model is finally proposed. The aim is to solve the 
unreasonable spatial location planning in domestic homestays, 
provide effective advice and guidance for the spatial location 
planning and design of homestays, and promote the 
development of rural homestays. This study is divided into six 
sections. Section I is an introduction to the overall content. 
Section II outlines the related works. Section IV is about 
performance testing of rural homestay spatial planning model. 
Discussion and conclusion is given in Section V and Section 
VI respectively. 

II. RELATED WORKS 

BiLSTM is a deep learning algorithm that can effectively 
process sequence data. In recent years, this algorithm has 
achieved significant results in fields such as natural language 
processing and image recognition. Singla P et al. proposed an 
integrated model that combines wavelet transform with 
bidirectional long-term and short-term memory deep learning 
networks to predict solar irradiance at all levels within 24 
hours. Wavelet transform decomposes the input time series 
data into different intrinsic model functions to extract its 
statistical features. To improve prediction accuracy, the 
sequences of intrinsic model functions are reduced through 
comprehensive experimental analysis. Wavelet decomposition 
components are merged. Next, each intrinsic model function 
subsequence is assigned a trained BiLSTM network for 
prediction. Finally, the predicted values of each subsequence 
reconstructed from the BiLSTM network are used to provide 
the final solar irradiance prediction at all levels. The research 
results indicate that the R2 value of the proposed model is 
0.94. Compared to the benchmark model, prediction 
performance increases by 47% [6]. To predict the capacity of 
photovoltaic energy, Liu B et al. proposed a multi factor 
installed capacity prediction model based on bidirectional 
short-term memory grey correlation analysis. The solar 
photovoltaic installed capacity in China from 2020 to 2035 is 
predicted using this model. The research results indicate that 
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the constructed model has high prediction accuracy. It can 
accurately predict China's solar photovoltaic installed capacity 
from 2020 to 2035, reaching 2833GW by 2035 [7]. Human 
activity recognition has become an important research field in 
human behavior analysis, human-computer interaction, and 
ubiquitous computing. To improve the accuracy of deep 
learning models in processing time series data, Challa S K et 
al. proposed a robust classification model for human activity 
recognition. This model combines convolutional neural 
networks and bidirectional long-term and short-term memory 
for design. The proposed multi branch CNN-BiLSTM network 
can automatically extract features from raw sensor data and 
minimize data preprocessing. CNN-BiLSTM can learn local 
features and long-term dependencies in sequence data, which 
helps improve the feature extraction process. The performance 
is evaluated using three benchmark datasets. It achieves 
accuracy of 96.05%, 96.37%, and 94.29% on these datasets, 
respectively. The experimental results show that the method 
combining multi-branch CNN-BiLSTM networks outperforms 
the other compared methods [8]. 

Spatial planning and design commonly referred to as 
"spatial design" or "spatial planning". It refers to the process 
of creating an indoor space that combines functionality and 
aesthetics in an orderly manner. Space planning and design is 
the allocation of appropriate functional areas for a specific 
environment, determining the layout and interaction of these 
areas. There are currently many related studies. Design space 
exploration provides intelligent adjustment methods for 
complex optimization parameters in modern advanced 
comprehensive space design tools. Due to the long hardware 
compilation time, advanced comprehensive parameter tuning 
is a time-consuming process. Gautier Q et al. utilized a design 
space exploration framework to address multiple conflicting 
optimization objectives and actively sought Pareto optimal 
solutions. The research results indicate that the adopted 
processing framework can achieve optimal spatial design 
faster. In addition, the design space exploration framework 
can also customize the regression model based on specific 
problems, thereby obtaining the model that best reflects the 
application design space [9]. Wu W et al. proposed a novel 
data-driven technology. This technology can automatically 
and efficiently generate floor plans for residential buildings 
with given boundaries. The proposed data-driven technology 
can mimic human spatial design processes. Firstly, the room 
position is determined, and then the wall position is 
determined, while adapting to the input building boundary. 
Finally, based on the spatial location of the building, a plan 
structure diagram is obtained. A large number of experimental 
results indicate that the proposed data-driven technology is 
effective. This technology can realistically simulate the floor 
plans of different floors of a building. In many cases, the floor 
plan generated by the research method is almost identical to 
the actual design plan [10]. 

In summary, many experts have completed a series of 
studies using BiLSTM, including various data prediction, 
action recognition, model optimization, etc [11]. For spatial 
planning and design problems, scholars often start with 
optimizing complex parameters in space. Various models are 
used to tune parameters to achieve the expected spatial 

optimization goals. For buildings like rural homestays, there is 
a lack of research on integrating deep learning models into the 
spatial planning and design of homestays. Therefore, based on 
the BiLSTM algorithm, an improved sentiment analysis model 
is proposed by combining the Bert model and emotional 
attention mechanism. The aim is to quickly and accurately 
understand customer evaluations and emotional tendencies for 
homestay operators, provide decision-making support, and 
promote the healthy development of the homestay industry. 

III. RURAL HOMESTAY SPATIAL PLANNING BASED ON 

BERT-BILSTM-EIC ALGORITHM 

There are still many problems in the current spatial 
planning and design of homestays, such as traffic positioning, 
location planning, and consumer preferences. In response to 
these issues, the first section constructs a new emotional 
analysis model through a bidirectional long-term and 
short-term memory network, Bert model, and emotional 
information attention mechanism. It effectively extracts 
relevant suggestions from consumers for the geographical 
location planning of homestays. The second section applies 
the model to the spatial planning of homestays near two 
universities, exploring the feasibility of this method. 

A. Construction of a Homestay Sentiment Analysis Model 

Based on Bert-BiLSTM-EIC Algorithm 

In recent years, the sentiment analysis method that 
combines Long Short Term Memory (LSTM) with deep 
learning has the highest popularity. LSTM updates the time 
record timing of cell structure through an additive calculation 
method, avoiding the time step feature retained when the 
previous state data has a significant impact on this state data, 
as shown in Fig. 1[12]. 

In Fig. 1, at time t, a value ( )f t  between 0 and 1 is 

output through the internal states of ( 1)h t   and ( )x t , 

representing a trade-off between fully retained or discarded 
states. The activation function is the sigmoid function. The 
formula for the input gate is shown in Eq. (1). 

 1t i t i t ii W x U h b        (1) 
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Tanh
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( ( 1), ( ))h t x t
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Fig. 1. LSTM network structure diagram. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 12, 2023 

750 | P a g e  

www.ijacsa.thesai.org 

In Eq. (1), 
ti  represents the output of the input gate. 

iW  

and 
iU  represent the weight and bias of the input gate, 1th   

denotes the previous state. The input gate represents the 
information stored in ( 1)h t   and ( )x t  within the cell. The 

output gate is shown in Eq. (2). 

 1t o t o t oo W x U h b        (2) 

In Eq. (2), tx denotes the output data,   denotes the 

sigmoid function. oW  and oU  denote the weight and bias 

of the output gate, respectively, and ob  denotes the learnable 

parameters. The information of the output gate is usually 
obtained by multiplying the result of the tanh activation 
function with ( 1)h t   and ( )x t  through the sigmoid 

activation function [13]. The forgetting gate is shown in Eq. 
(3). 

 1t f t f t ff W x U h b       (3) 

In Eq. (3), tf  denotes the output of the forgetting gate, 

fW  and fU  denote the weight and bias of the forgetting 

gate, respectively, and fb  denotes the learnable parameter. 

The error function calculates the partial derivative of the 
weighted input of the neuron. The backpropagation error 
transmitted by time to the previous state is shown in Eq. (4). 

1

, , , ,, , , ,
t

T T T TT

k o t oh f t fh i t ih s t sh

j k

W W W W    




     (4) 

In Eq. (4), T

k  refers to the error of the objective function 

k  with respect to T . ohW , fhW , ihW  and shW  refer to 

the weights that go sequentially from unit o , f , i  and s  

to unit h , respectively. 
,o t

 refers to the error of the o th 

unit at the moment of t . ,f t  refers to the error of the f th 

unit at the moment of t . ,i t  refers to the error of the i th 

unit at the moment of t . ,s t  denotes the error of the s th 

unit at the moment of t . The error formula for error 
propagation upwards is shown in Eq. (5). 

, , , ,1
( ) '( 1)T T T T l

o t ox f t fx i t ix s t sx tl

t

E
W W W W of net

net
    




   


 

(5) 

In Eq. (5), oxW , fxW , ixW  and sxW  refer to the 

weights from cell o , f , i  and s  to the formula cell x , 

respectively. The rest of the algebra is consistent with the 
previous explanation. However, due to the complexity and 
massive content of comments on homestays, relying on a 
single network model often leads to low efficiency and 
computational errors [14]. Therefore, BiLSTM with 
bidirectional channels is needed to process sequence data. On 
the basis of BiLSTM, Bert word embedding and EIC 
emotional information attention mechanism are introduced. 
The Bert-BiLSTM-EIC model is proposed. The structure 
diagram of the Bert-BiLSTM EIC model is shown in Fig. 2. 

Softmax

FCN

LSTMW1

W2

W3

E1

E2

Word embedding BiLSTM Feature

Text feature extraction

Concat

Hidden layer

Output layer

Feedforward neural network classifier

LSTM

LSTM LSTM

LSTM LSTM

 
Fig. 2. Bert-BiLSTM-EIC network architecture diagram. 

In Fig. 2, the Bert training model is used as the first stage. 
BiLSTM-EIC is used as the second stage. BiLSTM-EIC 
includes semantic information channels and emotional 
information channels. Firstly, Bert passes each input 

individual word through a Token embedding layer to convert 
each word segment into a fixed dimensional vector form. 
Secondly, BiLSTM-EIC extracts the emotional features of the 
statement, fuses the feature information and inputs it into the 
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fully connected layer. Finally, softmax calculates the 
attribution probability. The Bert word embedding layer is 
shown in Eq. (6). 

1 2w nR w w w   L      (6) 

In Eq. (6), 
wR  represents the input semantic word vector. 

1 2 3, ,w w w  represent different semantic participles. The word 

set after segmentation is used as input for the semantic 
channel. The Bert model obtains the semantic word input 
vector. The calculation of emotional channels is similar to the 
input of semantic channels. The calculation is shown in Eq. 
(7). 

1 2e mR e e e   L       (7) 

In Eq. (7), 
eR  represents the input emotional information 

vector. 
1 2 3, ,e e e  represents different emotional participles. 

The semantic and emotional vectors are input into a network 
composed of forward and backward LSTM for sequence 
encoding to achieve information extraction and fusion, thereby 
improving the predictive ability of the model [15]. The 
calculation for model prediction is shown in Eq. (8). 

max( )s e
o opre soft w V b       (8) 

In Eq. (8), 
ow  represents the weight coefficient. pre  

represents the predicted emotional category. 
ob  represents 

the offset coefficient. s eV   denotes the sentiment feature 

vector. The prediction accuracy of this model is shown in Eq. 
(9). 

( )

1

1
k

k i

i

CV P
k



        (9) 

In Eq. (9), k  represents the number of datasets. i  

represents the combination method. 
iP  represents the 

accuracy indicator. The loss function of this model is shown in 
Eq. (10). 
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i j
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
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      (10) 

In Eq. (10), N  is the number of samples. M  is the 

number of emotional labels. y  is the emotional label value. 

y


 is the predicted value of the model.   is the 

normalization term. The preference scoring of subsequent 
users is shown in Eq. (11). 

1
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n n
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      (11) 

In Eq. (11), H  represents the scoring set. n  and m  

represent the regional category of homestays. k  represents 

the number of homestays. At this point, the potential score is 
shown in Eq. (12). 

1

1

n k n
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      (12) 

In Eq. (12), R  represents the consumer record matrix. 

1 nru  represents the number of homestay consumption in n . 

1 mru represents the number of homestay consumption in m . 

The location similarity of the two homestays is shown in Eq. 
(13). 

1 2

1 2 3 4
1 2 ( , )

cos( , , )
( , )

dis h h

s s s s
similarity h h

e


L
   (13) 

In Eq. (13), 1 2( , )dis h h  represents the distance between 

two places. 1s , 2s , 3s  and 4s  conveniently represents 

location, transportation, environment, and resource ratings. 
The sentiment analysis process combined with the 
BiLSTM-EIC model is shown in Fig. 3. 
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Fig. 3. Emotion analysis flow of BiLSTM-EIC model. 
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In Fig. 3, step 1 inputs a comment dataset. Step 2 applies 
the Bert word embedding method to extract and embed 
sentences from the dataset into the tensor space. Step 3 inputs 
these different vectors into the BiLSTM model for semantic 
and feature extraction. Step 4 calculates and predicts feature 
information to obtain corresponding emotional results. 

B. Spatial Location Planning of Rural Homestay Based on 

Emotional Analysis Model 

After the epidemic, the national tourism industry has 
surged to a new height. The demand for homestays and 
accommodation requirements are gradually increasing [16]. 
According to the 2023 Homestay Industry Insight Report 
released by Feizhu Travel, the keywords for homestays in the 
hot search are shown in Table I. 

In Table I, the best search terms selected by the public 
include geographical location, homestay environment, and 
price. Geographical location has become the most perplexing 
choice factor for consumers. As a homestay manager, the 
success of site selection almost determines the subsequent 
operation of homestays [17]. The study used GIS and market 
research data to identify optimal sites, with relevant location 
parameters including geographic location, environmental 
parameters and plot parameters [18]. The location parameters 
include 10-20 kilometers from the city center, no more than 
five kilometers from major tourist attractions, and close to 
major highways or transportation hubs. Environmental factors 
include noise levels not exceeding 50 dB and an Air Quality 
Index (AQI) of less than 100 year-round.The plot parameter 
refers to a slightly sloping or flat, well-drained soil area within 
the model's applicability range of 2,000 square meters [19]. 
Aiming at the above hot semantic words, this study compares 
the spatial locations of B&B rentals near Chengdu Teachers 
College and Chengdu Neusoft College by combining the 
proposed sentiment analysis model after the relevant 
parameters are determined. Chengdu Normal University is 
located in the university town area of Wenjiang District, 
Chengdu City. It has convenient subway and public 
transportation, and commercial districts gather, belonging to 
the urban area [20]. Chengdu Neusoft College is located in 
Qingchengshan Town, Dujiangyan Irrigation Project City. 
There are buses but no subways. There are fewer business 
districts and more mountain views. It belongs to a rural area 
[21]. There are nearly 20000 comments on geographical 
location provided by Meituan APP for homestays in two 
places. After randomly selecting the comments, they are input 
into the sentiment analysis model for feature extraction. The 
data analysis is shown in Fig. 4. 

In Fig. 4, in the context of massive review data, consumers 
maintain independent opinion on the geographical location 
characteristics of homestays. After data processing in the 
emotional semantic analysis model, four main emotional 
analysis focuses are identified, convenient transportation, 
superior location, quiet environment, and rich supporting 
facilities. Based on the above online comment sentiment 
analysis data, the spatial location planning of the two 
homestays is designed before and after improvement, as 
shown in Fig. 5. 

In Fig. 5(a) and Fig. 5(c) are the spatial maps of homestays 
before the renovation design of two universities. Fig. 5(b) and 
Fig. 5(d) show the spatial planning of homestays after the 
renovation of two universities. From Fig. 5, the original 
homestays of Chengdu Normal University are relatively 
concentrated. They are located in the downtown area. 
Although the transportation is convenient and shopping is 
convenient, the living environment and comfort are slightly 
poor [22]. Therefore, after the renovation, green circles 
represent quiet and comfortable homestays. The red circle 
indicates homestays with convenient transportation and 
superior location. Due to the unique geographical location, 
Chengdu Neusoft College is mostly located near mountains 
[23]. Quiet and comfortable homestays have become a trend. 
Considering the previous trend of loose distribution of 
homestays, and the difficulties of commercial and 
transportation areas, this renovation mainly focuses on bus 
stops and the surrounding areas of rare commercial areas. 
Consumers can balance both. 

TABLE I. HOMESTAY HOT SEARCH KEYWORD LIST 

First level keywords Secondary keywords Hot search words 

Geographical position 

Convenient transportation Convenient 

Superior location Shortcut 

Security environment Secure 

Surrounding facilities Richness 

Price distribution 

Below 200 yuan Cheap 

200-500 yuan Moderate price 

500-1000 yaun Slightly expensive 

Above 1000 yuan Too expensive 

Residential environment 

Lighting Good indoor lighting 

Ventilate Good indoor air 

Soundproof Sleep undisturbed 

Water quality Clean 

Homestay quality 

General homestay Not so bad 

Boutique homestay Cost performance 

Trendy homestay Generally not selected 

Home style 

Minority Seldom choose 

Rural Acceptable 

Neo-chinese style Acceptable 

Simple style Most popular 

Star standard 

Five star Don't have to 

Four-star Maybe 

Three-star level Consider moving in 

Two-star level Consider moving in 

One-star level Will not check in 

Characteristics of homestay 

Landscape experience Family or couple 

Rural experience Relax 

Artistic experience Experience 

Sports experience Recreation 

Cultural experience For fun 
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The accommodation is 
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Fig. 4. Analysis of review data of homestays near two universities. 
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Fig. 5. Emotional analysis model of rural residential space location planning and design. 
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IV. PERFORMANCE TESTING OF RURAL HOMESTAY SPATIAL 

PLANNING MODEL BASED ON BERT-BILSTM-EIC ALGORITHM 

The Bert module is used as the first part of the model 
training to improve its ability to be used to understand and 
extract contextually relevant features from the input text. This 
is followed by the BiLSTM layer, which is used to process the 
features extracted by the Bert layer to capture the long-term 
dependencies in the text. Finally the EIC layer is trained 
which is used for used for final sentiment classification based 
on the output of the first two layers. During the training 
process, the average length of the text in the training set is too 
long, while the amount of training data is large. Therefore, the 
study selectively set the Bert sequence length to 256, BiLSTM 
hidden layer unit to 128, and the EIC layer parameters to 64. 
Also, the learning rate of AdaGrade optimizer was set to 0.001, 
the batch size was set to 32, and the training period was set to 
five weeks. 

Precision is the most intuitive performance metric, which 
indicates the ratio of instances correctly predicted by the 
model to the total number of instances. Recall measures the 
ratio of positive instances correctly identified by the model to 
all actual positive instances. Recall is particularly important in 
sentiment analysis because missing instances of positive or 
negative sentiment can lead to poor business decisions or 
misinterpreted user feedback. The F1 score is the reconciled 
average of accuracy and recall, which provides a balance 
between the two. The F1 score is particularly useful when 
classes are unevenly distributed or when the penalties for false 
positives and false negatives are the same. Compared to other 
metrics, these three metrics are commonly used in sentiment 
analysis models because they provide a comprehensive view 
of model performance and are easy to understand and 
communicate. 

Firstly, a suitable experimental environment is established. 
Accuracy, recall, and F1 are used as evaluation indicators to 
test the sentiment analysis model fused with the 
Bert-BiLSTM-EIC algorithm. Secondly, time series, 
geographic similarity of homestays, and user satisfaction are 
used as indicators for actual performance testing. 

A. Performance Testing of Sentiment Analysis Model Based 

on Bert-BiLSTM-EIC Algorithm 

To verify the performance of the emotion analysis model 

proposed in this experiment, a suitable experimental 
environment platform is established. A guesthouse comment 
corpus, ChnSensiCorp, containing both Chinese and English 
corpora, is used as the dataset. At the same time, to ensure 
sufficient experimental data and the reliability of the results, a 
new dataset consisting of approximately 8000 positive 
comments and 3000 negative comments, totaling 11000, is 
developed by combining the review data of numerous travel 
softwares such as Feizhu, Ctrip, and Meituan. It is divided into 
a training set and a testing set according to 8:2. The specific 
experimental environment is shown in Table II. 

Fig. 6(a) shows the accuracy, recall, and F1 values of four 
different analysis models in the training set. Fig. 6(b) shows 
the accuracy, recall, and F1 values of four different analysis 
models in the test set. From Fig. 6, the CNN model has the 
worst comprehensive experimental performance, and LSTM is 
good at capturing temporal features. It is slightly better than 
the CNN model. BiLSTM has better accuracy in capturing 
semantic features than LSTM. Based on the above results, the 
Bert-BiLSTM-EIC proposed in this study performs the best in 
all three aspects. Its accuracy, recall, and F1 values can reach 
up to 94%, 93%, and 94%, respectively. The overall score has 
increased by six percentage points compared to the CNN 
network. Therefore, the EIC emotional information attention 
mechanism can extract emotional word sets from text 
information in the set order, thereby improving the accuracy 
of semantic and emotional information retrieval and better 
capturing potential semantic features. To further verify the 
performance status of the Bert BiLSTM EIC analysis model 
proposed in this research, the loss function and accuracy are 
used as reference indicators during the training iteration 
process. The Bert-CNN model, Bert-LSTM model, 
Bert-BiLSTM, and Bert-BiLSTM-EIC model are used as 
experimental objects for testing. The specific test results are 
shown in Fig. 8. 

Accuracy, recall, and F1 value are used as evaluation 
indicators. The emotion analysis model based on 
BiLSTM-EIC proposed in this research and three different 
analysis models, including Bert-CNN model, Bert-LSTM 
model, and Bert-BiLSTM, are compared and tested. The 
specific test results are shown in Fig. 6. 

TABLE II. EXPERIMENTAL ENVIRONMENTAL PARAMETERS 

Equipment environment and parameter items Model and specific parameters 

CPU 3.6GHz Intel Core i9 

GPU NVIDIA GeForce GTX 3066Ti 8G 

Operating system Windows10 64 

Memory 32G 

Deep learning library TensorFlow 

Amount of data for one training session 1 article 

The total number of rounds required for training samples 5 rounds 

Iterations 45000 times 

Learning rate 0.001 

Optimizer AdaGrade 
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Fig. 6. Graph of test results for four models. 
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Fig. 7. Comparison of loss function and accuracy of different models. 

Fig. 7(a) shows the loss function curve for the four 
analytical models. Fig. 7(b) shows the accuracy curve changes 
of the four analysis models. In Fig. 7, the accuracy curve of 
the proposed Bert-BiLSTM-EIC analysis model has always 
been higher than the other three models. The loss rate is the 
lowest among the four analysis models. Throughout the entire 
iteration process, the performance of all four models decreases. 
At this point, the loss function is negatively correlated with 
accuracy. Although overfitting training can cause slight data 
fluctuations, the Bert BiLSTM-EIC analysis model tends to be 
more stable than the other three models. This model has a dual 
channel construction of semantic emotions. Therefore, the 
convergence speed during training is faster than the other 
three models. 

B. Application Test of Emotional Analysis Model in Rural 

Homestay Spatial Planning 

Generally speaking, the emotional consumption patterns of 
users are influenced by changes in time series. Therefore, 
based on the spatial location planning maps of Chengdu 
Normal University and Chengdu Neusoft University, the 

application effect of the sentiment analysis model in spatial 
planning is further demonstrated by drawing the emotional 
time series curves of consumers in the two places over the 
year. The detailed results are shown in Fig. 8. 

Fig. 8(a) shows the changes in the number of reserved 
homestays, quiet environment homestays, and convenient 
transportation homestays in the vicinity of Chengdu Normal 
University during the year before the renovation. Fig. 8(b) 
shows the changes in the number of reserved homestays, quiet 
environment homestays, and convenient transportation 
homestays near Chengdu Normal University during the year 
after renovation. Fig. 8(c) shows the changes in the number of 
reserved homestays, quiet environment homestays, and 
convenient transportation homestays near Chengdu Neusoft 
College during the year before the renovation. Fig. 8(d) shows 
the changes in the number of reserved homestays, quiet 
environment homestays, and convenient transportation 
homestays near Chengdu Neusoft College after renovation 
during the year. According to Fig. 8(a) and 8(b), the demand is 
highest near Chengdu Normal University after the Spring 
Festival, from June to August, and in November. It may be 
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due to the urgent need to rent a house after the New Year, the 
summer vacation from June to August for tourism, and an 
increase in traveling or taking the postgraduate entrance exam 
in November. From Fig. 8(c) and Fig. 8(d), near Chengdu 
Neusoft College, due to geographical location factors before 
the renovation, the average annual total rental volume does not 
fluctuate significantly. After the renovation, the total number 
of rented houses has increased by nearly 60. After analyzing 
consumer emotions, the designed homestay housing location 
is more favored by the public. 

To better understand consumers' preferences for the 
geographical location of homestays, Eq. (12) is used to 
calculate the similarity of housing locations. The total rental 
volume and consumer selection evaluation of homestays after 
the renovation of the two places are used as the horizontal and 
vertical coordinates. The scatter plot of homestays in both 
locations is shown in Fig. 9. 

Fig. 9(a) shows the location similarity of homestays near 
Chengdu Normal University. Fig. 9(b) shows the location 
similarity of homestays near Chengdu Neusoft College. From 
Fig. 9, public consumers near Chengdu Normal University 
prefer homestays with high similarity, that is, homestays with 
similar geographical locations. At the same time, the higher 
the similarity of homestay locations, the greater the rental 
volume is. Consumers have higher evaluation of their choices. 
However, near Chengdu Neusoft College, the geographical 

similarity of homestays is generally not high, and their 
geographical locations are relatively far apart. 

To enable homestay operators to quickly and accurately 
understand customer evaluations and emotional tendencies, 
provide decision support, and improve service quality, the CSI 
(Customer Satisfaction Index) is used for evaluation. A 
satisfaction survey is conducted on consumers in both regions, 
with a score of 1-5 on the Likert scale from dissatisfied to 
satisfied. The data results are shown in Table III. 

From Table III, the two homestays before and after the 
renovation have significantly improved in convenient 
transportation, superior location, quiet environment, and rich 
resource allocation. Especially in the vicinity of normal 
colleges, the popularity of homestays with quiet environment, 
convenient transportation, and superior location has generally 
increased. The average score increases by 21% compared to 
before the renovation. After planning the geographical 
location of homestays near the Soft College, the scores for 
convenient transportation and location increased significantly. 
The average score has increased by 40% compared to before 
the renovation. The proposed sentiment analysis model that 
integrates the Bert BiLSTM EIC algorithm has shown high 
feasibility in actual rural homestay spatial transformation 
testing. It has played a certain reference role in the subsequent 
spatial location planning of rural homestays. 
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Fig. 8. The change of consumer sentiment in two places in one year. 
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TABLE III. CONSUMER SATISFACTION RATING 

Regional variable 

 
Convenient 

transportation 

Superior 

location 

Quiet 

environment 

Abundant supporting 

resources 

Average 

score 

Chengdu Normal 
University 

Before 

modification 
4.0 4.0 2.0 3.0 3.3 

After 

transformation 
5.0 5.0 3.0 3.0 4.0 

Chengdu Neusoft 

University 

Before 
modification 

1.0 2.0 5.0 2.0 2.5 

After 

transformation 
3.0 3.0 5.0 3.0 3.5 
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Fig. 9. Scatter map of homestays near two universities. 

V. DISCUSSION 

For this study, the data results are further expanded 
through the following three areas of discussion. The first is the 
feasibility of the algorithm effect and application. This study 
demonstrates the potential of digital technology in rural 
revitalization and tourism development by combining the 
Bert-BiLSTM-EIC algorithms in the spatial planning and 
design of rural B&Bs. The Bert module shows superiority in 
understanding the preferences and feedbacks of the B&B 
customers, while the BiLSTM performs excellently in dealing 
with the time-series data such as the booking trend and the 
flow of guests. The EIC module is introduction further 
optimizes the decision-making process of spatial planning, 
making it more accurate and efficient. Secondly, the impact of 
digital ecology, in the context of digital ecology, this study 
highlights the importance of data-driven decision making. As 
more and more data becomes available, it enables the public to 
understand the needs and challenges of the rural lodging 
industry more fully. The digital ecology not only provides rich 
data resources, but also offers new perspectives on the 
sustainable development of rural B&Bs through the 
application of algorithms. The result exists a consistent 
recognition with the optimal row design of neighborhood 
houses proposed by Teng Y et al. [24]. Finally, the innovation 
of spatial planning and design, the study is able to solve the 
complex problems in spatial planning of rural lodging more 
effectively by utilizing the Bert-BiLSTM-EIC algorithm. For 
example, the algorithm helps identify the optimal spatial 

layout and spatial location distribution of the B&B, while 
taking into account the emotional needs of different users. 
This approach brings innovation to traditional spatial planning 
and design, making it more data-driven and result-oriented. 
The result also has similarities with the algorithmic 
application in landscape classification by Zhang D et al. [25]. 

However, despite the positive results of this study, there 
are some challenges and limitations. First, access to high 
quality and relevant data remains a challenge. Second, the 
algorithmic models need to be continuously adjusted and 
optimized to adapt to changing market and environmental 
conditions. Finally, applying these techniques to rural lodging 
in different regions may require targeted adaptation to specific 
local needs and conditions. For example, sentiment analysis 
may be more focused on community services and quality of 
life feedback in rural areas, while in urban areas it may be 
more focused on business services and the experience of city 
life. Regardless of the application scenario or geographic 
location, the main means of studying the proposed model is to 
obtain key information through public and customer sentiment 
analysis, and then classify and identify it through algorithmic 
modeling, as well as give key solutions for spatial planning 
and positioning. In terms of expansion, the multilingual utility 
and scalability of the model needs to be further enhanced. 

Follow-up research could explore the application of this 
algorithmic framework to broader areas of rural revitalization, 
such as agricultural production, rural education and health 
services. Further research on the adaptability and effectiveness 
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of the algorithm in different cultural and geographical contexts 
is also necessary. 

VI. CONCLUSION 

The current spatial location planning of rural homestays 
lacks systematicity and scientificity. Therefore, a sentiment 
analysis model integrating Bert BiLSTM EIC algorithm is 
proposed based on deep learning networks. This model is 
applied to the spatial planning of homestays near Chengdu 
Normal University and Chengdu accuracy, recall, and F1 
values of the model can reach 94%, 93%, and 94%. The 
comprehensive score has increased by 6% compared to the 
traditional CNN model. In the loss function test, the model has 
the lowest loss rate, the best stability, and the fastest 
convergence speed among the four analytical models. In the 
statistics of the homestay housing resources in the two regions 
over the year, the demand is highest after the Spring Festival, 
June August, and November. In the consumer satisfaction 
scores before and after the renovation of the two places, the 
average score of homestays near Chengdu Normal University 
increases by 21% compared to before the renovation. The 
average score of homestays near Chengdu Neusoft College 
increases by 40% compared to before the renovation. In 
summary, the proposed sentiment analysis model that 
integrates the Bert BiLSTM EIC algorithm has high accuracy 
and feasibility in the spatial location planning of rural 
homestays, which can effectively improve the spatial layout 
optimization and service quality of rural homestays. However, 
there are many limiting factors in the actual planning of 
homestays, such as local policies, population size, etc. 
Therefore, this is also an area for further improvement in 
subsequent experiments. For example, a detailed analysis of 
local policies, such as Neusoft University. For the 
Bert-BiLSTM-EIC algorithm, the land use regulations, 
building codes, and tourism promotion policies, was included 
in the experiment. Simulate the impact of different policy 
changes on B&B spatial planning in order to evaluate 
planning options under different policy environments. Or 
integrate data such as population size, population density, and 
population movement into the model to better understand the 
needs and constraints of the target area. Use the model to 
simulate the impact of different population dynamics on B&B 
planning, such as population movement during peak and 
off-season, and long-term population trends. 
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