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Abstract—Airplane mode of transportation is statistically the
most secure means of travel. This is due to the fact that flights
require several conditions and precautions because aviation acci-
dents are most of the time fatal and have disastrous consequences.
For this purpose, in this paper, the mean goal is to study the differ-
ent levels of fatality of airplane accidents using machine learning
models. The study rely on airplane accident severity dataset to
implement three machine learning models: KNN, Decision Tree
and Random Forest. This study began with implementing two
features selection and extraction methods, PCA and RFE in order
to reduce dataset dimensionality and complexity of models and
reduce training time by implementing machine learning models
on dataset and measuring their performance. Results show that
KNN and Decision Tree demonstrates high levels of performances
by achieving 100% of accuracy and f1-score metrics; while
Random Forest achieves its best performances after application
of PCA when it reaches an accuracy equal to 97.83% and f1-score
equal to 97.82%.
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I. INTRODUCTION

It is well known that the plane is the safest mode of
transportation. In 2022, there have been only two fatal plane
crashes without counting small and helicopter crashes [1]. In
2007, The National Transportation Safety Board known as
NTSB, claimed that 24 million hours of plane travels had
occurred, only 6.84 of every 100.000 flights hours had a plane
accident and 1.19 of every 100.000 plane flights are fatal
crashes. The aviation industry contribute significantly to the
national economic of each country if they have robust and
strong aviation policies and technologies. Thousands of in-
comes in this field can be reached every year; for this purpose,
this industry is well developed and controlled by international
standards. Among the most important requirements in aviation
industry is safety. That is why different measures of security
are taken into consideration before and after any flight. These
requirements include:

• A strict safety requirements based of international
standards in order to establish a base to rate degree of
safety in any flight.

• Collecting data in order to perform data analytics
to find out any shortcoming and to perform safety
improvements.

• Continuous extensive training for pilots to update their
knowledge and skills.

• Safety Management System (SMS) should be imple-
mented in any plane in order to have synchronous state
of the plane.

• Auditing safety measures by investigating incidents,
analysing performances indicators, etc.

The most important requirement for us in this study is the use
of data in order to perform safety audit, prevent accidents and
rectify any breaches of policies or technologies misconfigu-
rations or malfunctions. As we can say, safety requirements
are very hard and complex to implement because any small
error or misconfigurations may lead to fatal consequences.
According to [13] airplane accidents can be caused by so
many factors including: Pilot error due to miscommunication,
distraction, exhaustion, drainage, etc. mechanical error, bad
weather conditions, sabotage and human errors. So many
scientific contributions had tried to implement data0based
approaches using machine learning (ML) models to deal with
these safety issues specially in the context of our study which
is the prediction of severity of airplane incidents. [4,6,7,12,13]
propose ML-based models, deep learning are used and im-
plemented on complex dataset that need deep models such
as in [11,14]. Authors using machines learning (ML) models
achieved promising results but there is always some data and
implementations constraints including limited resources and
information about fatal accidents because there are very rare
to occur; that is why it is difficult to collect enough data to es-
tablish meaningful statistical analysis. The factors that control
the operations of an airplane are numerous and complex; they
include environmental factors, techniques, human resources
factors. Data may be biased toward the condition and purposes
so it can misrepresent some conditions and important factors.
Mathematical representation of severity may be very difficult
for modelisation using classical approaches such as text mining
[2]. Hence the need for machine learning solutions. Emre
Kuşkapan et al. [8] propose an approach for aviation accidents
classification using data mining algorithms. They collect data
worldwide from 2000 to 2019. They implement J48, Naı̈ve
Bayes and Sequential Minimal Optimization methods. J48
outperforms all methods based on Precision, Recall, F-measure
and ROC Area. L. J. Raikar et al. [3] implement SVM, KNN,
Adaboost, XGboost to analyse airplane crash. They include
feature selection and scaling methods in order to reduce di-
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mensionality of data by removing unnecessary characteristics.
In this study, we will implement machine learning models on
airplane accident severity dataset to predict severity of airplane
accidents. Before that, we established a robust phase of feature
selection and extraction in order to get the most relevant and
important features. These features will be the focus of future
work. We get interesting results. Some ML models reached
100% of accuracy using KNN and Decision Tree. The rest of
this paper is organised as follows: In Section 2, we will discuss
the related work, in Section 3, we will present the background
of this study and the followed methodology. In Section 4, we
will present our results, discuss and criticise them and finally
a conclusion where we will mention the relevant results, limits
of this study and its perspectives in future work.

II. RELATED WORK

R. A. Burnett et al. [6] implement machine learning mod-
els in order to predict the injuries and fatalities in aviation
accidents. They face so many problems in data processing.
First of all, they needed to deal with redundant fields, missing
values, lack of generalisation which means that there are lot
of changes of conditions over years, so implementing machine
learning models on old statistics may lead to misrepresent
the results. Another raised problem is that they needed to
deal with it is imbalanced data which is a very complex task
in machine learning context. They used six Federal Aviation
Administration Aviation Incidents and accidents records in
range from 1975-2002. They Implement KNN, SVM and KNN
models to predict the rate of aviation accidents. Results show
that ANN gives a promising results and its obvious because
ANN models can generalise and analyse internal relationships
between features in order to extract pattern more better than
regular machine learning models.

It is well know that in any information system, the human
being is the most vulnerable asset. Human factor contribute to
approximatively 75% of aircraft accidents and incidents [5].
In the paper by M. Bagarzan et al. [7], they conducted an
interesting study in order to analyse the impact of the age,
experience and gender of pilots on aviation accidents. They
specify six categories of age: “less than 20”, “20-29”, “30-
39”, “40-49”, “50-59” and “more than 60”. “Experience” in
this study is based on the number of hours for each pilot
involved in an accident. the records belong to the NTSB
database. They implement chi-square and logistic regression
models in their study in order to figure out if there is any
relationships between pilot characteristics and how much these
characteristics can contribute in causing aviation accident that
lead to serious consequences. Results show that the gender
had no great impact of the pilot error but females make fatal
errors less than men. Pilots that are older than 60 years old can
make pilot error. Experienced pilots can easily get involved
in fatal accidents because due to their experiences they can
fly in conditions that non experienced pilots cannot do but
these experienced pilots are less likely to make pilot errors.
Authors suggest that there are environment conditions that can
affect the performances of a pilot and they suggest to maintain
training for pilots and improve performances of technologies
used in this mode of transportation.

In the study by N. Pande et al. [13], they conducted a
study about the prediction of fatal aviation accidents. They

used Random Forest, XGBoost, Neural Network, multiple
Linear Regression, chi-square, linear regression, ensemble
model that combine so many machine learning models and
logistic regression. This study is based on a data that is
collected since 1908. 4700 data points of it were used in
this study. What is interesting about this study is that it is
based on simple classical machine learning models like RF,
XGBoost and complex machine learning models that refers to
the combination of different machine learning models in order
to predict the dependant feature. The evaluation metrics in this
study include minimum error, maximum error, mean absolute
error, linear correlation and standard deviation. Results show
that Neural Network model outperform all of the implemented
models reaching an accuracy equal to 90.6% which is the case
for [13].

We can say that machine learning models are widely used
in the field of severity and fatalities of flights accidents. The
usefulness of machine learning models in this field are related
to the complexity of data. In order words, same conditions
of weather and other plane characteristics that we can gather
using sensors, the same data can lead to different results. We
can never be sure of these characteristics because even a bird
strike [9] can cause fatal damage.

III. THEORETICAL BACKGROUND

In order to implement our ML models, we will rely on
two models for data processing: PCA for feature extraction
and RFE for features selection. Then we will implement our
ML models that are: RF, DT and KNN.

A. Feature Extraction: PCA

It is an abbreviation for Principal Component Analysis
[19]. It is an unsupervised ML model that is used to reduce
data dimensionality based on statistical measurements, and
generates new components to contain the most significant
feature data by capturing a large amount of variance[20]. PCA
is used to transform a large set of data into a small one
but keeping relevant information about data. The principal
components of PCA are orthogonal. PCA is useful to reduce
the noise in data, to compress data and helps in visualising data
with high dimensions and to detect any relationships between
features mainly correlation and other relationships in order to
gather correlated features with each others. Given a dataset X
with n observations and p variables, we can perform PCA by
following these steps:

Center the data by subtracting the mean x̄ from each
variable:

x̃ij = xij − x̄j (1)

where x̃ij is the centered value of variable j in observation i.

Calculate the sample covariance matrix S:

S =
1

n− 1

n∑
i=1

x̃ix̃
T
i (2)

where x̃i is the centered vector of observation i.

Compute the eigenvectors v1, v2, ..., vp and corresponding
eigenvalues λ1, λ2, ..., λp of S.
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Select the k eigenvectors with the highest eigenvalues,
where k is the number of dimensions in the reduced feature
space.

Project the centered data onto the k selected eigenvectors
to obtain the reduced feature space:

Y = XVk (3)

where Vk is a matrix containing the top k eigenvectors as
columns.

The final output Y will have dimensions n×k, where each
row represents an observation and each column represents a
principal component.

B. Feature Selection: RFE

Recursive Feature Elimination is a feature selection method
used to get the most important features that contribute to
improve ML models performances. RFE is a recursive method
that removes in each iteration the worst features. We first
provide RFE with all features, RFE run on ML models on the
dataset for instance Random Forest. After training the model
-ML model- RFE measures the contribution and importance of
each feature. Less relevant features will be removed and re-run
the model until we get the best number of features that con-
tribute the most to the model. The process of Recursive Feature
Elimination (RFE) involves assigning weights to different
features in order to identify which ones contribute the most
towards predicting the target variable. This is done by ranking
the features based on their relative importance [21], which
will help to decrease complexity of the model, minimising
time of training and increasing model performances. The RFE
algorithm can be mathematically represented as follows: Let
X be the feature matrix and y be the target vector. Let n be
the total number of features and k be the desired number of
features.

1) Initialize XRFE = X and kRFE = n.
2) Train a model on XRFE and y to obtain coefficients

or feature importance.
3) Calculate the importance of each feature
4) Remove the least important feature from XRFE to

obtain X ′
RFE and decrement kRFE.

5) we repeat the same steps until kRFE = k.

C. Decision Tree

It is a supervised ML model used for classification and re-
gression.DT are not only highly useful in various applications
but also renowned for their interpretability and resilience [16]
. DT split the data based on features with most importance.
These features importance is measured using Gini index or
Entropy. The final structure of a DT model is a tree, where
nodes represent features and leafs represent the dependant
feature. The process of a DT model is as follow: The dataset
went through DT from input node to the leafs where each leaf
refer to a value of the dependant feature. Unlike RF, DT may
have bad performances in front of high dimensionality datasets
or noisy datasets.

To construct a Decision Tree, the ID3[15] algorithm is
utilized, which involves several steps. The initial stage involves

computing the entropy or Gini impurity of the target class in
order to assess the data’s impurity.

Gini(S) = 1−
k∑

i=1

p2i (4)

Where k represents the total number of classes, while pi
denotes the proportion of instances that belong to the i-th class.

Afterward, we calculate the Gini gain for each attribute in
our dataset and select the attribute that provides the greatest
value and create a node for that attribute. The formula used to
calculate the Gini gain for each attribute is:

Gini Gain(S,A) = Gini(S)−
∑

v∈values(A)

|Sv|
|S|

Gini(Sv)

(5)
Where A represents an attribute, while S refers to the dataset.
Sv represents the subset of instances in S where attribute A
has a value of v. Repeat steps 2 recursively for every subset of
data generated by the split until all instances within a subset
are categorized under the same class or there are no remaining
attributes left to split the data.

D. Random Forest

Random forest [17] is a supervised machine learning model
used for many purposes including classification and regression.
It is based on building Decision trees on subset of the samples
and features. RF contains n DT. The choice of n depends on
the task. Each DT is trained on a random part of the data
using random partitions that helps to decrease the model’s
complexity and to prevent it from overfitting. Each DT makes
a prediction and then the majority vote will be considered
for prediction. RF gives best results on large data of high
dimensions and RF is very useful in case of noisy data.

E. KNN

Abbreviation of K-Nearest Neighbors. It is a non-
parametric supervised machine learning model [18], mainly
used for classification and regression tasks. The purpose of
KNN is to find the K nearest data points of data in order to
make a prediction. KNN measures the distance between data
points using Euclidean distance:

d (X,Y ) =

√√√√ n∑
i=1

(Xi − Yi)
2 (6)

Or Manhattan distance:

d (X,Y ) =
n∑

i=1

|Xi − Yi| (7)

These distances are used to group subsets of data in order
to measure the dependant variable in the training phase. In
case of large datasets, KNN may need additional computational
resources. The choice of the k is not trivial, choosing a wrong
k will lead to performances degradation.

www.ijacsa.thesai.org 977 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 14, No. 12, 2023

F. Accuracy

Accuracy is a commonly used metric in machine learning
to evaluate the performance of a model. It involves counting
the number of true positive (TP) and true negative (TN)
samples in a given dataset, and dividing it by the total number
of samples including false positive (FP) and false negative (FN)
samples. In other words, accuracy measures how many samples
are correctly predicted out of all samples in the dataset.

Accuracy =
TP + TN

TP + TF + FP + FN)
(8)

G. F1-Score

The F1-score is a metric used to measure the classification
performance of machine learning models. It combines two
different metrics, precision and recall, to provide a single score
that reflects the overall performance of the model. A good F1-
score requires good results for both precision and recall, or
high results for one metric if the other metric has low results,
in order to balance the results.

F1− Score = 2 ∗ Precision ∗Recall

Precision+Recall
(9)

IV. RESULTS AND DISCUSSION

Table I shows the results of KNN, DT and Random Forest
using all features. Results show that KNN and DT reached
100% of performances for both metrics: accuracy and f1-score.
RF reaches an accuracy equal to 95.48% and f1-score equal
to 95.49%.

TABLE I. KNN, DT AND RF ML MODELS PERFORMANCES USING ALL
FEATURES BASED ON ACCURACY AND F1-SCORE

Accuracy F1-Score
Random Forest 95.48% 95.49%
Decision Tree 100% 100%

KNN 100% 100%

In order to reduce the dimensionality of the dataset, we
used PCA with Principal Components equal to 8. Results in
Table II show that results remain the same for KNN and DT,
which means that PCA preserved relevant inertia of original
dataset while reducing complexity of the models and training
time. For RF model, we find out that RF performances increase
by 2.35% to reach 97.83% of accuracy. Same remark for f1-
score metric, it increase by 2.33% to reach 97.82%.

TABLE II. KNN, DT AND RF ML MODELS PERFORMANCES AFTER
APPLYING PCA BASED ON ACCURACY AND F1-SCORE

Accuracy F1-Score
Random Forest 97.83%% 97.83%
Decision Tree 100% 100%

KNN 100% 100%

Table III shows the performances of ML models after
selecting the most important features based on RFE feature
selection metric. As for PCA metric, the performances of KNN
and DT remain the same (100% of accuracy and f1-score for
both models). For RF model, accuracy decreased by 0.71% to
become 94.77%. Same behaviour for f1-score, it decreased by
0.73% to become 94.76%.

TABLE III. KNN, DT AND RF ML MODELS PERFORMANCES AFTER
APPLYING RFE BASED ON ACCURACY AND F1-SCORE

Accuracy F1-Score
Random Forest 94.77% 94.76%
Decision Tree 100% 100%

KNN 100% 100%

Fig. 1 shows the confusion matrix of RF model using all
features of the dataset. It shows that the accuracy of multi-
classification is in the range [94%-97%]. Fig. 2 and Fig. 3
show respectively the multi-classification for both KNN and
DT, each class from 0 to 3 are well classified which means
that these two models can be a good choice to deploy them as
real classifiers for predicting severity of aviation accidents.

Fig. 1. Multi-classification results of RF model using all features.

Fig. 4 shows the multi-classification performances of RF
after application of PCA. We can remark that the range of
accuracy for the four classes is [97%-99%]. We also remark
that comparing with results using all features, we can say that
accuracy augmented for all classes after applying PCA by 2%,
4%, 3% and 1% for respectively class 0, class 1, class 2 and
class 3.

Fig. 5 and Fig. 6 show the performance of both KNN
and DT. Results remain the same, each class reach 100% of
accuracy for the four classes for both KNN and DT; results
same the same comparing them with results obtained after
application of PCA. Fig. 7 shows the performances of RF
model after application of RFE feature selection based method.
Results show a decrease of performances by 1%, 1%, 1% for
respectively class 0, class 1 and class 2, while the accuracy of
class 3 remain the same. Fig. 8 and Fig. 9 show performances
of both KNN and DT after application of RFE. Results remain
the same such in the two cases (after application of PCA &
using all features).

After discussing all these results, we can say that RF,
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Fig. 2. Multi-classification results of KNN model using all features.

Fig. 3. Multi-classification results of DT model using all features.

KNN and DT are promising models that can deployed in real
situations for predicting severity of aviation accidents. KNN
and DT give an accuracy and f1-score equal to 100% which
means that all classes of severity have been adequately classi-
fied so we can say that intelligent solutions based on ML or
Deep Learning models can be relevant alternatives to overcome
the limits of classical solutions such as statistical analysis,

Fig. 4. Multi-classification results of RF model after application of PCA.

Fig. 5. Multi-classification results of KNN model after application of PCA.

solutions based on expertise, solutions that require sometimes
advanced mathematical modelisation that are complex and may
lead sometimes to misrepresent real conditions in the phase of
abstraction.
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Fig. 6. Multi-classification results of DT model after application of PCA.

Fig. 7. Multi-classification results of RF model after application of RFE.

V. CONCLUSION AND FUTURE WORK

This paper shows the robustness of machine learning
models for predicting severity of aviation accidents. KNN and
DT achieved high level of performances based on accuracy and
f1-score metrics while RF gives respectful results but never

Fig. 8. Multi-classification results of KNN model after application of RFE.

Fig. 9. Multi-classification results of DT model after application of RFE.

achieved 100% of accuracy or f1-score but we should pay
attention that these models should be tested in real situations
to test its stability. Furthermore, as we had discussed earlier,
Neural Network and Deep Learning models can be a good
alternatives of the models we had implemented in this study.
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This proposition must be the perspective of this data and test
our models on other datasets that contain different information
and then different conditions. Predictions models in field of
aviation are a very complex tasks that require gathering the
maximum possible of information about environment plane,
human, technologies, etc. in order to improve intelligent solu-
tions like ML and DL models to overcome limits of classical
solutions.
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