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Abstract—The continuous improvement of virtual reality and 

interactive technology has led to a broader and deeper 

application in related fields, especially image design. In image 

design, creating usage scenarios for portable interactive 

experience products based on virtual reality and interactive 

technology can optimize and improve key parameters for real 3D 

techniques, thereby building a more comprehensive image 

design. This article constructs a three-dimensional image model 

of marine organisms and scenarios based on multi-sensory 

interactive interface generation technology and information 

fusion optimization ANNs-DS algorithm, targeting the image 

scenarios of product design. The relevant model information and 

parameter changes are analyzed. The results indicate that in the 

process of multi-sensory interface interactive image design, the 

virtual reality image design implemented using ANNs-DS 

information fusion algorithm can enhance participants' 

multi-sensory visual experience of the interactive interface. The 

reasonable degree between objects in the interactive interface 

and the scene space image is basically within the range of 

0.85-0.95. The fluency in different scenarios can be significantly 

improved. Therefore, virtual reality and interactive technology 

have laid the foundation for developing interactive image design. 

Keywords—Virtual reality; interactive; ANNs-DS information 
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I. INTRODUCTION 

With the continuous development of internet technology 
and the improvement of intelligence, the application of 
information technology is ubiquitous in daily life, and the 
development of human-computer interaction technology is 
also faster. Among them, virtual reality and interactive 
technology are also undergoing tremendous changes. It is a 
technology that enables dialogue between humans and 
computers, and its development has gradually shifted from 
machine-centered to human-centered [1,2]. How humans 
interact with computers has evolved from using traditional 
devices such as mice and keyboards to utilizing various 
sensory and action channels such as voice, gesture, posture, 
touch, taste, etc. In the overall development process, the 
interactive information changes from precise information 
exchange to imprecise information communication. The 
transformation of interaction methods has led to the 
development of virtual reality and interaction technology, 
gradually evolving from traditional command and graphical 
interaction interfaces to multimedia and multi-channel 
intelligent interaction interfaces. The essence of 
human-computer interaction is the process of communication 
and understanding between humans and computers, and a 
natural and harmonious interaction method has always been a 

pursuit in the process of human-computer interaction [3]. 

In the modern sense, virtual reality and interaction 
technology refers to the use of digital means to experience 
"simulated reality" and achieve a form of information 
exchange between people and virtual scenarios. Due to its 
unique characteristics and usage characteristics, it has been 
widely used in gaming, product display, medical, simulation 
training, and military simulation [4,5]. Unlike the early virtual 
reality before the Information Revolution and even the 
Industrial Revolution, humans have gradually become the 
main body in virtual environments, interacting with the 
machine environment through data gloves, helmet displays, 
and various information perception components and 
integrating into the information environment through gestures, 
vision, and touch. 

Computer-aided image design and visual communication 
design based on virtual reality and interactive technology are 
also widely used in various industries [6,7]. This technology is 
widely adopted in many fields, such as the traditional film and 
television industry, the electronic game and advertising 
industry, the art industry, and even the art and design industry. 
Through the application and promotion of virtual reality and 
interactive technology, traditional image design has gradually 
developed into the current three-dimensional technology of 
three-dimensional presentation, allowing image elements to be 
presented in different types and forms and achieving 
human-computer interaction centered on humans. Therefore, 
with the gradual popularization of social media, people's 
artistic and aesthetic needs for media forms are still being 
satisfied with a traditional simple presentation. Instead, pay 
more attention to the overall sensory effect of visual 
communication. By optimizing design and utilizing virtual 
reality and interactive technology, the overall aesthetic effect, 
visual impact, and expressive power of image design have 
been effectively improved [8,9]. Virtual reality can achieve 
interactive visual simulation and information exchange and is 
an advanced digital human-computer interface technology 
with characteristics and advantages such as immersion, 
real-time, and interactivity. Therefore, it has been widely 
applied in different industries since its inception. 

The constant maturity and development of virtual reality 
and interactive technology have promoted modern display art's 
continuous innovation and breakthrough. People are gradually 
beginning to use virtual reality technology in display and 
experience, and the immersion, interactivity, and 
conceptualization it brings have injected fresh blood into 
modern display art. In the current environment of deep 
integration and development of computer and virtual reality 
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technology, humanity has entered the digital era, and 
interactive images have gradually penetrated people's daily 
work and learning. User experiences with different senses, 
such as vision, touch, hearing, and smell, have become a part 
of people's lives, demonstrating more significant advantages in 
engineering construction, medicine, mechanical 
manufacturing, and artistic creation [10-13]. In today's digital 
era, through the application of virtual reality and interactive 
technology, the interface interaction design in the image 
improves the effectiveness of digital products and the user 
experience, which has gradually become a research hotspot in 
the field of image design [14]. Currently, the commonly used 
interface generation methods in image design primarily focus 
on cognitive rules. However, these methods have problems, 
such as a low fit between the generated interface results and 
actual objects and relatively poor interaction effects. However, 
virtual reality technology is technology-centered around 
interactivity and immersion [15], which can effectively 
enhance participants' sensory experience of image design 
scenarios. Therefore, based on virtual reality and interaction 
technology, by studying and analyzing methods for designing 
and generating image interaction interfaces, the overall 
experience of image design can be improved, providing a 
more realistic interactive experience. 

Virtual reality technology synthesizes various design 
methods in computer image design and visual communication 
design to create an artificial simulation design environment. In 
this illusory design environment, we can effectively simulate 
various system perception behaviors of humans in the natural 
environment. Therefore, fundamentally speaking, virtual 
reality technology is a modern human-computer interaction 
technique that can enhance the design experience of designers 
by optimizing the design environment and tools reasonably. At 
the same time, it can also enhance the visual expression and 
impact of computer image design and visual communication 
design. In the technical environment of virtual reality 
technology applications, it is mainly generated and controlled 
by computers automatically. Therefore, this technology is 
closely related to image design technology and visual 
communication design technology, which can enable 
participants to perceive objects in the virtual design 
environment in person. In the specific design process, 
coordination and control can be achieved through virtual and 
accurate technology and three-dimensional technology can be 
used to realistically present the object elements that exist in 
reality, thus achieving friendly human-computer interaction. 

Based on the above analysis, the article combines virtual 
reality and interactive image design. It combines artificial 
neural network technology and information fusion 
optimization algorithms to construct an algorithm model for 
an ocean scene interactive experience. Relevant parameters 
are studied and analyzed for the application of the model. The 
algorithm's feasibility is verified by comparing it with relevant 
research progress [16-18], laying a foundation for further 
improvement of image design applications. 

II. PRINCIPLES OF IMAGE DESIGN BASED ON VIRTUAL 

REALITY AND INTERACTIVE TECHNOLOGY 

A. Principles of Information Collection in Virtual Reality and 

Interactive Technology 

1) Principle of human-machine interaction in Virtual 

Reality technology: The application process of virtual reality 

technology requires the use of devices that not only rely on 

perceptual helmets and gloves but also include other 

technologies and methods related to virtual technology that 

have realistic simulation and authentic experience, thereby 

providing more sufficient guarantees and support for this 

process [19-21]. The implementation process of this 

technology mainly includes data analysis, organization and 

detection, data transmission, process control, virtual reality 

environment, and the establishment of three-dimensional 

scene models. Information feedback between participants and 

devices is also crucial for improving and enhancing the 

situation. Different image design processes have different 

requirements for collecting and processing scene information, 

and comprehensive analysis and research are needed for 

different models. Fig. 1 shows the basic principles of 

human-machine interaction under commonly used virtual 

reality and interaction technologies. Participants deeply 

participate in the designed image scene through relevant 

devices in virtual reality and interactive technology and 

exchange information and feedback with the virtual scene 

through various perception devices, thereby achieving a more 

realistic human-computer interaction experience. 

In the early human-computer interaction technology, the 
main human-computer interaction methods were the mouse, 
monitor, and keyboard. In the specific operation process, 
participants edit and input information through traditional 
devices such as keyboards and mice and then output and 
receive relevant feedback from the monitor. This traditional 
human-computer interaction method is widely used. However, 
it must be addressed that this interaction method dramatically 
limits the scope and time of participants' digital media 
activities, which is not conducive to creating and constructing 
scenarios in human-computer interaction technology [22,23]. 

The development of virtual reality and interactive 
technology allows participants to break free from the 
limitations of the interactive interface of computer monitors 
and engage in human-computer interaction through smaller 
and more convenient mobile devices. In addition, from the 
perspective of operation methods, in addition to traditional 
mouse and keyboard input, users can also use their facial 
expressions and postures, or even EEG waves, to input 
information. Compared to traditional interaction methods, this 
type of interaction truly realizes the rapid acquisition of 
information and provides more significant support for 
constructing scene space in virtual reality technology. 
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Fig. 1. Principle of human-computer interaction under virtual reality and 
interaction technology. 

2) Principles of information collection in Virtual Reality 

and interactive technology: In the application of virtual reality 

and interactive technology, to conduct a detailed analysis of 

images and organize data for higher precision designs, it is 

necessary to collect and process the sound field synthesis 

information of images [24], to obtain an effective data set. 

Therefore, it is necessary to analyze the information 

acquisition in this process. First, the Fourier transform 

function is used to realize the conversion process of the sound 

field synthetic wave function. Then, based on the conversion 

results, the phase difference between a certain collection point 

in the sound field synthetic wave and the emission point of the 

sound field wave information is comprehensively analyzed, 

and the emitted sound field information and received sound 

field information are obtained using the phase difference. 

Based on this information, function processing and analysis 

are performed. Finally, the final collection result of the virtual 

reality sound field synthetic information is obtained based on 

the obtained information [25]. In this process, the Fourier 

transform is used to redefine the sound field composite wave 

function: it is expressed as a state of superposition of many 

single frequency waves [26], and the sound field composite 

wave function is shown in equation (1): 
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Equation (1),  X k  represents the value of the sound 

field composite wave function, N represents the number of 
sound field composite information, and n represents the 
number of time series of sound field composite information. 

 x n represents the time series of sound field synthesis 

information, and k represents the number of elements in the 
sound field pulse wave function. In addition, by performing 

Fourier transform on the parameter  x n  involved in 

equation (1), equation (2) can be obtained: 
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In addition, using equation (2) for analysis, the k-th 
harmonic emission sound field information can be obtained, 
and the relevant model can be expressed as equation (3): 
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Based on the analysis of the above principles, equation (4) 
can be obtained for receiving sound field information in the 
same way: 
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Because the synthesized sound field information can be 
represented as the superposition of many single-frequency 
waves, the synthesized sound field information in virtual 
reality is formed by the superposition of the sound fields 
generated by each single-frequency wave. Based on the above 

analysis, adding all  1d ,k x one by one can obtain the total 

emitted sound field  1D x , as shown in equation (5): 
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Similarly, by adding all  2d ,k x  the total received sound 

fields can be obtained, as shown in equation (6): 
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Based on the above analysis, it can be seen that when 
collecting sound field synthesis information in virtual reality, 
the original data signal of the sound field is obtained through 
the microphone array system, and the relevant information of 
the scene is obtained through the Euler angle multi-data fusion, 
providing more comprehensive design primary data for 
influencing design. In the process of information synthesis, the 
primary method is to obtain the newly generated sound signal 
data by performing Fourier transform on the function values 
and performing the inverse Fourier transform on the newly 
generated signal to obtain the collection results of the virtual 
reality sound field synthesis information [27,28]. In the 
specific implementation process, microphone arrays can be 
applied to speech data processing and are arranged according 
to specific arrangement rules in the microphone system. This 
system has the characteristic of spatial selectivity, which can 
suppress the noise in the surrounding environment to a certain 
extent, thereby ensuring the stability of relevant feature 
parameters in the collection and processing process without 
data damage. 

B. Information Processing in Image Design 

The connotation and extension of virtual reality 
technology are constantly changing, accommodating more 
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related technologies and imaging environments more openly. 
The continuous application and rapid promotion of virtual 
reality technology have also promoted the continuous 
updating and development of human-computer interaction 
technology and laid a technical foundation for building more 
expected virtual reality scenarios. The human-computer 
interaction technology based on virtual reality refers to the 
technology of achieving a more effective dialogue between 
humans and computers through computer input and output 
devices, based on virtual reality technology. In the 
human-computer interaction technology of virtual reality, 
participants can not only obtain a large amount of relevant 
information and prompts through machines or related display 
devices and input relevant information and prompts through 
input devices. In addition, the interaction process between 
humans and machines also involves inputting relevant 
information and answering questions to the machine through 
input devices. As one of the essential contents of image design 
[29], human-computer interaction technology is closely 
related to cognitive science, ergonomics, psychology, etc. Fig. 
2 shows a virtual reality system's main composition and basic 
process. 

 

Fig. 2. Composition of virtual reality system. 

In applying impact design based on virtual reality and 
interaction, an algorithm based on a combination of essential 
probability allocation functions is used in multi-sensory 
information fusion [30]. After processing the corresponding 
information numbers, Set s sensory input modules to generate 
s linearly independent sensory feature vectors. These sensory 
feature vectors allow neural network algorithms to identify n 
targets. Due to the lack of correlation between network 
complexity and the number of input units within neural 
network algorithms, it is difficult to accurately determine the 
number of hidden layers within the network and the number of 
neurons within different hidden layers, and it is not possible to 
ensure complete convergence during network training. 
Therefore, when using neural network algorithms to fuse 
multi-sensory information, combining them with information 
fusion algorithms is necessary. The detailed process 

description process involves using ( 1v , 2v ,…, ev ) to represent 

e sensory feature vectors, implementing reasonable and 

practical classification combinations for ( 1v , 2v ,…, ev ), and 

dividing them into q groups, where q should be within the 

range of 1≤q≤e. Include e in each group separately ie  vectors, 

which can be represented as (
1

iv ,
2

iv ,…, i

ev ), where 
i

jv ∈( 1v ,

2v ,…, ev ), thus ensuring the integrity of multi-sensory 

information. 

In addition, it is necessary to design a neural network with 

ie (i=1, 2, 3, …, q) inputs and n outputs, and generate relevant 

learning models based on the expert knowledge between the 
current multi-sensory feature vectors and the targets. These 
targets belong to the multi-sensory information fusion 
structure, and the non-linear mapping between the trust levels 

of the ie  (i=1, 2, 3, …, q) multi-sensory feature vectors and 

the n targets to be identified is completed. Each analysis for 
different senses is divided into q pieces of evidence. Taking 
the i=1, 2, 3, …, q pieces of evidence as an example, it 

contains ie  multi-sensory feature vectors, and each target is a 

proposition of this evidence. Therefore, it is determined that 
each piece of evidence has n propositions. 

The sampling period of multi-sensory information is 
represented by T, at lT, for the i-th evidence, a neural network 

with ie  inputs and n outputs designed using the above 

process can obtain n values between 0 and 1. This value serves 
as the credibility of this evidence for different propositions 
and is recorded as CF. The closer the n CF values here are to 
0.5, the lower the discriminability of the evidence for the 
target. After computing n CF values with the Gaussian 

function 

2
1/2x

x 

 
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   relevant data results can be obtained after 

computing all pieces of evidence at the lT moment. 

III. ALGORITHM FOR GENERATING SCENES IN VIRTUAL 

REALITY AND INTERACTIVE TECHNOLOGY 

The image design and construction process based on 
virtual reality and interactive technology can generally be 
divided into two stages: the design content stage and the 
multi-sensory experience stage. As shown in Fig. 3, the 
interaction between the two links is shown. Among them, the 
design content process can be divided into two parts: visual 
information design and interaction mode design. The 
interactive interface layout design and interface content design 
are completed through the design content; the multi-sensory 
experience process can be divided into three parts: cognitive 
experience, emotional experience, and sensory experience. 
Based on the layout design of the interactive interface and the 
design of the interface content, the interaction mode design in 
the design content process is combined to enhance 
participants' multi-sensory visual experience of the interactive 
interface. 

 
Fig. 3. Generation process of multi-sensory interactive interface based on 

virtual reality. 
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A. Interface Generation Process Based on Virtual Reality and 

Interactive Technology 

1) Content and links of image design: In image design, 

visual information design is central to generating 

multi-sensory interactive interfaces based on virtual reality. 

Visual information design consists of three parts: functional 

interface layout, three-dimensional object model construction, 

and scene space model construction. The functional interface 

design is completed using an interactive interface layout 

optimization model. This model is based on the interface 

visual attention partitioning model and the results of 

functional criticality analysis. The optimization objective 

function is set as the optimal visual attention partitioning for 

the final layout of the interactive interface [31], in order to 

construct a functional interface layout optimization model 

based on visual attention partitioning. The following definition 

is adopted for the optimization model of functional interface 

layout based on visual attention partitioning [32]: 

a) The set  ija represents the visual attention level of 

the units occupied by a certain functional module in the visual 

area with different levels, where 
ija  represents the visual 

attention level of the unit occupied by functional module i in 

the visual area j. 

b) The visual attention level of the visual area where 

the central coordinate of a certain functional module is located 

is represented by the set  ijs , where 
ijs  represents the visual 

attention level when the center coordinate of functional 

module i is in the visual distance region j. 

c) The set  ijd  represents the number of units that a 

certain functional module occupies within the visual 

expectation of varying levels, where 
ijd  represents the 

number of units occupied by functional module i in the visual 

area j. 

Determine the criticality of different functional modules in 

the functional interface and compare them. Use kw  to 

represent the criticality of module iu . equation (7) can be 

used to describe the relative criticality of functional modules: 
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By using equation (8), the criticality of functional module 

iu  can be determined: 
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Describe the intensity of visual attention division using 
equation (9): 
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The upper limit of visual attention division intensity is 

represented by Y. That is, maxZ Y , from which equation (10) 

can be obtained: 

3

1 1

n

i ij ij ij

i j

Y max w a s d
 

 
  

 


            (10) 

Select particle swarm optimization algorithm to solve the 
functional interface layout optimization model based on visual 
attention partitioning [33], and complete the functional 
interface layout. Generate the required image information for 
different areas in the functional interface through 3D model 
construction. 

2) Model construction in image design: The image 

information in images based on virtual reality and interactive 

technology includes 3D objects and scene space, which are 

generated using 3D model construction methods. In model 

construction, for scenario spaces with complex structures, 

differences can be applied to obtain several scenario space 

units, and different modeling methods can be used to 

synthesize the scenario space units into a whole, constructing 

a three-dimensional model of the scenario space. In addition, 

for the scene rendering process, after simulating the lighting in 

the scene space and setting proper lighting, the scene space is 

rendered to adjust the brightness and position of the lighting 

continuously. Optimize the scene space for the interaction 

process in the scene space, determine whether collision 

detection is necessary according to actual application needs, 

and reduce the visual memory consumption of texture maps 

by compressing textures to determine the balance between 

virtual scene space and roaming interaction smoothness. 

As mentioned above, in image design, the image 
information of relevant images is generated using the 3D 
model construction method: one needs to model the objects in 
the 3D image. In this process, the relevant data collection 
process is imported into the software to obtain a floor plan, 
and the objects are adjusted and optimized based on the 
relevant information of the obtained scenario; For scenario 
spaces with complex structures, differentiation can be applied 
to obtain several object units, which can be combined into a 
whole to construct a three-dimensional model of the scene 
image. Secondly, texture mapping is required. In order to 
improve the realism of the scene in the process of image 
design and enhance the authenticity of image design, it is 
necessary to use the material editor to implement texture 
mapping processing on objects. Different surfaces of a scene 
space need to map different textures. Under this condition, you 
must use multi-dimensional material objects to load several 
maps for different materials under the explicit material to 
achieve different texture mapping ideas. In addition, in image 
design, it is also necessary to pay attention to improving scene 
rendering and baking effects. After simulating the sunlight 
illumination in the scene space and setting proper lighting, the 
scene space is rendered, and the brightness and position of the 
lighting are continuously adjusted to achieve the optimal 
rendering effect. After completing the rendering, bake it 
reasonably to store the data of the object image design 
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rendering results. Finally, to achieve a sense of virtual reality 
experience for participants, it is necessary to interact with the 
scene in the image design space. Through the preliminary 
work, the walking camera and flying camera in the scene 
space are created respectively in the process of image 
interaction design to simulate the height and change speed of 
the image under the walking condition of the participants. In 
this process, it is also necessary to determine whether collision 
detection is necessary based on actual application needs. The 
balance between virtual image design space and roaming 
interaction smoothness needs to be determined by 
compressing textures to reduce the graphics memory 
consumption of texture maps. 

B. ANNs-DS Algorithm Based on Information Fusion 

Optimization 

The ANNs-DS information fusion algorithm based on a 
combination of essential probability allocation functions is 
used in multi-sensory information fusion. Assuming that s 
sensory input modules are processed with corresponding 
information numbers to generate s linearly independent 
sensory feature vectors, based on these sensory feature vectors, 
neural network algorithms can identify n targets [32]. Due to 
the lack of correlation between network complexity and the 
number of input units in artificial neural network algorithms, it 
is difficult to accurately determine the number of hidden 
layers in the network and the number of neurons in different 
hidden layers, and it is not possible to ensure complete 
convergence during the network training process. Therefore, 
when using neural network algorithms to fuse multi-sensory 
information, combining them with the DS algorithm is 
necessary to form an ANNs-DS algorithm based on 
information fusion optimization. Among them, in the artificial 
neural network algorithm process, different parameters are 
input at the input layer. Then the relevant parameters enter the 
hidden layer for data analysis and operation. The data is mined 
and analyzed through this layer, and then the relevant demand 
parameters are sorted and output through the output layer. In 
generating visual interaction interfaces based on virtual reality 
and interactive technology, the actual sensory information 
received by participants is a crucial consideration. 

Based on the above analysis, an information fusion 
optimization algorithm (ANNs-DS) was constructed based on 
Artificial Neural Networks technology and Dempster Shafer's 
theory to maximize the consideration of participants' actual 
sensory acceptance of information. This platform takes 
sensing, body sensation, and visual information as input 
information and utilizes the ANNs-DS information fusion 
algorithm for multi-sensory visual information fusion. Based 
on relevant fusion results, interface interaction functions such 
as displaying virtual reality images, odor generation, vibration, 
and sound feedback are achieved. The processing process of 
multi-sensory visual experience elements using virtual reality 
and interactive technology based on the ANNs-DS algorithm 
is shown in Fig. 4. 

 
Fig. 4. ANNs-DS Information fusion algorithm principle and multi-sensory 

visual experience process. 

From a temporal perspective, the specific process of 
multi-sensory visual information fusion is as follows: set the 

period to T, and use      ,1 ,2 ,1 , 1 , , 1i i i nm k m k m k     to 

represent the fusion result of multi-sensory visual information 
in the time domain corresponding to the i-th neural network at 
the (k-1) T moment. Under the condition of reaching the 
subsequent time kT, its basic probability distribution function 
and solvability level can be expressed as 

 , ,   where 1,2, ,i j km j n   and 
,i k , respectively. The fusion 

process in the time domain under the kT time condition is 
obtained from equations (11), (12), and (13): 
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From a spatial perspective, the specific process of 
multi-sensory visual information fusion is as follows: using 
mutual fusion between two pairs to target 

     ,1 , , 1, , ,i i n i nm k m k m k  is combined to perform spatial 

fusion on the time fusion results of two neural networks, and 
the obtained spatial fusion results are refused with the time 
fusion results of the third neural network. By iterating the 
above results, the basic probability distribution function for 

the j-th target after kT time is obtained as  ,   q jm k , and then 

we obtain equations (14) and (15): 

   q

j jm k m k
              (14) 

   
1

1
n

j

j

k m k


 
           (15) 

Sensing input Somatosensory input Visual input

ANNs-DS Information fusion processing
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feedback

Vibration and 

sound feedback
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Based on the above process, it can be obtained that after 
passing through kT time, the final decision level and the 
unsolvable level of the j-th target for multi-sensory visual 

information fusion are    jm k  and    k , respectively. From 

this, the final multi-sensory visual information fusion result 

can be obtained based on     where 1,2, ,jm k j n  . 

IV. APPLICATION OF VIRTUAL REALITY AND INTERACTIVE 

IMAGE DESIGN 

A. Application of ANNs-DS Algorithm in Image Design 

To verify the application performance of the image 
interaction interface generation method based on virtual 
reality and interaction technology, a wearable interactive 
experience product was designed. The ANNs-DS information 
fusion algorithm was used to generate the interaction interface 
of the application objects in the image design, and the specific 
performance was tested. In the process of generating 
interactive interfaces in image design, the interactive 
experience of building a 3D model is shown in Fig. 5. Based 
on the relevant information on marine organisms obtained, a 
three-dimensional model of the ocean interior can be 
effectively constructed, which can significantly improve the 
authenticity of ocean scenarios, as shown in Fig. 5(A). In 
addition, by constructing an information model between 
participants and the ocean scenarios, the sense of integration 
of participants' experiences can be increased, as shown in Fig. 
5(B). The interaction and information fusion of image design 
for A and B in the Fig. 5, as well as scene rendering through 
adjusting the brightness and position of the lights, can further 
improve the authenticity of the model, as shown in C in the 
Fig. 5. Through the interactive interface constructed in image 
design, participants can overlook the target through a flying 
camera and adjust visual proximity through information 
exchange. The above analysis indicates that in the interactive 
interface constructed using this algorithm, virtual reality 
technology is used to provide participants with an immersive 
roaming experience while enhancing their experience through 
different senses, such as vision and hearing. 

 
Fig. 5. Construction of scenario space based on virtual reality and 

interaction technology. 

B. Analysis of Similarity of Interactive Interface 

In image design, the similarity degree between virtual 
objects and scene space in the interactive interface is an 
important evaluation indicator for the effectiveness of 
interactive interface design. The similarity degree calculation 
process is as follows: 

1

1
1 ( / 255)

N

sim i i

i

L h f
N 

   
    (16) 

In equation (16), N represents the number of pixels in the 

interaction interface object and scene space image. ih  and 

if  represents the pixel values of the i-th pixel in the actual 

object and scene space images, as well as the designed 
interactive interface object and scene space images. The fair 
value is 0-1, and 1 indicates that the object and scene space 
images in the designed interaction interface are entirely 
consistent with the actual object and scene space images. 
Randomly select 20 images of marine organisms and 20 
images of seabed scene space from the generated application 
object interaction interface, and calculate the fitting results of 
all images, as shown in Fig. 6. Fig. 6 shows that the fit 
between the marine biological images and the seabed scene 
space images generated by the ANNs-DS information fusion 
algorithm in the interactive interface is above 0.8, with a 
maximum of 0.98. As shown in the gray area of the figure, 
there are 18 marine life images with a reasonable degree 
between 0.85 and 0.95, accounting for 90%; The number of 
seabed scenarios with a fair degree between 0.85 and 0.95 is 
17, accounting for 85%. According to the 10-point evaluation 
standard, evaluate marine biological images and seabed 
scenarios based on participants. The results are shown in Fig. 
6(a) and 6(b), with an average score of 9.0 for benthic 
biological imaging; the average score for the underwater 
scenario is 8.9 points, both of which have higher scores. 
Therefore, based on the above analysis, it can be seen that the 
ANNs-DS method in this article generates an interactive 
interface with high fitting and accuracy, which can provide 
participants with a more realistic sensory experience. 

C. Testing of Interactive Interfaces in Image Design 

In the above image design based on virtual reality and 
interactive technology, the interface conversion time and 
image design accuracy of the interactive interface generated 
by the ANNs-DS information fusion algorithm under different 
concurrent participant numbers in Fig. 7. As shown in the 
figure, with the gradual increase in concurrent users, the time 
required to convert all functional interfaces within the 
generated interactive interface shows a gradual upward trend. 
Among them, the time required for the interface login function 
is significantly higher than that for underwater scene space 
selection, biological type selection, and camera selection. 
When concurrent users reach 120, the interface conversion 
time is around 1260ms. The accuracy analysis of the image is 
within the range of 89.6% to 96.0%, which has a high design 
accuracy. This indicates that the interactive interface generated 
by this method still has good interface conversion smoothness 
and design accuracy even under a large number of concurrent 
users. 

A B

C
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(a) Fit of marine organism and evaluation scores.  (b) Fit of ocean scenarios and evaluation scores. 

Fig. 6. Similarity analysis of test images in image design. 

  

Fig. 7. Interface conversion time test under different impact scenarios. 

V. CONCLUSION 

The continuous development and application of virtual 
reality and interactive technology have promoted continuous 
innovation in image design from a technical perspective. This 
article is based on applying virtual reality and interactive 
technology in image design, combined with the ANNs-DS 
information fusion optimization algorithm, to construct a 
three-dimensional interaction model of images in ocean 
scenarios. The relevant parameters of the model were studied 
and analyzed for different scenarios, and the changes in fitting 
and smoothness of the three-dimensional model in image 
design were given. The main conclusions are as follows: 

1) The image design combining virtual reality and 

interactive technology can integrate multiple sensory 

information to create and construct three-dimensional image 

scenes. In the process of multi-sensory visual design, the 

ANNs-DS information fusion algorithm is used to integrate 

sensing information, tactile information, and visual 

information, achieving interactive functions such as virtual 

reality image display, vibration, and sound feedback, which 

can effectively enhance participants' multi-sensory visual 

experience of the interaction interface. 

2) Through the analysis of the interactive image design 

process for ocean scenarios, the fitting degree between the 

ocean biological images and the ocean scene spatial images 

generated by the fusion algorithm in the interactive interface is 

above 0.8. Among them, the proportion of marine biological 

types with a fitting degree between 0.85 and 0.95 is 90%; the 

proportion of ocean scenario fit between 0.85 and 0.95 is 85%. 

3) The interactive interface generated using the ANNs-DS 

algorithm has certain advantages in interface conversion time 

under different concurrent user numbers. As concurrent users 

gradually increase, the time required for interface conversion 

shows a gradual upward trend. Among them, it still has good 

interface conversion smoothness even when the number of 

concurrent users reaches 120, and the interface conversion 

time is around 1260ms. 

4) Combining the current research results and the current 

industry research progress, the later research can combine 

virtual reality and interactive technology to conduct research 

in product design, 3D printing, and other fields and combine 

user experience to conduct deeper interaction Experience 

design, to meet the deepening application of this technology 

better. 
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