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Abstract—This study aims to provide an overview of the
current research on detecting abusive language in Indonesian
social media. The study examines existing datasets, methods, and
challenges and opportunities in this field. The research found that
most existing datasets for detecting abusive language were col-
lected from social media platforms such as Twitter, Facebook, and
Instagram, with Twitter being the most commonly used source.
The study also found that hate speech is the most researched
type of abusive language. Various models, including traditional
machine learning and deep learning approaches, have been im-
plemented for this task, with deep learning models showing more
competitive results. However, the use of transformer-based models
is less popular in Indonesian hate speech studies. The study also
emphasizes the importance of exploring more diverse phenomena,
such as islamophobia and political hate speech. Additionally,
the study suggests crowdsourcing as a potential solution for
the annotation approach for labeling datasets. Furthermore, it
encourages researchers to consider code-mixing issues in abusive
language datasets in Indonesia, as it could improve the overall
model performance for detecting abusive language in Indonesian
data. The study also suggests that the lack of effective regulations
and the anonymity afforded to users on most social networking
sites, as well as the increasing number of Twitter users in
Indonesia, have contributed to the rising prevalence of hate speech
in Indonesian social media. The study also notes the importance
of considering code-mixed language, out-of-vocabulary words,
grammatical errors, and limited context when working with social
media data.
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I. INTRODUCTION

In this digital era, social media has become an important
aspect of everyday life. Not only is it a source of information,
but it is also a medium of entertainment, allowing people to
share content and express their feelings about anything at any
time. However, social media can also be a double-edged sword.
On one hand, it can provide a medium for constructive and
positive communication among its users. On the other hand,
the freedom of expression afforded to social media users can
also create serious problems, such as the increasing prevalence
of hate speech on social media. This phenomenon is often
attributed to the lack of effective regulations and the anonymity
afforded to users on most social networking sites [1]. These
characteristics make social media the perfect medium for
individual abusive users or even hate groups to spread and
reinforce their views. In fact, social media platforms even
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offer opportunities for violent actors to propagate their acts,
potentially reaching a wider audience when their posts go
viral [2]. Twitter is a popular social networking platform
that provides convenient access to its users for online social
interactions. The number of Twitter users has been steadily
increasing, from around 100 million users in 2017 to almost
240 million in 2022. Previous studies have shown that hate
speech is also a prominent challenge in the Twittersphere.
Pamungkas et al. [3] conducted a study on hate speech towards
women in Twitter in multiple languages, including Italian,
Spanish, and English. Lingiardi et al. [4] has also explored
other forms of hate speech targeted at specific groups on
Twitter.

Automatically detecting hate speech from social media text
is a challenging task. Several studies have been proposed to
address hate speech in social media, mainly focusing on im-
plementing machine learning models to automatically predict
whether an utterance is hate speech or not. However, working
with social media data is a very challenging task. Social
media data often contains valuable knowledge for information
extraction tasks, but it is usually very noisy and full of informal
language [5]. According to the study of Baldwin et al. [5],
there are several properties of social media data, including:
i) the presence of code-mixed language; ii) the presence of
out-of-vocabulary words; and iii) grammatical errors. Social
media data also usually has very limited context, which is an
important issue for abusive language detection tasks because it
is difficult to classify a text as abusive or not without context.
Other important clues for abusive detection tasks, such as facial
expressions, gestures, and voice tones (which are recognized
in face-to-face communication), are also absent in social media
data. However, social media content has some signals that can
be exploited to partially resolve the context of such texts,
including emojis, emoticons, hashtags, URLs, and mentions.
Some studies have also found that there are several issues that
contribute to the difficulty of detecting hate speech in social
media automatically, including the use of swear words [6],
multidomain issues [7], [8], and multilingual issues [8], [7].

Similarly, hate speech phenomena also occur in Indonesian
social media. According to Statista1, the number of Twitter
users in Indonesia has reached almost 240 million, ranking fifth
among all countries in the world. Hate speech in Indonesia
has been regulated by the government since 2008, as stated
in the Law of Information and Electronic Transaction (UU
ITE). The Kepolisian Republik Indonesia (Indonesian Police

1https://www.statista.com/statistics/242606/
number-of-active-twitter-users-in-selected-countries/
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Fig. 1. Documents collection methodology.

Department) has also issued further regulations, as hate speech
has the potential to have dangerous effects, not only for
the victims of hate speech but also for society as a whole.
Interestingly, most instances of hate speech on Indonesian
social media are triggered by political events, such as elections.
Several studies have also been conducted to study the hate
speech phenomena in Indonesian social media [9], [10]. Most
studies have focused on the automatic detection of hate speech
utterances from social media data. The study by Alfina et al.
[11] was one of the early studies of hate speech detection in
Indonesian social media, specifically on the Twitter platform.
This work proposed a novel dataset gathered from Twitter
and manually annotated with two labels: hate speech and not.
Another study by Ibrohim and Budi [12] proposed a more fine-
grained hate speech dataset, which not only contains a binary
class (hate speech vs. not), but also is annotated based on
several categories, including the hate speech target, category,
and level of hatefulness. More recent studies on hate speech
detection in Indonesia have focused on adopting more recent
technologies, such as neural-based and transform-based models
[13], [14].

In this paper, we summarize the studies on hate speech
detection, specifically on Indonesian social media. In this
paper, we provide an overview of research conducted in
this area, giving a comprehensive view of the state-of-the-
art and datasets centered on this area. Our main objective is
to draw a conclusion on the state-of-the-art and to provide
several possible opportunities for future work based on ex-
isting open problems. After the introduction, we discuss the
existing studies on hate speech detection in Indonesian social
media, focusing on the approaches adopted and the available
language resources in Section II. An analysis of challenges and
opportunities for this particular task in future work is discussed
in Section III. Finally, Section IV presents conclusive remarks
for this survey.

II. LITERATURE REVIEW

Similar to other languages, hate speech is becoming a rele-
vant issue in Indonesian social media. Despite being regulated

by the national constitution, Indonesian social media users
still use abusive language to communicate and even attack
other users, often because they can hide their identities using
anonymous accounts. Several studies have been conducted to
address hate speech in Indonesian. Some have proposed novel
corpora containing manually annotated data gathered from so-
cial media platforms such as Twitter, Instagram, and YouTube.
Others have focused on developing machine learning models
to automatically classify given utterances as either abusive
or not. A few studies have done both, proposing a novel
hate speech dataset and building a machine learning model
based on that dataset. In this section, we review hate speech
studies in Indonesian social media, focusing on two main
aspects: (i) what datasets are available for abusive language
detection in Indonesia and (ii) what has been done so far in
Indonesian abusive language detection studies. We collected
relevant documents using Google Scholar by searching for the
keywords ’hate speech detection in Indonesian’ and ’abusive
language detection in Indonesian’s, limited to the first five
pages of results for each keyword and sorted by relevance,
without a time filter. We also checked the cited documents
and references on the first five pages of each search to find
more relevant publications. Fig. 1 summarizes our approach
to collecting relevant documents for our study.

A. What Datasets are Available for Abusive Language Detec-
tion in Indonesia?

In this subsection, we collect information about the avail-
able datasets for abusive language studies in Indonesia. Table I
summarizes the information about the available datasets for
hate speech detection studies specifically in Indonesian. We
gathered this information from previous studies on hate speech
detection in Indonesian, using the approaches outlined in
Fig. 1. We found that the two most frequently used datasets in
previous work are those from Alfina et. al. [11] and Ibrohim
et. al. [15]. However, these datasets are still less commonly
used compared to hate speech datasets in languages with
more resources, such as English, Italian, and Spanish. This
may be due to the lack of a hate speech detection shared
task in Indonesia, which usually attracts more researchers
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TABLE I. SUMMARIZATION OF AVAILABLE ABUSIVE LANGUAGE DATASET IN INDONESIAN

Topical Focus Sources Annotation Entries Available Ref
Hate Speech Twitter Expert Manual 1,100 Yes [11]
Hate Speech Twitter Expert Manual 13,169 Yes [12]
Abusiveness Twitter Expert Manual 2,016 Yes [15]
Abusiveness News Comments Expert Manual 3,184 Yes [16]
Hate Speech News Comments Expert Manual 3,614 No [16]
Hate Speech Twitter Expert Manual 4,002 No [17]
Hate Speech Instragram Expert Manual 1,067 No [18]
Hate Speech Instragram Expert Manual 13,194 No [19]
Hate Speech Instragram Expert Manual 572 Yes [20]
Hate Speech Instragram Expert Manual 1,012 No [21]
Hate Speech and
Cyberbullying Twitter Automatic 83,752 No [22]
Hate Speech Facebook Expert Manual 1,276 No [23]
Hate Speech Twitter Expert Manual 35,623 Yes [24]
Hate Speech Twitter Expert Manual 1,477 Yes [25]
Hate Speech Multiple Social Media

Sources
Expert Manual 2,273 No [26]

Hate Speech Multiple Social Media
Sources

Expert Manual 1,400 No [27]

Abusive Language and Hate
Speech

Twitter Expert Manual 5,656 Yes [28]

Hate Speech Twitter Expert Manual 20,601 No [29]

to use available datasets for developing the best systems. In
this section, we will discuss the available datasets based on
their topical focus, sources, annotation approach, number of
instances, and availability.

• Topical Focuses : As mentioned in a previous study
by Pamungkas et al. [8], the topical focus of a dataset
can be described as the specific abusive phenomena
addressed, as well as the targets of the abusive be-
havior. We also agree that a hate speech dataset may
cover more than one abusive phenomena. Compared
to the results obtained by Pamungkas et al. [8], most
abusive language datasets in Indonesia only focus
on two topical focuses: abusiveness and hate speech,
which are the most general terms used in abusive
language studies. Only one study by Febriana et al.
[22] includes the term “cyberbullying” to describe
their dealt abusive phenomena. Based on these results,
we argue that there are still many specific abusive
phenomena that need to be addressed in Indonesian
abusive language studies, such as sexism, xenophobia,
offensiveness, and Islamophobia.

• Sources : The source of a dataset refers to the media
platforms from which the data was gathered. The
different characteristics of each platform can also be
variables that influence the treatment and difficulty
of the hate speech detection task. According to our
results presented in Table I, most abusive language
datasets in Indonesian were gathered from Twitter.
This may be due to the convenience of scraping tweet
samples using the Twitter API, and because Twitter
has less strict rules regarding data sharing for research
purposes compared to other platforms. This result is
consistent with a survey conducted by Pamungkas
et al. [8]. Additionally, we also observed that some
research used Instagram posts and comments on news
posts to study abusive phenomena.

• Annotation Approach and Scheme : Based on our
manual inspection of previous studies, we found that
almost all of the proposed datasets were annotated by

experts. This result differs from other studies of abu-
sive language in other languages, where crowdsourc-
ing is also a popular method for annotating datasets.
We also observed that most proposed abusive language
datasets in Indonesia use binary labels, including an
“abusive” class and a “not abusive” class. However,
we also found studies that propose a finer-grained
annotation schema, such as the one implemented by
[12], [28], [24]

• Availability: As presented in Table I, more than half
of the datasets used for abusive language detection
studies were not publicly available 2. We can observe
that most of the publicly available datasets were gath-
ered from Twitter. Meanwhile, datasets sourced from
other social media platforms such as Facebook and
Instagram are mostly not shared publicly. This finding
is also consistent with the survey results obtained
by [8], where the availability of the datasets can
be influenced by the regulation of the social media
platforms related to data sharing policies.

B. What has been Done so Far in Indonesian Abusive Lan-
guage Detection Study?

In this subsection, we review the approaches adopted by
previous studies to detect abusive language in Indonesian
social media. We used a similar approach as presented in Fig. 1
to collect the available studies. We collected any publications
found on Google Scholar using the defined keywords, “abusive
language detection Indonesia” and “hate speech detection
Indonesia”. We limited our query to the first five pages for
each keyword and sorted results based on relevance, without
a time filter. Furthermore, we also checked each document’s
cited documents and references on the first five pages to find
more relevant publications. Table II summarizes the available
works in abusive language detection, specifically in Indonesian
social media. We carefully reviewed each document to obtain
the key information of each work. In this part, we focus on

2the link of cannot be found in the article.
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TABLE II. SUMMARIZATION OF APPROACHES ADDOPTED FOR HATE SPEECH DETECTION IN INDONESIAN

Model Approach Ref
Traditional Models Using classical machine learning models such as SVM, Naive Bayes, Decision

Tree, Random Forest, Logistic Regression, K-nearest Neighbours, Maximum
Entropy and etc. coupled with several features including lexical and other
structural features.

[11], [30], [17], [23], [12],
[28], [27], [21], [31], [32],
[33], [34], [35], [36], [37],
[38], [39], [40]

Unsupervised Approach Using data mining technique such as clustering, classification, and association,
without training process to detect hate speech instance. This approach is very
beneficial when the training data is limited.

[41], [42], [43]

Neural-based Models Using neural-based models either RNN-based model variants such as LSTM,
GRU, and etc or CNN-based models coupled with language representation either
using available pretrained models or self-training based on the available training
data.

[26], [19], [13], [44], [45],
[46], [47], [48], [49], [50],
[51], [52]

Transformer-based Models Using the recent transformer based architecture such as BERT, RoBERTa, XLM,
and etc. Based on the previous studies in NLP area, these models usually provide
the robust performance across different NLP tasks.

[53], [31], [14]

reviewing the adopted approach of each work to deal with
the abusive language detection task. In particular, we focus on
two main discussions: variants of the models and implemented
approaches. Following, we provide a deeper elaboration to
compare the previous work in Indonesian abusive language
studies, to gain insights for further development.

• Model Variant: A wide variety of classification mod-
els have been adopted for the abusive language de-
tection task in Indonesian. Table II summarizes the
published studies in this topic. Based on the results, we
divided the proposed models into four different vari-
ants: traditional models, unsupervised models, neural-
based models, and transformer-based models. We can
observe that most previous works employed traditional
models to deal with abusive language detection in
Indonesia. Additionally, we also found a few studies
that adopt an unsupervised approach, which do not
require labeled data to detect abusive language. This is
an interesting finding, as unsupervised models are not
popularly used for detecting abusive language in more
resource-rich languages, as observed by Pamungkas
et al. [8]. Similar to traditional-based models, neural-
based models are also popular for detecting abusive
language. This is in line with the availability of
Indonesian language models that have been proposed
by several recent works. Lastly, we notice that the use
of transformer-based models is still not yet explored in
Indonesian abusive language studies. Unlike Indone-
sian language models, studies focused on developing
transformer models for the Indonesian language are
also limited. Most of the abusive language studies in
Indonesia that exploit transformer-based models are
utilizing multilingual transformers.

• Classification Models: A wide variety of classifi-
cation models were used in this task. Starting with
traditional classifiers, several models such as SVM,
Naive Bayes, Decision Tree, Random Forest, Logistic
Regression, KNN, and Maximum Entropy have been
used for this classification task. These models were the
most popular approach for detecting abusive language,
specifically in Indonesian data. This may be due to
the limited availability of resources in Indonesian,
such as language models or labeled datasets. For the
unsupervised approach, a few studies have proposed
using lexicon-based and straightforward string match-

ing approaches to detect abusive instances. Despite
lexicon-based approaches being unpopular in common
text classification tasks, this approach is still reliable
when annotated data is limited. In line with the trend
in other natural language processing tasks, the use of
neural-based models is also gaining more attention
from NLP researchers in Indonesia. Some models
such as LSTM, GRU, and CNN have been widely
used to detect abusive language in Indonesian, either
using pre-trained language representations or without
pre-training models. Lastly, the recent transformer-
based technology is also starting to be used in the
Indonesian research community. This may be due to
the availability of multilingual transformer models
such as BERT Multilingual, Multilingual GPT, and
XLM RoBERTa. Some of these models were also
used by a few studies [14], [53] for detecting abusive
language in Indonesian.

III. CHALLENGES AND OPPORTUNITIES

The literature review and analysis presented in previous
sections provide insights into the current state of the art
of abusive language studies in Indonesian. Based on these
analyses, we have observed several challenges in this task,
which are summarized as follows:

• Limited Availability of Language Resources: The
adopted approach for dealing with the task of abusive
language detection in Indonesian is currently limited
and lags behind studies in other, more resource-rich
languages. Traditional models are the most popular ap-
proach for addressing this problem in Indonesia, while
in other languages, more recent transformer-based
models are commonly used to achieve state-of-the-art
results. We believe that this discrepancy is likely re-
lated to the limited availability of language resources,
including language corpora and language models. We
also note that several recent studies have proposed
transformer-based models, such as IndoBERT [54]
and IndoBERTweet [55], but they are still limited in
comparison to the transformer technologies available
for other languages.

• Limited Exploration of Abusive Phenomena: Based
on the abusive phenomena covered in the available
datasets for abusive language detection studies, we
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perceive that the explored abusive phenomena in In-
donesian is still very limited. Studies in Indonesian
have mostly focused on the detection of hate and
abusive speech. Meanwhile, similar studies in other
languages have been conducted with a broader cover-
age of abusive phenomena, which can include sexism,
racism, misogyny, Islamophobia, and more. Some of
these studies have also proposed finer-grained labels
to capture more specific abusive phenomena, which is
usually beneficial for differentiating the treatment for
handling each phenomenon.

• Low Awareness of Reproducibility Aspect: Based on
our review, we also notice that most of the published
research in Indonesian abusive language studies do
not make their code and datasets publicly available.
This issue makes it difficult for other researchers to
reproduce the results of previous works, which is
important for better analysis of their own studies.
Furthermore, reproducibility is an important aspect for
maintaining continuity in research, specifically in the
area of abusive language research.

• Limited Approach for Annotation Procedure: We
observe that most studies used manual expert anno-
tation procedures to label abusive language datasets.
This approach is proven to be reliable for obtaining
a high-quality dataset when the subjectivity of the
annotation task is high. However, this approach is
usually not feasible for annotating a large number
of data, as the annotation task becomes more labor-
intensive and time-consuming. Sometimes, alternative
annotation approaches such as crowdsourcing scenar-
ios can provide a wider perspective, with a diverse
demographic of annotators who have different back-
grounds and views to evaluate the abusive instances.

• The Problem of Code-Mixed Languages: Geograph-
ically, Indonesia consists of several regions, each
with its own local languages. According to recent
reports, there are 718 local languages used by different
regions and tribes in Indonesia. Indonesians tend to
use a mix of their own local language and Bahasa
to communicate on social media platforms, such as
Twitter. Related to this issue, we conducted a random
check on some publicly available datasets. We found
a lot of code-mixed instances on the checked datasets
[28], [24], which are mostly written in a mixture of
Indonesian and Javanese. As in other languages and
other NLP tasks, the issue of code-mixing is still a
prominent challenge that needs to be tackled.

Based on these challenges, we also point out several
opportunities for future studies in this research direction, which
are summarized below.

• Building Novel Language Resources in Indonesian:
Our NLP research community should also focus on
studying and developing language resources in In-
donesian. These resources could include novel corpora
for diverse tasks or recent language model technolo-
gies. The availability of more language resources
could provide more opportunities for researchers in

abusive language studies to explore more approaches
to better detect abusive language in Indonesian.

• Expanding the Study Exploration into Other Abu-
sive Phenomena: As mentioned in the challenges
section, abusive language studies in Indonesian are
still focused on a few phenomena, including hate
speech and abusiveness. Based on our investigation,
there are several abusive phenomena specific to In-
donesia that could potentially become a focus for
exploration, including islamophobia and political hate
speech. There are also other more general phenomena
which have been studied in other languages, such as
sexism, racism, xenophobia, homophobia, and more.
A broader exploration into other abusive phenomena
could open more opportunities for research collabora-
tion between NLP researchers and researchers from
other communities such as the study of humanity,
psychology, gender studies, and social science.

• Exploring Other Annotation Approach to Build
Abusive Langueage Datasets: Most of the avail-
able abusive language datasets in Indonesian were
built using expert annotation approaches. For example,
crowdsourcing could be a worth-considering option
to be implemented for annotating abusive language
datasets. Because crowdsourcing approach has the
advantage of bringing in a diverse set of annotators
with different background identities, which can help to
reduce bias in the dataset, which is also an important
issue in this study. In addition, crowdsourcing can
be particularly useful when the dataset is large and
complex, and would be too time-consuming for a
single person to finish.

• Tackling the Problem of Code-Mixed Data: Code-
mixing is becoming a prominent challenge in various
NLP tasks in recent years. This problem may be due
to the current technology and platforms which have a
multilingual environment. Similarly, Indonesians also
tend to use a mix of their local languages and Ba-
hasa Indonesia to communicate with others both in
real life and on social media channels. Dealing with
language-shift in code-mixed data is a challenging
task. Specifically in abusive language studies, several
transfer learning approaches could be applied in this
task.

IV. CONCLUSION

This survey presents a summary of research on detecting
abusive language in Indonesian social media. It covers existing
datasets that could be used for this research, including datasets
from multiple platforms, types of abusive behavior, and lan-
guages. The survey also examines the methods that have been
proposed for detecting abusive language in Indonesian social
media. Finally, it discusses the challenges and opportunities
in this area of research and provides suggestions for future
development.

This study found that most of the existing datasets for
detecting abusive language were collected from social media
platforms like Twitter, Facebook, and Instagram, with Twitter
being the most commonly used source. This may be because
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it is easy to obtain samples from Twitter using its public API
and because of the less strict policy from Twitter for sharing
data. The study also observed that hate speech is the most
researched type of abusive language, compared to other types
such as abusiveness and cyberbullying.

A wide variety of models have been implemented to deal
with the task of abusive language detection in Indonesia.
However, most studies have exploited traditional models such
as logistic regression, SVM, naive bayes, and random forest to
deal with this task. Several feature representations were used
to train the models, which include TF-IDF, Bag of Words,
and word vectors obtained from pre-trained language repre-
sentations. Overall, recent deep learning architectures have
obtained more competitive results compared to other models.
Furthermore, we also observed that the use of transformer-
based models is less popular in Indonesian hate speech studies.

Finally, we have identified some recent challenges and
opportunities for abusive language detection studies in In-
donesian. We observe that the availability of more language
resources in Indonesian is one of the factors that contribute
to the acceleration of research development, specifically in
this area. We also identify that abusive language studies
should explore more diverse phenomena beyond hate speech
and abusiveness topics, such as islamophobia, political hate
speech, and other more general phenomena which are already
widely studied in other languages such as sexism and racism.
Another suggestion is related to the annotation approach for
labeling abusive datasets, which mostly exploit manual expert
annotation procedures. We suggest exploring crowdsourcing
scenarios which could produce less bias and more com-
prehensive datasets. Finally, we also encourage researchers
who focus in this research area to consider the code-mixing
issue in current abusive language datasets in Indonesia. We
believe that dealing with code-mixing issue could improve the
overall model performance for detecting abusive language in
Indonesian data.
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