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#### Abstract

This paper presents an algorithm, based on the self-balancing binary search tree, to form learning groups. It aims to generate learning groups that are intra-homogeneous (student performance similarity within the group), interhomogeneous (group performance similarity between groups), and of balanced size. The algorithm mainly uses the 2-3 tree and the 2-3-4 tree as two implementations of a self-balancing binary search tree to form student blocks with close GPAs (grade point averages) and balanced sizes. Then, groups are formed from those blocks in a greedy manner. The experiment showed the efficiency of the proposed algorithm, compared to traditional forming methods, in balancing the size of the groups and improving their intra- and inter-homogeneity by up to $26 \%$, regardless of the used version of the self-balancing binary search tree (2-3 or 2-3-4). For small samples of students, the use of the 2-3-4 tree was distinguished for improving intra- and interhomogeneity compared to the 2-3 tree. As for large samples of students, experiments showed that the 2-3 tree was better than the 2-3-4 tree in improving the inter-homogeneity, while the 2-3-4 tree was distinguished in improving the intra-homogeneity.
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## I. Introduction

The formation of learning groups is the first step to the success of the educational process, as it allows, depending on the tasks, students to be grouped into homogeneous or heterogeneous groups to be effective and lead to more effective learning. Heterogeneous groups are more effective on tasks that complete lessons and achieve specific learning outcomes, such as projects, assignments, and e-learning. In such a situation, students collaborate, learn from their peers, and share ideas to achieve common goals or accomplish group tasks that no one individual can complete alone. According to [1] and [3], more group heterogeneity has a negative impact on lowability students, whereas peer effects were not found for highability students. Therefore, for such tasks, it is recommended to build groups with low heterogeneity. According to [19], homogeneous grouping is most useful for some types of learning activities, particularly those involving guided discovery, knowledge development, review of material already learned, or highly structured tasks to build competence, allowing students to progress at the same rate. In some cases, homogeneous groups are imposed due to the conditions and requirements of the courses.

Traditional methods that have been used to group students are basically random grouping, student-formed groups where the student chooses his group, and instructor-assigned groups where the teacher assigns the students into groups. There are many characteristics of the students on which the group formation depends, such as their knowledge level, personality traits, communication skills, etc. These characteristics were classified in [13] into static, such as gender, age, and knowledge level, and dynamic, such as interaction level or emotional status. The multiplicity of these characteristics and the multiplicity of students make the grouping process an NPhard problem, as confirmed in [16], and so difficult to solve manually. Therefore, automated methods were required to form groups in an efficient manner based on several characteristics.

Most automatic grouping approaches studied in this paper have focused on the formation of heterogeneous groups for cooperative purposes and are of small size, with the number of members ranging between 3 and 5 in most cases. This may be due to their focus on e-learning and collaborative tasks. But, in fact, homogeneous groups are still needed in theoretical lectures and training courses, especially in in-person learning. The issue of forming homogeneous groups of large size was not addressed. Similarly, the balance between groups in terms of size and degree of homogeneity has not been addressed much, except in [2], where the authors examined the effect of group sizes on students in a gamification environment. They found that differing sizes between groups affected students' interest, comparison, and discouragement.

In this paper, an algorithm based on the self-balancing binary search tree is proposed to form learning groups. The goal is to build learning groups that are intra-homogeneous (a high level of similarity between the characteristics of the students within the group), inter-homogeneous (similarity or balance between the degree of homogeneity of the groups), and balanced in size. The idea is that we do not set intrahomogeneity as the sole goal of group formation because this will inevitably lead to groups with varying degrees of homogeneity, especially in the case of a high diversity of students before their distribution, which means groups that are highly homogeneous and others that are highly heterogeneous. In addition, if the focus is only on intra-homogeneity, then the issue of unbalanced sizes between groups is raised, as each student will be added to the group closest to him/her without any restrictions on group size. The connection between the three characteristics, namely intra-homogeneity, interhomogeneity, and balanced size, is necessary for many uses,
such as lectures where instructors wish to deliver to more than one group with the same plan and progress at the same rate. The self-balancing binary search trees were used at an initial stage to achieve the objectives of group formation, as they contribute to the formation of student blocks (which are tree branches) with close performances and balanced sizes. Then, the groups are formed from these blocks. The proposed algorithm uses GPA (grade point average) as a key feature for grouping students.

Following this part, the paper is organized as follows: The following section discusses the literature review. The methodology used to construct the suggested algorithm, as well as the experimentation and outcomes of applying the proposed algorithm to some student samples, are then provided. The results and recommendations are explored in the concluding parts, which bring the article to a close.

## II. Literature

In the past two decades, the formation of learning groups has been an important educational issue that researchers have addressed for the success of the educational process. This interest has multiplied in the past decade with the development of e-learning platforms, collaborative learning platforms, and collaborative work platforms. This section presents the related works and highlights the three essential aspects: the nature of formed groups (homogeneous vs. heterogeneous), forming methods, and forming characteristics or criteria.

Regarding the nature of groups, heterogeneous grouping is the most widely used grouping type because it can better satisfy diverse learning scenarios, especially in cooperative education, as used by [4], [5], [6], [8], [12], [13], [14], [15], [18], [26], and [28] whereas [19] developed an algorithm to generate homogeneous groups. Some research has focused on intra- and inter-group relationships. In this context, [16], [19], [25], and [27] propose approaches to achieve groups with members that are as similar as possible (inter-homogeneous) but also to enable individual differences among students within such groups (intra-heterogeneous).

There is a consensus that the issue of forming groups cannot be solved manually due to the multiplicity of formation criteria and the multiplicity of students. So, the relationship among these variables and possible grouping alternatives is factorial, making this an NP-hard problem, as confirmed in [16]. In these cases, it becomes necessary to use heuristic search methods to find a satisfactory solution with a considerably lower computational effort. A widely used heuristic method is the genetic algorithm (GA), which is used in [5], [11], [13], [15], [16], [19], [27], and [28]. The study [7] used simulated annealing (SA) to form student groups based on past academic records.

The main characteristics or criteria that were used in the related works to form the groups were knowledge levels, learning styles, communicative skills, leadership skills, gender, age, and self-confidence. Grouping algorithms assign different weights to these characteristics to generate optimized groups. The research [13] classified these characteristics as static and dynamic. Static characteristics are those that do not change or at least do not change during a short period of learning, such as
gender, age, previous levels of knowledge, or learning styles. Dynamic characteristics, which cannot be captured at a fixed point, are constantly changing during students' learning processes, such as levels of interaction or emotional status. According to [13], the main disadvantage of traditional nonautomatic grouping methods, which include random grouping (used by [5]), student-formed groups (used by [11]), and instructor-assigned groups (used by [14]), is that they are generally based on static characteristics, and even if dynamic characteristics are used, they are not taken into account enough, which may lead to undesirable collaborative results. On the contrary, automatic grouping methods facilitated the use and good management of dynamic characteristics despite the problems associated with those characteristics, particularly how and when to measure them to form groups. [6], [12], [13], [16], [20], [21], and [25], developed automatic grouping methods that achieve collaborative learning outcomes. The phrase "cold start" was used in [13] to denote the problem of the inaccessibility of students' characteristics, such as personality traits, communication skills, and leadership capacities, at the starting point. Dynamic grouping is a solution to the "cold start" problem, in which groups are initiated and then modified by dynamic swapping. But its running time is expensive, and it takes time for groups to form and stabilize and for students to work on a regular basis. Thus, [6] proposes a dynamic grouping method where groups are initially formed based on students learning styles and knowledge levels, and then an activity-based dynamic group formation technique is proposed to swap students based on their knowledge levels. The authors in [17] propose a method to form dynamic groups for students who did not fit into any group and referred to them as "orphan students". In addition, [10] use dynamic grouping or partial grouping methods to enable students to find the most suitable partners.

The size of groups is less addressed in related works because the interest is in collaborative activities in which the group size ranges from 3 to 5 students. In the study conducted by [2] to investigate the effect of group sizes on students in a gamification environment, they found that varying sizes between groups affected students' interest, comparison, and discouragement but did not affect their perceived effort, perceived choice, perceived competence, tension, or motivation.

In summary, almost all grouping approaches have focused on collaborative tasks that have proliferated rapidly thanks to technological development. But collaborative activities and collaborative learning can be complementary to regular lectures in which the teacher contributes more than the student and in which the number of students is large. For this reason and to facilitate the role of lecturers in achieving the learning outcomes, it is necessary to form learning groups that are homogeneous and balanced in terms of size and homogeneity. We are not aware of any work using a self-balancing binary search tree for forming intra-homogeneous, interhomogeneous, and size-balanced learning groups.

## III. Methodology

This section introduces an algorithm to automate the formation of learning groups. This algorithm aims to improve
the homogeneity of students' competence within learning groups for the same course and to achieve a balance between those groups in terms of size and degree of homogeneity. The algorithm relies on two types of self-balancing binary search trees due to its ability to classify and sort data. So, the first stage is to define the homogeneity of the groups and how it should be measured. The second stage introduces selfbalancing binary search trees. Next, the steps of the algorithm that generates the learning groups are explained.

## A. Group Homogeneity

The proposed algorithm uses GPA (grade point average) as a key feature for grouping students. That is, students with a homogeneous GPA (closet GPA) are more likely to be in the same group. According to [9], [24], and [22], GPA is positively correlated with subsequent academic performance. The need for other grouping criteria, such as students' personality traits and communication skills, is unnecessary because this work does not address collaborative activities. Thus, the homogeneity of the learning group boils down to the homogeneity of the GPAs of its students. The used terminology and the calculated formula of homogeneity are as follows:

- $\mu(g)$ : The mean of the students' GPAs within a group $g$
- $S(g)$ : The standard deviation of the students' GPAs within a group g. It measures the mean distance between each student's GPA and a reference point at the center of the range of GPAs, the $\mu(g)$. A small value of $S$ means that the GPAs are distributed close to the central point, $\mu$, and are therefore close to each other, which means that they are homogeneous. Otherwise, they are far from each other and therefore heterogeneous.
- $\quad C V(g)=(S(g) / \mu(g)) \times 100$ : The coefficient of variation of the students' GPAs within a group $g$. The coefficient of variation measures GPAs' dispersion as a percentage of their mean to see how strong or weak that dispersion is. Hence, it is used as an indicator of both homogeneity and heterogeneity within a group $g$. The group $g$ is considered heterogeneous from $\mathrm{CV}(\mathrm{g})=30 \%$ and above because the GPAs of the students in it differ from each other by more than a third of the average. Otherwise, less than $30 \%(\mathrm{CV}(\mathrm{g})<30 \%)$, group g is considered homogeneous. Therefore, the CV is used for measuring the homogeneity of student groups created in different ways, such as traditional methods and the proposed algorithm. Thus, the intra-homogeneity of a group $g$ is calculated as follows:

$$
\begin{equation*}
\mathrm{H}_{\text {intra }}(\mathrm{g})=(\mathrm{S}(\mathrm{~g}) / \mu(\mathrm{g})) \times 100 \tag{1}
\end{equation*}
$$

Consider a set of $n$ learning groups $G=\left\{g_{l}, \ldots, g_{n}\right\}$, and their intra-homogeneity set $H=\left\{\left(S\left(g_{1}\right) / \mu\left(g_{1}\right)\right), \ldots,\left(S\left(g_{n}\right) / \mu\left(g_{n}\right)\right)\right\}$ then the inter-homogeneity is calculated as follows:

$$
\begin{equation*}
\mathrm{H}_{\text {inter }}(\mathrm{G})=\mathrm{S}(\mathrm{H}) / \mu(\mathrm{H}) \times 100 \tag{2}
\end{equation*}
$$

## B. Self-Balancing Binary Search Tree: Definition and use for Forming Learning Groups

A tree is a hierarchical data structure consisting of a set of nodes joined together by edges and having one node called the root. One of the most common tree types is the binary search tree (BST), also called an ordered binary tree. It has the property that the key (data) of each inner node is greater than all keys in its left subtree and less than those in its right subtree. One of its main benefits is speeding up data searches since the time complexity of operations on a BST is directly proportional to the tree's height. Fig. 1 provides an example of a BST that records the following list of GPAs for 17 students, where the GPA is measured on a 5 -point scale: $\{1.88,1.62$, $3.3,2.52,4.13,2.78,3.75,2.85,2.56,4.18,1.83,2.3,4.05,1$, 3.7, 2.55, 3.29 \}. As it is shown below in Fig. 1, for a GPA search of 2.78 , only the nodes with keys $1.88,3.3$, and 2.52 will be accessed.


Fig. 1. Example of a BST recording the GPAs of 17 students.
The use of the tree in this work is to build small blocks of students with convergent GPA levels that will be used later to build learning groups with improved homogeneity. Each tree branch (the path from the root to the leaf of the tree) is considered a student block that is represented by their GPAs. The elements of any BST branch are often convergent and homogeneous. For example, in Fig. 1, branches B1 = \{1.88, $1.62,1\}$ and $\mathrm{B} 2=\{1.88,3.3,2.52,2.78,2.85$, and 3.29$\}$ are two blocks of students represented by their GPAs. The homogeneities of these two branches, calculated according to formula 1 , are $30.14 \%$ and $19.18 \%$, respectively, which means that these two students' branches are homogeneous. However, the disadvantage of BST is that its branches are not always the same size. For example, the sizes (number of elements) of B1 and B2 are 3 and 6 , respectively, which means they are completely different. This can lead to an imbalance in the size of learning groups being built. That is why we are going to use self-balancing BST instead.

A self-balancing BST is a tree that has the property of rearranging its nodes as necessary to ensure that it does not become too tall and thin. It generalizes the BST, allowing nodes to contain more than two children. There are several implementations for balanced binary search trees like AVL trees, 2-3 tree, 2-3-4 tree, and B-trees. For more information about balanced trees, you can review [23]. For the purpose of this work, 2-3 tree and 2-3-4 tree are applied to generate student blocks that will be used to form learning groups. The 23 tree allows each node to have one data element and two children, or two data elements and three children. The 2-3-4 tree allows each node to contain one to three data elements and
two, three, or four children. In both trees, if a node contains more than one key, the keys must be in order. Fig. 2(a) and 2(b) redraw the data set of Fig. 1 as the 2-3 tree and the 2-3-4 tree, respectively.


Fig. 2. Examples of self-balancing BST recording the GPAs of 17 students.
As shown in Fig. 2, the two trees are balanced so that all leaves are on the same plane. Using these two trees to form learning groups requires extracting all possible branches by decomposing nodes that are composed of more than one key and then associating each key with its children. The following table shows all possible branches of the 2-3 and 2-3-4 tree shown in Fig. 2.

TABLE I. BRANCHES GENERATED FROM THE 2-3 AND 2-3-4 TREES Shown in Fig. 2.

|  | $\mathbf{2 - 3}$ tree | $\mathbf{2 - 3 - 4}$ tree |
| :--- | :--- | :--- |
| Branches | $2.78,1.88,1.62,1.0$ | $2.78,1.88,1.0$ |
|  | $2.78,1.88,1.62,1.83$ | $2.78,1.88,1.62$ |
|  | $2.78,1.88,2.52,2.3$ | $2.78,1.88,1.83$ |
|  | $2.78,1.88,2.52,2.55$ | $2.78,1.88,2.3$ |
|  | $2.78,1.88,2.52,2.56$ | $2.78,2.52,2.3$ |
|  | $2.78,3.75,3.3,2.85$ | $2.78,2.52,2.55$ |
|  | $2.78,3.75,3.3,3.29$ | $2.78,2.52,2.56$ |
|  | $2.78,3.75,3.3,3.7$ | $2.78,3.3,2.85$ |
|  | $2.78,3.75,4.13,4.05$ | $2.78,3.3,3.29$ |
|  | $2.78,3.75,4.13,4.18$ | $2.78,3.3,3.7$ |
|  |  | $2.78,3.3,3.75$ |
|  |  | $2.78,3.3,4.05$ |
|  |  | $2.78,4.13,3.7$ |
|  |  | $2.78,4.13,3.75$ |
|  |  | $2.78,4.13,4.05$ |
|  |  | $2.13,4.18$ |

Table I shows that the branches generated from the 2-3 tree are few in number compared to the 2-3-4 tree but are longer than those produced from the 2-3-4 tree. This difference may play an important role in the formation of learning groups and affect their homogeneity, and this will be examined in the experiment section.

The common feature of the two trees, as shown in Table I, is that the produced branches often have homogeneous elements. However, sometimes the generated branches contain GPAs that are different or far from the majority within the branch, such as the branches $\{2.78,1.88,1.62,1.83\}$ and $\{2.78,4.13,4.18\}$, where the GPA 2.78 was far from the rest of the GPAs in the two branches. In this case, the homogeneity of the branch will not be highly affected because most of its
elements are close together. The homogeneity of branches and their balanced sizes in self-balancing BST serve the aims of this work, which is why these kinds of balanced trees were used.

## C. A Greedy Algorithm for Forming Learning Groups

To form learning groups that are intra- and interhomogeneous and of balanced size, a greedy algorithm was developed using branches of self-balancing BST. This algorithm forms $n$ learning groups, where $n$ is predetermined. It processes recursively and, at each iteration, selects the appropriate branch $b r$ to add to the group $g_{t}$, where $g_{t}$ is the group with the least size. If the number of groups of least size is greater than one, the lowest order group is selected. This procedure is applied to balance the size of groups. $b r$ is the branch that, when added to $g_{t}$, gives the best homogeneity to $g_{t}$ compared to the rest of the candidate branches for addition. At the end of each iteration, the algorithm reconstructs the candidate branches by removing the elements that are common with $b r$. The following is the notation used to write the pseudocode for this algorithm:

- GPAs: Students' GPAs that will be divided into groups.
- TT: The used tree kind is either 2-3 or 2-3-4.
- T: The self-balancing BST of kind TT, which will be constructed to contain GPAs
- $\quad S$ : The generated branches from the TT tree
- br: a branch in S
- $n$ : The predetermined number of learning groups
- $G$ : The set of learning groups
- $g_{t}$ : The selected group to add an appropriate branch, where $1 \leqslant \mathrm{t} \leqslant \mathrm{n}$.
- $H_{\text {intra }}\left(g_{j}\right)$ : intra-homogeneity of the learning group $g_{j}$

The pseudocode of the proposed algorithm, denoted for simplicity as the GF-SBT (Group Formation based on SelfBalancing Tree) algorithm, is presented in Fig. 3 below.


Fig. 3. GF-SBT Algorithm for forming learning groups.

## IV. EXPERIMENTS

## A. Experiment 1

This experiment investigates the ability of the 2-3 and 2-3-4 tree to help form intra- and inter-homogenous learning groups of balanced sizes. Moreover, it was used to measure the algorithm's ability to improve homogeneity and balance the size of learning groups compared to traditional group formation methods.

For this reason, five different tests were conducted to study the results of forming two learning groups in five different ways for 48 students enrolled in a computer programming course at the University of Tabuk. In the first three tests, traditional methods are used for grouping as follows: the first test keeps the same group formation that the university already made, which is self-formation (the student registered himself and chose the group). The other two tests were performed on random formations. The last two tests apply the algorithm GFSBT using 2-3 and 2-3-4 tree, respectively. The results of these tests are summarized in Table II below. The mean intrahomogeneity is the average intra-homogeneity of the two groups.

Table II shows the learning group sizes generated by each test, the mean intra-homogeneity of the two groups, as well as the inter-homogeneity. For simplicity, in the rest of this paper, intra-homogeneity is used to denote mean intra-homogeneity.

TABLE II. Results of the Five Tests for Forming Learning Groups for a Sample of 48 Students

|  | Self- <br> grouping <br> test | Random <br> test 1 | Random <br> test 2 | 2-3 <br> Tree <br> test | 2-3-4 <br> Tree test |
| :--- | :--- | :--- | :--- | :--- | :--- |
| First group size | 24 | 23 | 29 | 24 | 24 |
| Second group <br> size | 24 | 25 | 19 | 24 | 24 |
| Mean intra- <br> homogeneity | $20.50 \%$ | $19.34 \%$ | $21.16 \%$ | $16.37 \%$ | $15.63 \%$ |
| Inter- <br> homogeneity | $26.15 \%$ | $50.88 \%$ | $61.04 \%$ | $31.95 \%$ | $27.75 \%$ |

The results in Table II showed that there was no correlation between the balance of group size and the improvement in homogeneity. For example, the first, fourth, and fifth tests produced groups of balanced size, with 24 students in each group. However, the intra-homogeneity was different between these three tests $(20.50 \%$ for the first test, $16.37 \%$ for the $2-3$ tree test, and $15.63 \%$ for the 2-3-4 tree test), which means that the contents of the groups differ from one test to another. In addition, the first test groups were balanced in size ( 24 per group) in contrast to the second test groups, which were not balanced (23 and 25), but the intra-homogeneity for the second test was better than the first.

The above readings of the results, presented in Table II, confirm that balancing group size is not sufficient to improve intra-homogeneity. Therefore, there is a need to use techniques that combine improving numerical balance with homogeneity when creating groups. In this context and based on the above results, the proposed algorithm, with the use of 2-3 and 2-3-4 trees, succeeded in meeting this need to adjust group sizes and improve group homogeneity compared to traditional methods.

Thus, group construction by applying the GF-SBT algorithm is more efficient than traditional formation methods in balancing the number of students between groups and improving intrahomogeneity. The use of 2-3-4 tree was better than 2-3 tree in improving intra-homogeneity ( $16.37 \%$ for 2-3 tree and $15.63 \%$ for 2-3-4 tree). Furthermore, the use of the 2-3-4 tree has improved the intra-homogeneity of the self-grouping test by 4.87 percentage points (from $20.50 \%$ to $15.63 \%$ ), the intrahomogeneity of the first random test by 3.71 percentage points (from $19.34 \%$ to $15.63 \%$ ), and the intra-homogeneity of the second random test by 5.53 percentage points (from $21.16 \%$ to $15.63 \%$ ). Therefore, in terms of percentages, the use of the 2-34 tree improved the intra-homogeneities resulting from the three traditional tests studied by $23.76 \%$ (calculated as 4.87/20.50) for the first test, $19.18 \%$ (calculated as 3.71/19.34) for the second test, and $26.13 \%$ (calculated as $5.53 / 21.16$ ) for the third test. The use of the 2-3 trees also improved the intrahomogeneity of the three traditional tests by $20.15 \%$ (calculated as (20.5-16.37)/20.5), $15.35 \%$, and $22.61 \%$, respectively.

The inter-homogeneity showed that the GF-SBT algorithm was more efficient at narrowing the gap between the two group homogeneities than the randomized tests. In addition, the use of the 2-3-4 tree approach is more effective than the use of the 2-3 tree in adjusting the homogeneity between the two groups, given that the inter-homogeneity was $27.75 \%$ for the 2-3-4 tree and $31.95 \%$ for the 2-3 tree.

The bottom line from this experiment is that the GF-SBT algorithm, with its two trees, accurately balances learning group sizes and effectively improves intra-homogeneity caused by traditional grouping methods, with rates ranging from $15 \%$ to $26 \%$. Also, compared to the random construction of groups, the GF-SBT algorithm is more efficient at balancing group homogeneity. For this small sample of students, the use of the 2-3-4 tree is more appropriate than the use of the 2-3 trees to create learning groups of equal sizes and optimized and balanced homogeneities.

## B. Experiment 2

This experiment aims to investigate the effect of multiplying the number of students and the number of learning groups on the effectiveness of the GF-SBT algorithm in improving the intra- and inter-homogeneity of learning groups and balancing their size. To achieve this aim, five tests were conducted that used the GF-SBT algorithm with the 2-3 and 2-3-4 tree to construct learning groups for a broad sample of students. The number of groups differs in each test and ranges between 2 and 6 . The sample consisted of 96 students who self-enrolled in four educational groups in the communication skills course at Tabuk University, as shown in Table III below.

TABLE III. Characteristics of 4 LEARNING Groups from a Sample of 96 STUDENTS

|  | Group <br> size | Mean intra- homogeneity | Inter-homogeneity |
| :--- | :--- | :--- | :--- |
| Group 1 | 24 | $55.55 \%$ |  |
| Group 2 | 25 |  | $9.05 \%$ |
| Group 3 | 32 |  |  |
| Group 4 | 15 |  |  |

Table IV and Table V present the results of the five tests that apply the GF-SBT algorithm, with its two trees, to distribute this sample of students into $2,3,4,5$, and 6 learning groups.

TABLE IV. LEARNING Group Size in a Sample of 96 Students

|  |  | Test1: 2 learning groups |  | Test2: <br> 3 <br> learning groups |  | Test3: <br> 4 <br> learning groups |  | Test4: 5 learning groups |  | Test5: 6 learning groups |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | N U -1 ¢ | $\begin{aligned} & \stackrel{\sim}{\sim} \\ & \stackrel{+}{\ddot{8}} \\ & \underset{\sim}{1} \end{aligned}$ | $N$ <br>  <br>  <br>  | $\begin{aligned} & N \\ & \dot{\sim} \\ & \underset{\sim}{\nabla} \\ & \underset{\sim}{2} \end{aligned}$ |  | $\begin{aligned} & \stackrel{N}{U} \\ & \stackrel{1}{*} \\ & \underset{\sim}{\sigma} \end{aligned}$ |  | $\begin{aligned} & \stackrel{\sim}{山} \\ & \stackrel{+}{\ddot{\nabla}} \\ & \underset{\sim}{7} \end{aligned}$ |  | $N$ <br>  <br>  <br>  |
| $\begin{aligned} & \mathrm{Q} \\ & 0 \\ & 0 \\ & \stackrel{0}{0} \\ & \underset{\sim}{0} \end{aligned}$ | $\begin{aligned} & \text { Group } \\ & 1 \end{aligned}$ | $\begin{aligned} & 4 \\ & 8 \end{aligned}$ | 48 | 32 | 3 2 | $\begin{aligned} & 2 \\ & 4 \end{aligned}$ | 24 | 2 0 | 20 | 16 | 1 7 |
|  | Group $2$ | $\begin{aligned} & 4 \\ & 8 \end{aligned}$ | 48 | 32 | $\begin{aligned} & 3 \\ & 2 \\ & \hline \end{aligned}$ | $\begin{aligned} & 2 \\ & 4 \end{aligned}$ | 24 | $\begin{aligned} & 1 \\ & 9 \end{aligned}$ | 19 | 17 | 1 |
|  | $\begin{aligned} & \text { Group } \\ & 3 \\ & \hline \end{aligned}$ |  |  | 32 | $\begin{aligned} & \hline 3 \\ & 2 \end{aligned}$ | $\begin{aligned} & 2 \\ & 4 \end{aligned}$ | 24 | $\begin{aligned} & \hline 1 \\ & 9 \end{aligned}$ | 19 | 16 | 1 |
|  | $\begin{aligned} & \hline \text { Group } \\ & 4 \\ & \hline \end{aligned}$ |  |  |  |  | $\begin{aligned} & 2 \\ & 4 \end{aligned}$ | 24 | 1 9 | 19 | 16 | 1 |
|  | Group 5 |  |  |  |  |  |  | 1 | 19 | 16 | 1 <br> 5 |
|  | Group 6 |  |  |  |  |  |  |  |  | 15 | 1 |

It is shown in Table IV that the GF-SBT algorithm yields groups of very balanced sizes, with some very slight differences resulting either from the non-divisibility of the total number of students evenly, such as in test 4 , where 96 is not divisible by 5 , or in cases where the number of groups is high, such as in the fifth test. It is also noted that the number of groups in the third test and in the formation proposed by the university are the same, but the groups produced by the third test are more balanced in size than the ones made by the university.

TABLE V. Intra- and Inter-Homogeneities of Learning groups in a Sample of 96 Students

|  | Test1: 2 groups |  | $\begin{aligned} & \text { Test2: } \\ & 3 \text { groups } \end{aligned}$ |  | Test3: 4 groups |  | Test4: 5 groups |  | Test5: 6 groups |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\xrightarrow[\sim]{\sim}$ | $\begin{aligned} & \stackrel{\sim}{\dot{N}} \\ & \underset{\sim}{\oplus} \\ & \underset{\sim}{7} \end{aligned}$ | $\begin{aligned} & \stackrel{\sim}{\omega} \\ & \underset{\sim}{\oplus} \end{aligned}$ |  | $\begin{gathered} \underset{\sim}{\omega} \\ \underset{\sim}{\oplus} \end{gathered}$ | $\begin{aligned} & \stackrel{N}{\dot{N}} \\ & \underset{\sim}{\dot{\nabla}} \\ & \underset{\sim}{1} \end{aligned}$ |  | $\begin{aligned} & \stackrel{N}{\dot{N}} \\ & \underset{\sim}{\oplus} \\ & \underset{\sigma}{\circ} \end{aligned}$ | $\begin{aligned} & \stackrel{N}{\omega} \\ & \underset{\sim}{\nabla} \\ & \hline \end{aligned}$ |  |
| Intrahomoge neity | $\begin{aligned} & 56 . \\ & 04 \\ & \% \end{aligned}$ | $\begin{aligned} & 55 . \\ & 13 \\ & \% \end{aligned}$ | $\begin{aligned} & 53 \\ & 39 \\ & \% \end{aligned}$ | $\begin{aligned} & 46 . \\ & 95 \\ & \% \end{aligned}$ | $\begin{aligned} & 54 . \\ & 16 \\ & \% \end{aligned}$ | $\begin{aligned} & 47 . \\ & 18 \\ & \% \end{aligned}$ | $\begin{aligned} & 55 . \\ & 38 \\ & \% \end{aligned}$ | 53. <br> 56 <br> $\%$ | $\begin{aligned} & 54 . \\ & 56 \\ & \% \end{aligned}$ | 48. 75 $\%$ |
| Inter- <br> homoge neity | $\begin{aligned} & 3.2 \\ & 5 \% \end{aligned}$ | $\begin{aligned} & 2.5 \\ & 2 \% \end{aligned}$ | $\begin{aligned} & \hline 10 . \\ & 87 \\ & \% \\ & \hline \end{aligned}$ | $\begin{aligned} & 36 . \\ & 86 \\ & \% \end{aligned}$ | $\begin{aligned} & 13 . \\ & 67 \\ & \% \end{aligned}$ | $\begin{aligned} & 32 . \\ & 80 \\ & \% \end{aligned}$ | $\begin{aligned} & 9.2 \\ & 2 \% \end{aligned}$ | 19. 04 $\%$ | $\begin{aligned} & 18 . \\ & 30 \\ & \% \end{aligned}$ | 23. 26 $\%$ |

Table V shows that the homogeneity of the groups is very high compared to the homogeneity of experiment 1 . This is because this sample is characterized by the large number of its students and the great diversity of their GPAs. It shows that the difference between the intra-homogeneity of the two uses of trees in most tests was significant and ranged between 5 and 7
percentage points, except for the tests of two groups and five groups. It displayed that the use of the 2-3-4 tree was the best, compared to the 2-3 tree approach, in improving intrahomogeneity in all five tests for this heterogeneous sample. Compared to the self-grouping results presented in Table IV, the algorithm GF-SBT, with the two uses of trees, improves intra-homogeneity. In this respect, the use of the 2-3-4 tree approach yields an improvement of more than 8 percentage points (from $55.55 \%$ to $47.18 \%$ ), which is equivalent to a $15.07 \%$ improvement. Thus, the algorithm GF-SBT with the two uses of trees can improve the intra-homogeneity for homogeneous samples, as in experiment 1, and heterogeneous samples, as in this experiment.

The results presented in the Table V did not show any clear correlation between the number of groups and the intrahomogeneity improvement in the two uses of trees. It is shown that intra-homogeneity does not follow the same pattern as the number of groups. For example, for the use of the 2-3 tree, the mean intra-homogeneity in the five-group test (55.38\%) was greater than the mean intra-homogeneity for the three, four, and six group tests $(53.39 \%, 54.16 \%$, and $54.56 \%$, respectively), but smaller than the mean intra-homogeneity in the two-group test $(56.04 \%)$. The same phenomenon is observed with the 2-3-4 tree approach.

In Table V , by measuring the inter-homogeneity, it is shown that the use of the 2-3 tree was more capable compared to the use of the 2-3-4 tree in constructing homogeneitybalanced groups (well inter-homogeneous) in all tests except the two-group test. Fig. 4 below supports this finding and plots the intra-homogeneity of each test. It reveals that the results of the use of the 2-3 tree appear closer to each other than the ones of the use of the 2-3-4 tree, which appear disparate. However, despite their convergence, the levels of homogeneity resulting from the use of the 2-3 tree were mostly high, compared to the results of the use of 2-3-4 tree. This explains the excellence of the 2-3-4 tree in improving the mean intra-homogeneity. In addition, no correlation was observed between the interhomogeneity and the number of groups.


Fig. 4. Groups' intra-homogeneities of the five tests.
All three parameters measured and analyzed here above (group size, intra-homogeneity, and inter-homogeneity) depend on candidate branches (the initial contents of S set in the algorithm GF-SBT) that are used by the GF-SBT algorithm in the group formation process. Table VI below presents the
features of the candidate branches of the two trees used by the GF-SBT algorithm for this sample.

TABLE VI. Features of the Candidate Branches Generated from THE 2-3 AND 2-3-4 TREES

|  | $\mathbf{2 - 3}$ <br> Tree | $\mathbf{2 - 3 - 4}$ <br> Tree |
| :--- | :--- | :--- |
| Branche size | 6 | 5 |
| Total Number of candidate branches | 71 | 100 |
| Standard deviation of homogeneities of candidate <br> branches | 8.17 | 9.05 |

It is evident in Table VI that the candidate branches of the 2-3-4 tree are shorter with dispersed homogeneities, i.e. its standard deviation is bigger than that of the 2-3 tree, and more numerous than those of the 2-3 tree. This is why using the 2-34 tree produces better intra-homogeneity than using a $2-3$ tree and poorer inter-homogeneity between groups, as shown in Table V.

## V. DISCUSSION

Based on the results of the experiments presented in the previous section, the GF-SBT algorithm proved effective in forming learning groups of balanced size and improving their intra-homogeneity. In this regard, it exceeded the traditional methods (self-grouping and random grouping methods) that have been adopted in building learning groups. Similarly, these results agree with what is presented in [16], [19], [25], and [27], which propose to improve both the internal and external relationships of the groups. In spite of the similarities in the obtained results, the methods used for measuring the effectiveness of algorithms were different. For instance, [16], [19], [25], and [27] measure the effect of the grouping algorithm on the students' abilities, while this work measures intra- and inter-homogeneity of groups. The measure of students' ability was allowed for the former because they intended a small group made up of five students for collaborative work, whereas the latter was designed to deal with any size of group that may be greater than twenty students.

The results of using the two self-balancing BSTs, 2-3 and 2-3-4, with a small sample are nearly identical in terms of group size, intra-homogeneity, and inter-homogeneity. Thus, small samples are recommended to be used with any of both trees, with bit priority for 2-3-4 tree.

In the case of large samples, the algorithm produces different results for both trees because of the differences in structure of their candidate branches. The candidate branches of the 2-3-4 tree are more numerous than those of a 2-3 tree and are characterized by various homogeneities and short sizes. They allow the algorithm to create learning groups that are often better intra-homogeneous than the 2-3 tree groups but are less inter-homogeneous. Thus, the use of the 2-3-4 tree is preferable if priority is given to intra-homogeneity more than inter-homogeneity of learning groups. On the contrary, the 2-3 tree produces fewer candidate branches with less various homogeneity and a larger size. That is why the algorithm generates learning groups that are often less intrahomogeneous than 2-3-4 tree groups, but good interhomogeneously. So, 2-3 tree use is beneficial if the priority of
group formation is given to inter-homogeneity. The summary of this paragraph is that the formation of groups through short student blocks improves the intra-homogeneity of learning groups at the expense of their inter-homogeneity, and the opposite occurs through large student blocks.

It has not been proven through experiments that the grouping process adopted by the GF-SBT algorithm is affected by the number of groups to be built. Therefore, the use of the algorithm is effective and recommended regardless of the number of groups to be formed.

The limitation of this work is that, with large samples, neither the use of the 2-3 tree nor the use of the 2-3-4 tree succeeded in integrating improvements in both intra- and interhomogeneity of the generated learning groups. This limitation will be studied in future work.

## VI. CONCLUSION

In this paper, an algorithm based on self-balancing binary search trees has been implemented and experimented with to form intra-homogeneous (student performance similarity within the group) and inter-homogeneous (group performance similarity between groups) learning groups with a balanced size. The self-balancing binary search trees were used at an initial stage to achieve the objectives of group formation, as they contribute to the formation of student blocks (which are tree branches) with close GPAs and balanced sizes. Then, the groups are formed from these blocks. The algorithm uses two versions of self-balancing binary search trees (the 2-3 tree and the 2-3-4 tree), where the difference between them lies in the number and length of branches they produce.

The experiments have shown, with samples from different numbers of students, the efficiency of the proposed algorithm in balancing the size of the groups, balancing the homogeneity between them (inter-homogeneity), and improving their internal homogeneity (intra-homogeneity) compared to the traditional forming methods by up to $26 \%$, whatever the kind of self-balancing binary search tree (2-3 or 2-3-4).

With small samples of students, using the 2-3-4 tree was more effective than the 2-3 tree for improving intra- and interhomogeneity. However, with large samples, using the 2-3-4 tree was more effective than the 2-3 tree in improving intrahomogeneity but less effective for balancing homogeneity between groups. In this case, the choice between using 2-3 or 2-3-4 trees depends on the instructor's preference, whether intra-homogeneity or inter-homogeneity. The inability of the algorithm to combine intra- and inter-homogeneity optimization for large samples of students using both kinds of self-balancing binary search trees is a limitation that will be worked on in the future.
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