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Abstract—The increasing need for human interaction with 

computers makes the interaction process more advanced, one of 

which is by utilizing voice recognition. Developing a voice 

command system also needs to consider the user's emotional state 

because the users indirectly treat computers like humans in 

general. By knowing the type of a person's emotions, the 

computer can adjust the type of feedback that will be given so 

that the human-computer interaction (HCI) process will run 

more humanely. Based on the results of previous research, 

increasing the accuracy of recognizing the types of human 

emotions is still a challenge for researchers. This is because not 

all types of emotions can be expressed equally, especially 

differences in language and cultural accents. In this study, it is 

proposed to recognize speech-based emotion types using multi-

feature extraction and deep learning. The dataset used is taken 

from the RAVDESS database. The dataset was then extracted 

using MFCC, Chroma, Mel-Spectrogram, Contrast, and 

Tonnetz. Furthermore, in this study, PCA (Principal Component 

Analysis) and Min-Max Normalization techniques will be applied 

to determine the impact resulting from the application of these 

techniques. The data obtained from the pre-processing stage is 

then used by the Deep Neural Network (DNN) model to identify 

the types of emotions such as calm, happy, sad, angry, neutral, 

fearful, surprised, and disgusted. The model testing process uses 

the confusion matrix technique to determine the performance of 

the proposed method. The test results for the DNN model 

obtained the accuracy value of 93.61%, a sensitivity of 73.80%, 

and a specificity of 96.34%. The use of multi-features in the 

proposed method can improve the performance of the model's 

accuracy in determining the type of emotion based on the 

RAVDESS dataset. In addition, using the PCA method also 

provides an increase in pattern correlation between features so 

that the classifier model can show performance improvements, 

especially accuracy, specificity, and sensitivity. 

Keywords—Deep learning; multi-features extraction; 

RAVDESS; speech emotion recognition 

I. INTRODUCTION 

Speech is a form of information transfer commonly used in 
everyday life [1]. In everyday conversation, speech can provide 
a lot of information, not only words but also the emotions 
speakers convey. Knowing the level or type of emotion the 
other person is talking to is very important in building 
conversations in social life [2]. By understanding a person's 
emotional type, treatment and attitude towards that person will 
be adjusted to the current emotional state [3]. 

With the development of information technology and the 
increasing need for Human-Computer Interaction (HCI), the 
interaction process has become more advanced. One form of 
simple but effective advanced interaction is through speech 

[4][5]. The development of a voice command system needs to 
consider the user's emotional state, because when interacting 
with a computer, users tend to treat computers like humans in 
general [6][7]. Therefore, developing a sophisticated HCI 
system requires the availability of a speech database that 
represents emotions as a basis for developing an artificial 
intelligence system capable of imitating human emotions. 

Speech Emotion Recognition (SER) is a field of research 
that focuses on recognizing types of human emotions which 
can then be processed further in the form of feedback to users. 
Several studies have carried out research related to SER, one of 
which was put forward by Chowdary and Hemanth [8], who 
utilized the Mel Frequency Cepstral Coefficients (MFCC) and 
Convolutional Neural Network (CNN) extraction methods to 
identify types of emotions using the RAVDESS database. This 
research produced 92%, 95%, and 69% accuracy, specificity, 
and sensitivity values, respectively. Another study conducted 
by Kumala and Zahra [9] proposed a study using a cross-
corpus technique to identify the types of emotions in 
Indonesian conversation. This study's results indicate that using 
a combination of two SER databases and feature extraction of 
MFCC and Teager Energy can provide an accuracy of 85.42%. 
Based on the achievement of the performance parameters of 
several studies above, it can be said that increasing the 
accuracy of recognition of types of human emotions is still a 
challenge for researchers. This happens because not all types of 
emotions can be expressed equally  [10]. 

From the research above, it can be seen that the results of 
speech-based emotion recognition depend heavily on the 
database used, the number of balanced classes, the feature 
extraction process, and the machine learning method used [11]. 
The use of multiple features is one aspect of improving the 
performance of the classifier model in identifying types of 
human emotions, as stated in the research proposed by Iqbal et 
al [12], where this research utilizes the features of frequency, 
Pitch, Amplitude, and Formant which are combined with ANN 
models based on Bayesian Regularized (BRANN) to recognize 
the type of emotion using the Berlin Database of Emotional 
Speech (Berlin EmoDB) dataset. The evaluation results of this 
study obtained an accuracy value of 95%. These results 
indicate that the use of several features in recognizing the types 
of human emotions can have an impact, especially in 
increasing the value of performance parameters in the classifier 
model. 

Therefore, this study proposes using multi-feature 
extraction and deep learning methods by utilizing the Deep 
Neural Network (DNN) architecture to recognize types of 
emotions based on speech. Deep learning is used because of its 
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ability to process large data and provide high-accuracy values 
[13]. Furthermore, the multi-features used in this study consist 
of Mel Frequency Cepstral Coefficients (MFCC), Chroma, 
Mel-Spectrogram, Tonnetz, and Contrast. These five features 
are related to the high and low frequency of speech associated 
with emotional expression [14]. In addition, PCA (Principal 
Component Analysis) and Min-Max Normalization techniques 
will be applied to determine the impact resulting from the 
application of these techniques. The evaluation results were 
then analyzed using the Confusion Matrix table to determine 
the accuracy, specificity, and sensitivity values. 

This speech emotion recognition research contributes to: 

1) Determine the features that affect the recognition of 

eight (8) classes of human speech emotions 

2) Determine the optimal number of features for feature 

selection using PCA and feature normalization using MinMax 

3) Improve performance parameters of accuracy, 

sensitivity and specificity. 

The following section will explain related research, 
especially research on SER. Then, Section III will explain the 
methodology used in this study. Then in the next section, we 
will present the results of our experiment along with an 
analysis of these results, and Section V is this study's 
conclusion. 

II. RELATED RESEARCH 

SER, or Speech Emotion Recognition, is a method of 
recognizing types of emotions through speech by utilizing 
several data processing techniques and machine learning. 
Based on the results of a literature study conducted by Singh 
and Goel [11], it shows that SER is a research area that has 
high interest, especially in real-world applications. From the 
results of this study, it was found that the development of SER 
has several factors that influence the results and performance 
of SER, namely the availability of datasets used in model 
development, the feature extraction process that is relevant to 
the type of emotion, and the type of classifier used in model 
training. 

Several studies have carried out the development of models 
related to SER, one of which was suggested by research 
conducted by Chowdary and Hemanth [8]. This study proposes 
the development of SER by utilizing the RAVDESS and 
Convolutional Neural Network (CNN). The research phase 
starts from the MFCC feature extraction stage from the 
RAVDESS dataset. Then the feature extraction results were 
validated into 1642 data as training data and 810 data as test 
data. The training data is used as a reference for training the 
Conv1D-based CNN model. Next, the model is evaluated using 
test data. The evaluation results showed a model accuracy of 
92%, sensitivity of 69%, and specificity of 95%. 

Furthermore, Iqbal et al. [12] proposed speech emotion 
recognition based on Artificial Neural Networks (ANN). The 
Berlin Database of Emotional Speech (Berlin EmoDB) was 
used in this study as a speech-based emotion recognition 
dataset collection. Several feature extractions are used, 
including frequency, pitch, amplitude, and formant. While the 

classifier model used is ANN based on Bayesian Regularized 
(BRANN). The model evaluation results obtained an accuracy 
performance of 95%. In addition, several studies also utilize 
multi-feature techniques such as MFCC [15], Cross Zero Rate, 
Root Mean Square (RMS) [16], Chroma, Mel-Spectrogram, 
Contrast, and Tonnetz [17][14]. The use of multiple features is 
one aspect of increasing the performance of the classifier 
model in identifying types of emotions [11]. 

The use of a different approach was also proposed by 
Kumala and Zahra [9]. In this study, it is proposed to use the 
Cross-Corpus technique to recognize speech emotions in 
Indonesian. This study utilizes several database sources, 
namely the Berlin Database of Emotional Speech (Berlin 
EmoDB), Ryerson Audio-Visual Database of Emotional 
Speech and Song (RAVDESS), and Surrey Audio-Visual 
Expressed Emotion (SAVEE) so that there are three corpora, 
consisting of one corpus in German, and two corpora in 
English. The feature extraction process in this study uses the 
MFCC and Teager Energy methods. Using the Support Vector 
Machine (SVM) classifier, this study increased accuracy 
performance by 4.16% on MFCC and 2.09% on the Teager-
MFCC combination. In addition, the three corpora used are in 
good agreement with Indonesian in terms of emotion 
recognition.  

Using the multi-acoustic feature on the SER is one of the 
efforts to improve the performance of human emotion 
recognition. This study will use features such as MFCC, 
Chroma, Contrast, Mel-Spectrogram, and Tonnetz as emotion 
recognition features. Then Principal Component Analysis 
(PCA) and Min-Max Normalization techniques are 
implemented to see the impact of these processes on the 
performance of emotion recognition. Deep Neural Network 
(DNN) is used in this study as a classifier because of its ability 
to process large data and provide high accuracy values [13]. 
The model that has been trained is then evaluated using the 
confusion matrix to determine the performance of the model, 
especially in terms of accuracy, specificity and sensitivity 
values. 

III. METHODOLOGY 

This study proposes to identify emotions based on 
RAVDESS voice data using multi-feature extraction and Deep 
Neural Network (DNN). An overview of this research can be 
seen in Fig. 1. 

In Fig. 1 it can be seen that the RAVDESS dataset will 
extract its audio features using several types of audio extraction 
methods such as Mel Frequency Cepstral Coefficients 
(MFCC), Chroma, Mel-Spectrogram, Tonnetz, and Contrast. 
Then, PCA (Principal Component Analysis) and Min-Max 
Normalization techniques are applied to the extracted features 
to determine the impact of transformation and data reduction 
on the resulting model. 
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Fig. 1. Concept of proposed study. 

After experiencing the pre-processing stage, the dataset can 
be grouped into training and testing sets using split validation. 
The Deep Neural Network (DNN) will use the training set as 
the model training reference data. After the training results 
model is obtained, the next step is to test using the testing set as 
the test data. From the testing process, the results of the 
emotion type prediction will be obtained by the trained DNN 
model, where these results will be transformed into a 
Confusion Matrix table as a reference table for determining the 
performance parameters of the proposed model. The 
parameters used to determine the performance of the proposed 
model are accuracy, specificity, and sensitivity. 

A. Dataset 

In this study, the Ryerson Audio-Visual Database of 
Emotional Speech and Song, or the RAVDESS dataset, was 
used [18]. The data set is a multi-modal database consisting of 
separate sound and video recordings showing certain types of 
emotions. The database is gender balanced, consisting of 24 
professional actors, vocalizing lexically-matched statements in 
a neutral North American accent. Each actor recites a sentence 
or song in North American English lasting 3 to 4 seconds in a 
standardized recording scenario. 

In this study, the focus will be on datasets in audio format. 
RAVDESS contains 2452 audio data divided into 1440 audio 
data for speech and 1012 audio data for songs. The data is also 
divided into 8 (eight) types of emotions: calm, happy, sad, 
angry, neutral, fearful, surprise, and disgust. 

B. Feature Extraction 

1) Mel Frequency Cepstral Coefficients (MFCC) is a 

feature extraction type commonly used in audio files [19]. 

MFCC is generally suggested to be used as an identifier for 

monosyllables in audio without identifying the speaker [20]. 

The MFCC feature extraction process [8] in audio begins with 

the Pre-emphasis stage, namely amplifying the audio signal at 

high frequencies. Followed by the framing and windowing 

stages, where framing stage aims to divide the length of the 

audio into several time intervals between 20 ms to 30 ms while 

the windowing technique is used to limit the occurrence of 

disturbances at the beginning and end of the audio, the next 

stage is the implementation of the Fast Fourier Transform, Mel 

Filter Bank, and Discrete Cosine Transform as a process of 

transforming the windowing results into MFCC. MFCC (Mel-

Frequency Cepstral Coefficients) is a feature used in speech 

emotion recognition which has the advantage of representing 

the acoustic properties of the human voice. The MFCC uses the 

mel scale, which is similar to the human auditory perception of 

frequency. MFCC features are generated by taking the 

logarithm of the power spectrum and converting it to cepstrum, 

thereby helping to reduce feature dimensionality and 

processing complexity. MFCC can represent temporal 

information in speech signals through short-duration frame 

splitting techniques to capture variations in speech signals 

associated with temporal emotional changes. 

2) Chroma is a feature extraction focusing on music-

oriented audio tones [21]. This feature can provide a 

distribution of tonal variations in audio in the form of a simple 

feature. The Chroma feature's result is a chromagram built 

based on 12 (twelve) tone levels [22]. The use of chroma is 

expected to recognize the high and low pitch of the actor's 

speech in audio, where the tone of the speech can indicate a 

certain type of emotion. 

3) Mel-Spectrogram is an audio feature extraction that was 

built to overcome the problem of limited human hearing ability 

in distinguishing high-frequency values [22]. The use of the 

Mel-Spectrogram in this study is to extract information on 

differences in frequency values, particularly in identifying the 

types of emotions expressed by actors. 

4) Tonnetz is a feature extraction derived from Chroma 

that also focuses on audio harmony and tone classes [23]. 

5) Contrast is a feature extraction in audio that is useful for 

estimating the average sound energy based on each sub-band's 

peak and valley spectral values [24]. 

C. Principal Component Analysis (PCA) 

PCA or Principal Component Analysis, is a statistical 
method that is widely used, especially in data processing such 
as dimension reduction, data compression, and feature 
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extraction [25]. PCA is conceptually able to identify new 
variables based on the main components, where these values 
are linearly the result of the combination of the original 
features used [26]. Simply put, PCA will project a new feature 
or variable whose representation is the same as the original 
feature where the number of components can be adjusted. In 
this study, PCA will be tested as dimension reduction to reduce 
the number of extracted features and increase the 
representation of feature values. 

D. Min-Max Normalization 

Normalization is the process of equalizing values among 
features with significant differences in value so that the 
weights and the effects on each feature are the same when used 
as a reference for classifier model training [27]. In this study, 
the Min-Max Normalization method will be applied where the 
value of each feature will be distributed over a range of values 
between 0 and 1. The application of this method will provide 
an overview of the impact of using normalization in the 
formation of classifier models. This method works by first 
determining the maximum (xmax) and minimum (xmin) values of 
each variable or feature. Then each original data (xold) is 
operated with the previously obtained value to produce a new 
value (xnew) using the following equation [8]: 

     
         

         
 (1) 

E. Deep Neural Network (DNN) 

Deep Neural Network or DNN is one of the Deep Learning 
(DL) methods built on the basis of Neural Networks. DNN is 
the improved version of the conventional Neural Network 
method by adding some depth such as additional hidden layers 
at the input and output layers [28]. This method is generally 
used to predict or classify data according to class. In this study, 
the DNN structure used consisted of 1 (one) dense layer as 
input and 1 (one) dense layer as output with each activation, 
namely 'ReLu' and 'Softmax'. Then there are 3 (three) hidden 
solid layers. A detailed description of the proposed DNN 
structure in this study can be seen in Table I: 

TABLE I.  PROPOSED DNN STRUCTURE 

Component Layer Architecture Activation Function 

Input Layer Dense Layer RELU 

1st Hidden Layer Dense Layer RELU 

Dropout DROPOUT - 

2nd Hidden Layer Dense Layer RELU 

Dropout DROPOUT - 

3rd Hidden Layer Dense Layer RELU 

Dropout DROPOUT - 

Output Layer Dense Layer SOFTMAX 

F. Performance Evaluation 

The DNN model testing process results will be converted 
into a Confusion Matrix table as a reference for calculating 
model performance parameters. The performance parameters 
used are accuracy, specificity, and sensitivity. Determining the 
performance parameter values of the proposed model can use 
the following equation [8] : 

         
     

           
   (2) 

            
  

     
  (3) 

            
  

     
  (4) 

In the equation above, TP (True Positive) is the number of 
test data correctly predicted as a positive class, TN (True 
Negative) is the amount of test data correctly predicted as a 
negative class while FP (False Positive) is the amount of test 
data with a negative class which is predicted as the positive 
class and FN (False Negative) is the number of test data with 
the positive class which is predicted to be the negative class. 
These four values can be generated from the Confusion Matrix 
table. 

IV. EXPERIMENT RESULT AND DISCUSSION 

Following are the steps in implementing the use of the 
RAVDESS dataset for speech emotion recognition: 

1) Dataset exploration and understanding: understand the 

structure, metadata, and emotional information provided and 

examine the number of sound recordings, actors involved. 

2) Feature extraction:  uses the combined extraction 

technique and determines the feature extraction parameters. 

3) Feature Selection: using the PCA technique 

4) Data Normalization: using the MinMax Technique 

5) Dataset division: divide the RAVDESS dataset into 

training, validation, and testing subsets. 

6) Model training and evaluation: train a speech emotion 

recognition model using training subsets and validation splits. 

7) Testing and final validation: using a subset of testing to 

test the model that has been trained and calculating the 

confusion of testing metrics to get accuracy, sensitivity, 

specificity. 

8) Analysis of results and evaluation: analyze the results of 

speech emotion recognition obtained from the model, including 

performance in each emotion category. 

In this study, the experimental phase was carried out using 
RAVDESS audio dataset which consisted of 1440 spoken 
audio data and 1012 emotional song data in *.wav format. 
Furthermore, the data were extracted using several feature 
extraction techniques, consisting of MFCC, Mel-Spectrogram, 
Chroma, Contrast, and Tonnetz. From the extraction results 
that have been carried out, a total of 193 features were obtained 
consisting of 40 MFCC features, and 12 Chroma features, 
whereas Mel-Spectrogram, Contrast, and Tonnetz produced a 
total of 128 features, 7 features, and 6 features, respectively. 

Furthermore, the features obtained are processed using the 
PCA technique with the total components used are the multiple 
of 10% of the total features. These results are then normalized 
using the Min-Max Normalization method to limit the data 
range that is too large, so that the same range of data for each 
feature can be achieved. 

In the next stage, the normalization results using Min-Max 
Normalization were validated using separate validation with a 
ratio of 33% for 810 data as a test set and the remaining 1642 
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data as a training set. Next, the initialization of the sequential 
model is carried out by utilizing dense layers to form a Deep 
Neural Network (DNN) model. 

The Deep Neural Network (DNN) model used consists of 5 
(five) dense layers. Then the parameter specifications for each 
layer used consist of the first to fourth dense layers using the 
'ReLu' activation function, while the fifth (last) dense layer 
uses the 'Softmax' activation function which acts as an 
inference in determining emotion classes. The proposed DNN 
model uses the 'Adam' optimizer parameter or the adaptive 
estimates of lower-order moments [29]. Then, the value of 0.1 
is used for the dropout rate parameter, which means that the 
ratio of possible elimination nodes in the DNN is 10% at each 
embedded dropout step. The model of this sequential DNN 
uses dropout and parameters, which can be seen in Fig. 2. 

 

Fig. 2. Specification of deep neural network (DNN) using 100% of features. 

DNN model training using 1642 data distributed into 8 
(eight) classes, namely calm, happy, sad, angry, neutral, afraid, 
surprised, and fed up has been carried out. The training process 
is repeated for 200 epochs. The model produced in the training 
process was tested using test data with 810 data. The 
experimental scheme in this study was carried out using several 
combinations of data pre-processing methods, especially PCA 
and Min-Max Normalization. The variations of the 
experimental schemes used consist of experiments with 
original features, experiments with applying the normalization 
method, experiments with applying the PCA technique, and 
experiments with a combination of PCA and Normalization 
techniques. In experiments that apply the PCA technique, the 
number of components used is 100% to 10% of the total 
features used, where the decrease in the number of components 
used is 10% for each test. Then, the experimental results for 
each scheme are transformed into a confusion matrix and 
evaluated using the performance parameters as shown in Table 
II. 

Table II shows the test results for each experimental 
variation of the proposed method. The initial scheme that uses 
all original features can produce a Sensitivity of 69.53%, 

Specificity of 95.93%, and Accuracy of 92.93%. This table 
also shows that the use of the Min-Max Normalization and 
PCA methods can have an impact on the performance value of 
the classifier model. 

TABLE II.  THE RESULT OF VARIATION EXPERIMENTAL OF THE PROPOSED 

METHOD 

 Sensitivity (%) Specificity (%) Accuracy (%) 

Original Features 69,53 95,93 92,93 

Normalization 67,71 95,55 92,28 

PCA 73,80 96,34 93,61 

PCA + 
Normalization 

73,00 96,33 93,61 

The use of the Min-Max Normalization method in this 
study impacts decreasing performance values, although the 
decrease is not too significant. This can happen because Min-
Max Normalization only projects the original feature values to 
be valued from 0 to 1, so there is a potential for important 
values to be omitted, which results in bias during pattern 
analysis in the model-building process. 

The application of the PCA method can impact increasing 
the performance value of schemes with original features. In 
fact, applying the PCA method provided the best overall 
experimental performance with an accuracy value of 93.61%, a 
Sensitivity of 73.80%, and a Specificity of 96.34%. These 
results were obtained using 100% components or 193 
components of PCA. The achievement of this value can occur 
because at the PCA stage, there is a Data Scaling process, 
which is similar to the transformation of feature values in the 
Normalization method. Furthermore, a statistical calculation 
process is carried out to form component values close to the 
original feature values, so that the distribution of feature values 
becomes the same and PCA can also increase the correlation of 
each component. 

Then in the experiment that combined PCA and Min-Max 
Normalization, the highest results were obtained with 
sensitivity of 73%, specificity of 96.33% and accuracy of 
93.61%. These results have similarities with the results 
achieved by experiments using PCA only. This can be 
indicated that the addition of normalization techniques to 
combined experiments between PCA and Normalization tends 
to have an impact in the form of decreasing the achievement of 
model performance values. 

Furthermore, Table III displays the result of the PCA 
technique where a trial iteration is carried out with a 10% 
reduction in the number of components. It shows a change in 
the model performance value. As shown in Table III, the 
drastic reduction of each performance parameter starts from 
50% of the components used or half of the total number of 
features. 

This can happen because changes in the number of features 
or components affect the pattern analysis results from the 
classifier. The lower the number of PCA components used, the 
lower the model's accuracy, sensitivity and specificity 
performance. In the graphic, it can be seen in Fig. 3, 4, and 5. 
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TABLE III.  THE IMPACT OF THE REDUCTION OF PCA FEATURES ON MODEL PERFORMANCE 

Component 

Percentage 

(%) 

Number of 

Features 

PCA PCA + Normalization 

Sensitivity (%) Specificity (%) Accuracy (%) Sensitivity (%) Specificity (%) Accuracy (%) 

100% 193 73.80 96.34 93.61 73.00 96.33 93.61 

90% 174 73.24 96.24 93.49 72.07 96.12 93.27 

80% 155 72.44 96.10 93.21 73.12 96.24 93.46 

70% 136 70.64 96.04 93.15 72.34 96.19 93.40 

60% 116 71.32 95.98 93.02 70.45 95.91 92.90 

50% 97 69.36 95.75 92.59 67.52 95.58 92.31 

40% 78 67.24 95.47 92.16 67.71 95.51 92.22 

30% 58 66.34 95.30 91.85 61.62 94.69 90.77 

20% 39 58.21 94.30 90.09 58.08 94.20 89.97 

10% 20 52.42 93.50 88.67 49.39 92.97 87.72 

Fig. 3, 4, and 5 respectively explain the decrease in 
Accuracy (Fig. 3), Sensitivity (Fig. 4) and Specificity (Fig. 5) 
performance when using PCA or combined PCA + 
Normalization at each stage of the performance test with a 
feature reduction of 10% for each stage. 

 

Fig. 3. Accuracy performance. 

 

Fig. 4. Sensitivity performance. 

 

Fig. 5. Specificity performance. 

Overall, it was found that high-performance results were 
obtained with experiments implementing PCA only. Table IV 
shows a detailed description of the achievement of 
performance parameter values for each type of emotion in the 
experiment. 

In Table IV, it can be seen that several types of emotions 
have an accuracy value above 94%, including happy, sad, 
fearful, and surprised. While the types of disgust and anger 
emotions obtained an accuracy value of 93.70% and 92.96%, 
respectively, followed by neutral and calm emotions with an 
accuracy value of 91.60%. The accuracy value is an indicator 
that shows how the model performs in predicting a data class 
correctly. The evaluation results show several differences in 
the accuracy value in each class. This can occur due to 
differences in the amount of data distribution according to each 
class [30]. 

Furthermore, the specificity parameter is a parameter that 
indicates the classifier's ability to predict a negative class 
among all data with a negative class. From the results of the 
specificity test, the proposed model is capable of producing 
performance above 95% with an average performance of 
96.34%, so it can be said that the proposed model is capable of 
producing high specificity values. 
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TABLE IV.  THE PERFORMANCE RESULT OF EACH EMOTION CLASS 

Class TP TN FP FN 
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y
 

A
c
c
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cy

 

Neutral 89 653 26 42 67.94% 96.17% 91.60% 

Calm 91 651 34 34 72.80% 95.04% 91.60% 

Happy 48 718 24 20 70.59% 96.77% 94.57% 

Sad 45 722 29 14 76.27% 96.14% 94.69% 

Angry 88 665 27 30 74.58% 96.10% 92.96% 

Fearful 110 657 21 22 83.33% 96.90% 94.69% 

Disgust 92 667 27 24 79.31% 96.11% 93.70% 

Surprised 40 730 19 21 65.57% 97.46% 95.06% 

Average 73.80% 96.34% 93.61% 

Then the sensitivity value is a parameter that shows the 
model's ability to predict the positive class correctly among all 
data that is in the positive category. The test results show that 
the sensitivity value for the type of fearful emotion has a value 
above 83%, indicating that the proposed model can identify 
test data with the type of fearful emotion well. Meanwhile, 
other types of emotions such as neutral, calm, happy, sad, 
angry, and surprised, can produce a sensitivity value of less or 
a little bit more than 70%, with an average value for all 
emotion classes of 73.80%. These results indicate that the 
RAVDESS dataset has a fairly high level of bias between 
classes. This can occur because the expression of several types 
of emotions tends to differ between actors [10]. 

 

Fig. 6. Comparison of performance results with previous study. 

Overall, the performance evaluation results of the proposed 
DNN model were able to produce the average values of 
accuracy, sensitivity and specificity of 93.61%, 73.80% and 
96.34%, respectively, it can be seen in Fig. 6. These results 
were able to outperform the results of previous studies put 
forward by Chowdary and Hemanth [8], where this study also 
used RAVDESS dataset with MFCC feature extraction and 
CNN classifier. Comparison of performance results can be seen 
in Table V. 

Based on Table V, the table compares the accuracy value of 
the proposed method with several previous studies. The 
comparison of the accuracy values used is the result using the 
RAVDESS dataset only. From Fig. 7, it can be seen that the 
proposed method is able to outperform the performance of 
previous studies. The use of multi-features in the proposed 
method can improve the performance of the model's accuracy 
in determining the type of emotion based on the RAVDESS 
dataset. In addition, the use of the PCA method also provides 
an increase in pattern correlation between features so that the 
classifier model can show performance improvements, 
especially accuracy, specificity, and sensitivity values. 

TABLE V.  THE PERFORMANCE RESULT OF EACH EMOTION CLASS 

No. Work Dataset Feature Classifier 
Accuracy 

Result 

1 
Chowdary and 

Hemanth [8] 
RAVDESS Mel Frequency Cepstral Coefficients (MFCC) CNN 92% 

2 
Jothimani and 
Premalatha [16] 

RAVDESS, CREMA, 
SAVEE, and TESS 

Mel Frequency Cepstral Coefficients (MFCC), 

Zero Crossing Rate (ZCR), and Root Mean 

Square (RMS) 

CNN+LSTM 92.60% 

3 Alnuaim et al [31] RAVDESS 

Mel Frequency Cepstral Coefficients (MFCC), 

Short-time Fourier transform and Mel 
Spectrogram 

MLP classifier 81% 

4 Patnaik [32] RAVDESS and TESS 
Complex Mel Frequency Cepstral Coefficients 

(c-MFCC) 
deep sequential LSTM model 91.60% 

5 Proposed Method RAVDESS 
Mel Frequency Cepstral Coefficients (MFCC), 

Chroma, Mel Spectogram, Constrast, Tonnetz 

Principal Component Analysis 

(PCA) Deep Neural Network 

(DNN) 
93.61% 
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Fig. 7. Accuracy comparison between proposed method with previous 

studies. 

V. CONCLUSION 

Speech Emotion Recognition (SER) based on multi-feature 
extraction and Deep Neural Network (DNN) has been carried 
out. A total of 2452 audio data in .wav format taken from the 
RAVDESS database were used in this study. The data is 
extracted to produce several features, including Mel Frequency 
Cepstral Coefficients (MFCC), Chroma, Mel-Spectrogram, 
Contrast, and Tonnetz. From the extraction process, 193 main 
features were obtained. This study examines the impact of 
applying Principal Component Analysis (PCA) and Min-Max 
Normalization to the performance of the classifier model used. 
The DNN model is used in this study to determine emotions 
such as calm, happy, sad, angry, neutral, fearful, surprised, and 
disgusted. The test results for the DNN model with 200 epochs 
were able to obtain the accuracy of 93.61%, sensitivity of 
73.80%, and specificity of 96.34%. The use of multiple 
features in the proposed method can improve the model's 
accuracy in determining the type of emotion based on the 
RAVDESS dataset. In addition, using the PCA method also 
provides an increase in pattern correlation among features so 
that the classifier model can show performance improvements, 
especially accuracy, specificity, and sensitivity. Moreover, the 
scheme that uses the PCA technique in which experimental 
iterations are carried out by reducing the number of 
components by 10% shows a change in the value of the 
model's performance, especially when the model uses features 
less than 50% of all components. The lower the number of 
PCA components used, the lower the performance of the 
model. The implementation of multiple features in this study 
can open opportunities for using other features related to 
certain types of emotions. Furthermore, the use of other dataset 
and classifiers can also provide a new approach in the 
development of this research in the future. 
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