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Abstract—Audio surveillance can provide an effective 

alternative to video surveillance in situations where the latter is 

impractical. Nevertheless, it is essential to note that audio 

recording raises privacy and legal concerns that require 

unambiguous consent from all parties involved. By utilizing 

keyword recognition, audio recordings can be filtered, allowing 

for the creation of a surveillance system that is activated by 

distress keywords. This paper investigates the performance of the 

Ensemble Bagged Trees (EBT) classifier in recognizing the 

distress keyword "Please" captured by a ceiling-mounted 

omnidirectional microphone in a room measuring 4.064m (length) 

x 2.54m (width) x 2.794m (height). The study analyzes the impact 

of different distances (0m, 1m, and 2m) and two directions (facing 

towards and away from the microphone) on recognition 

performance. Results indicate that the system is more sensitive 

and better able to identify targeted signals when they are farther 

away and facing toward the microphone. The validation process 

demonstrates excellent accuracy, precision, and recall values 

exceeding 98%. In testing, the EBT achieved a satisfactory recall 

rate of 86.7%, indicating moderate sensitivity, and a precision of 

97.7%, implying less susceptibility to false alarms, a crucial 

feature of any reliable surveillance system. Overall, the findings 

suggest that a single omnidirectional microphone equipped with 

an EBT classifier is capable of detecting distress keywords in a 

low-noise enclosed room measuring up to 4.0 meters in length, 

4.0 meters in width, and 2.794 meters in height. This study 

highlights the potential of employing an omnidirectional 

microphone and EBT classifier as an edge audio surveillance 

system for indoor environments. 

Keywords—Distress speech; ensemble bagged trees; audio 

surveillance; machine learning; distance; directions 

I. INTRODUCTION 

Screaming, yelling, or shouting is a natural way to express 
agony. They are particularly useful for detecting distress events 
in audio-based surveillance and monitoring applications that 
use the pitch and intensity of voice. The audio key-event 
detection system using Gaussian Mixture Model (GMM) 
presented in [1] uses acoustic references to detect and examine 
abnormal events based on a binary classification technique of 
shot and normal classes. In [2], a monitoring service 
technology was developed to determine the stress level from 
the voice tone changes. An anomalous audio event detection 
using GMM in [3] discriminates screams and gunshot sounds 
from noises. Another study in [4] utilizes the personal 
computer equipped with a sound card and microphone to detect 
distress sounds like a cry for help or glass breaking. Real-time 

sound analysis was developed using eight mic channels to 
distinguish stress from normal situations [5]. Audio data are 
advantageous in assistive awareness systems for emergency 
recognition of falls and distressed speech expression in elder or 
patient care [6-7]. In [8], a two-stage learning-based method 
was proposed to detect screams and cry in urban environments. 
Indoor context based on Receiver Operating Characteristic 
(ROC) result gives the least false alarm rate compared to the 
other five contexts; Gathering, conversation, outdoors, 
machinery, and multimedia. Detection of speech distress was 
also conducted through remote monitoring [9]. According to 
the results obtained in [10], it can be concluded that in various 
interaction scenarios, voice pitch may serve as an accurate 
biosocial and individual identifier. The distress call is useful in 
emergencies, especially tracking a person by detecting cries for 
help in an enclosed environment [11]. 

However, people might also talk, laugh or scream loudly 
and high-pitched when they get excited. Surveillance systems 
triggered by the voice's pitch and intensity will create false 
alarms in those circumstances. Moreover, the existing 
surveillance system may also intrude on an individual's privacy 
and invasion of civil rights [12]. For example, always-listening 
devices like smartphones may accidentally wiretap the 
information of the surroundings [13]. Hence, the privacy-aware 
architecture was proposed to prevent privacy violations and 
potential recordings [14, 15]. The risks are apparent due to the 
availability of technology that can access sensitive data such as 
audio [16]. Overcoming these issues requires a simplified 
surveillance system that intelligently recognizes distress 
keywords apart from the voice's pitch and intensity. Such a 
system will enable a crime detection automation system that 
recognizes targeted distress speech and non-distress (high-
toned) speech. This idea has been explored for outdoor 
surveillance [8] and should be extended to indoor 
environments when video surveillance is not viable [17-19]. 
Places like shared bathrooms and nursery rooms should be 
equipped with audio surveillance to reassure safety [20-21]. 

Having indoor audio surveillance that is always recording 
in the cloud is not well accepted by many due to privacy and 
security concerns. Edge Artificial Intelligence (AI) could be 
employed as a solution. Audio surveillance with edge AI will 
be able to detect specific keywords and trigger the system at 
the device level (locally). Among the AI algorithms, the 
Ensemble Bagged Trees (EBT) is one of the supervised 
machine learnings explored in audio data classification for 
safety-related applications. EBT has been applied to non-
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speech data to investigate false speakers via spoofing sounds 
[22], classify non-speech audio data [23], monitor babies [24], 
and classify sounds [25-26]. EBT has also recently been 
employed to differentiate multiple emotions; anger, disgust, 
fear, joy, neutral, surprise, and sad from speech audio signals 
[27-29]. 

These studies show that EBT performs considerably better 
than other classifiers, such as Boosted Trees, Bagged Trees, 
Subspace K-Nearest Neighbor (KNN), Support Vector 
Machine (SVM), Quadratic SVM, and Quadratic Discriminant 
[24,29]. EBT can be a good option for real-time distress 
keyword recognition due to its ability to handle noise and 
variability in speech data. In speech recognition, there can be 
significant variation in speech patterns due to individual 
differences, accents, and other factors. Bagged trees can 
capture this variability by creating multiple decision trees and 
combining their outputs. Thus, it can improve accuracy and 
robustness in recognizing spoken keywords. EBT is 
computationally efficient and can be easily parallelized, 
making it a good option for real-time speech recognition 
applications. It can also be trained using small amounts of data, 
which is beneficial for scenarios where large amounts of 
labeled data may not be available. 

Employing EBT in the edge audio surveillance system 
requires careful evaluation to get robust performance. To the 
best of our knowledge, there is still a shortage of work on 
distress speech detection using EBT because most studies 
focus on non-speech and non-distress signals. Moreover, the 
effectiveness of EBT on distances and directions of the sound 
sources from the microphone is still undiscovered. This paper 
investigates the effect of speech distance and direction on the 
EBT recognition performance, which was proven superior in a 
previous analysis [30]. For that, two experiments were 
conducted in a room that resembled a typical nursing room 
size. Experiment 1 studies the performance of EBT to detect a 
distress keyword from three different distances: 0m, 1m, and 
2m. Experiment 2 analyzes the effect of different directions, 
facing toward and away from the microphone. 

This paper is arranged as follows. Section II covers the 
materials and research methodology. Section III presents and 
discusses the results. Finally, Section IV concludes the 
findings, research's limitations, and future recommendations. 

II. MATERIALS AND METHODS 

A. Experimental Setup 

The experiment was conducted in a low-noise room with a 
dimension of 4.064m (Length) x 2.54m (Width) x 2.794m 
(Height). An omnidirectional microphone was installed at the 
center of the room's ceiling to capture audio signals from 
various angles at equal coverage and in a short range. 
However, omnidirectional microphones collect more noise than 
directional microphones [31]. Thus, it was suggested to place 
the omnidirectional away from the reflecting areas [32-33]. 
Speeches were uttered from horizontal distances of 0 m, 1 m, 
and 2 m by speakers in sitting condition, facing toward the 
microphone and away from it, as shown in Fig. 1 to 3. The 
microphone was connected to a Vivo V17 smartphone 

(Android 9.0 Pie & Octa-core processor) that performed as a 
speech recording device. 

 

Fig. 1. Distance between speaker and microphone in a closed room. 

 

Fig. 2. Position of the speaker during data collection facing toward the 

microphone. 

 

Fig. 3. Position of the speaker during data collection facing away from the 

microphone. 
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B. Signal Preprocessing – Audio Filtering 

The recorded audio signal was initially stereo with MP4a 
format, 44100 Hz sampling rate, and 32-bit rate. The audio 
signal was then exported in WAV format with 44100 Hz for 
further processing. WAV format audio files are stored in a 
large space because the signals are uncompressed, maintaining 
strong sound quality [34]. Due to the differences in time-
frequency representation, both left and right channels were 
calculated to find their average to produce only a mono data 
channel instead of separating the channels into two parts [35-
36]. 

C. Feature Extraction and Feature Reduction 

Each preprocessed audio signal was divided into smaller 
frames using a Hamming window of 1024 ms and an overlap 
length of 512 ms [37-39]. For every frame, thirteen Mel-
Frequency Cepstral Coefficients (MFCCs) were extracted and 
organized into an f * c matrix, where f is the number of frames 
and c is the thirteen MFCCs. The total number of frames was 
set to 120 by adding or deleting frames at regular intervals, 
resulting in a matrix of 120 * 13 MFCCs representing the audio 
signal features [30]. Principal Component Analysis (PCA) was 
used to reduce the features to 13*13 [40]. The pseudocode for 
feature extraction is given in Fig. 4. 

 

Fig. 4. Pseudocode for feature extraction. 

D. Data Collection 

The distress keyword "Please" was chosen for analysis, as 
it was found to be the most distinct compared to other distress 
keywords such as "Oi", "Help", "Tolong", and "No [30]. A 
total of 3600 speeches containing the targeted distress keyword 
"Please" and non-targeted speeches were collected and divided 

into four datasets: Dataset 1, Dataset 2, Dataset 3, and Dataset 
4. Dataset 1 comprises 100 samples for each distance and 300 
for each direction of distressed "Please" speeches, recorded by 
five female speakers, with each speaker producing 20 samples 
for each distance and direction. 

Dataset 2 includes 600 samples of recorded distressed 
"Please" speeches played at three different distances and 
directions. Dataset 3 has the same design as Dataset 1, except 
the speakers uttered "Please" in a non-distressed tone. Dataset 
4 contains 20 samples of each of the five words "One", "Two", 
"Three", "Okay", and "Yes", spoken in a distressed or high 
tone captured from three female speakers at each position. 
Each dataset was labeled '1' for the targeted "Please" and '0' for 
the non-targeted speeches. The datasets were then divided into 
training and testing data in an 80 to 20 ratio, as shown in Table 
I. The EBT was trained using a combined training data of 2880 
speeches and tested on various groups of unseen speeches. 

TABLE I.  DATA COLLECTION OF DISTRESS KEYWORD "PLEASE" 

Dataset Characteristic Label Sample 

Data Partition 

Training 

(80%) 

Testing 

(20%) 

1 Distress "Please" 1 600 480 120 

2 Distress "Please" 1 600 480 120 

3 
Non-distress 

"Please" 
0 600 480 120 

4 
Distress/High-tone 

Words 
0 1800 1440 360 

E. EBT Classifier 

Z 5Breiman presented the ensemble technique in 1996, 
intending to improve the Decision Trees (DT) classification 
performance [41]. The word 'Bagging' itself is a Bootstrap 
Aggregation that reduces the decision tree variance. 

The bootstrap method randomly creates minor groups of 
data with replacements from the overall dataset from the 
training dataset. Each set created with equal probability will 
undergo a parallel training of DT classifiers. It produces a 
robust performance compared to an individual DT model [42]. 
Each DT model will independently produce different features. 
Then, the aggregation process was applied by accumulating the 
predictions of all different DT groups and taking the mean of 
the outcomes to get the final bagging result. Likewise, this 
machine learning classifier is a highly precise model 
combining various decision trees [43]. For this study, 30 DT 
classifiers were used for the parallel ensemble technique, as 
illustrated in Fig. 5. 

Equation (1) defines its principle where DT learners, fd(x) 
are trained based on the architecture in Fig. 5 with the 
bootstrapped dataset. The mean of the total predictions from 
every DT learner is taken as the result. 

 ( )  
 

 
∑   ( )
 
     (1) 

Where; D = sets of bootstrapped data, d = DT learners. 
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Fig. 5. The ensemble bagged trees. 

F. Evaluation Metrics 

The efficiency of the EBT as a distress keyword recognizer 
is measured based on the following metrics: accuracy, 
precision, recall, and F1 score, as stated by equations (2) until 
(5). In an audio-based surveillance application, all metrics are 
important, but precision and recall are two indicators defining 
performance. Precision and recall values will determine 
whether such an audio-based surveillance system would have 
minimal false alarms or unidentified incidents. 

1) Accuracy: It measures the overall correctness of the 

EBT's output. The calculation of accuracy is based on the 

following formula: 

         
                                 

                       
      

2) Precision and recall: These metrics provide information 

on how effectively the EBT performs when categorizing 

specific classes. Precision measures the proportion of true 

positives among all the positive results. In other words, 

precision measures the percentage of correctly identified events 

out of all the events detected by the EBT. The recall measures 

the percentage of true positives that were accurately detected. 

In an audio-based surveillance system, precision is important to 

avoid false alarms, which can be a nuisance and result in 

unnecessary responses by security personnel. On the other 

hand, recall is important to identify all critical events, even if 

they are rare or infrequent. The precision and recall are given 

by equations 3 and 4, respectively: 

          
              (  )

              (  )                (  )
      

       
              (  )

              (  )                (  )
      

3) F1 Score: It is considered a weighted average based on 

precision and recall and is calculated with the following: 

         
 (                )

(                )
 

In an audio-based surveillance system, the F1 score can be 
a useful metric to optimize a balance between precision and 
recall, especially when there is a trade-off between the two. 

III. RESULTS AND DISCUSSION 

All four datasets described in Table I were merged to form 
a training data set of 2880 samples. This combined data set was 
used for EBT training and validated with a 20-fold technique. 
To evaluate the performance of the trained EBT, 720 unseen 
samples were tested based on the distances and directions as 
defined in the subsequent subsections. Table II presents the 
results that were deduced from the confusion matrices in Fig. 
6. Excellent accuracy, precision, and recall values exceeding 
98% were observed during validation. 

Of the testing data, the EBT has a satisfactory recall rate of 
86.7%. It means the system has moderate sensitivity to every 
possible incident, adequate but not achieving the desired 
characteristic of a surveillance system. Nevertheless, a 
precision of 97.7% was observed, indicating the system is less 
susceptible to generating a false alarm, a feature of a trusted 
surveillance system. 

TABLE II.  PERFORMANCE ON DIFFERENT DISTANCES AND DIRECTIONS 

Validation Performance (%) 

Metric Accuracy Precision Recall F1-Score 

 99.4 99.2 99.9 99.5 

Testing Performance (%) 

Metric Accuracy Precision Recall F1-Score 

Distance: 0m 
Facing Toward 97.5 95.1 97.5 96.3 

Facing Away 87.5 96.3 65.0 77.6 

Distance: 1m 
Facing Toward 95.0 97.2 87.5 92.1 

Facing Away 93.3 100.0 80.0 88.9 

Distance: 2m 
Facing Toward 99.2 97.6 100.0 98.8 

Facing Away 96.7 100.0 90.0 94.7 

Average 

Testing data 94.9 97.7 86.7 91.9 
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Fig. 6. The confusion matrices for different distances and directions. 

A. Effect of Sound Distance 

Fig. 7 shows the evaluation metrics versus distances of the 
testing results in Table II. Overall, EBT demonstrated high 
recognition accuracy with excellent precision for all distances 
examined. The lowest accuracy was observed at a 0 m 
distance, right under the microphone, possibly due to sound 
energy spreading from the speaker. When moving a little 
farther, the recognition performance improved. It is interesting 
to note that recall values are lowest at 0 m, slightly increased at 
1 m, and highest at 2 m from the microphone. 

 

Fig. 7. Evaluation metrics versus distance. 

This observation indicates that the system is more sensitive 
and could better recognize the targeted signals when the signals 
are a little farther, at one or 2-meter from the microphone. The 
findings corroborate that the omnidirectional microphone can 
capture signals from a wider distance, contributing to EBT's 
recognition performance in this study. 

B. Effect of Sound Direction 

Fig. 8 displays the evaluation metrics values for the facing 
toward and facing away directions. Based on the chart, it can 
be observed that facing toward the microphone will produce a 
better recognition rate. This is expected as the coverage area of 
the signals emitted toward the microphone is much wider. 
Sounds emitted from sources facing toward the micro-phone 
contain higher intensity than the sounds emitted from sources 
facing away. 

Facing away from the microphone apparently affects the 
sensitivity of the system to recognize the targeted keyword. 
The overall recall value falls under 80%, in which a distance of 
0 m scores the lowest. However, the recall value is gradually 
improving as the distance increases. At closer distances, facing 
away from the microphone can result in a weaker signal-to-
noise ratio, which can make it more difficult to distinguish 
speech from background noise or interference. This can result 
in a lower recall of speech and a lower overall quality of the 
recording. However, at farther distances, the reduction in 
speech intensity due to facing away may be less pronounced, 
and the ambient noise level may also be lower, resulting in a 
clearer and more intelligible recording. 

C. Proposed Edge Audio Surveillance 

From the results, it can be inferred that a single 
omnidirectional microphone equipped with an EBT classifier is 
adequate for capturing audio in a low-noise enclosed room 
measuring up to 4.0 meters in length, 4.0 meters in width, and 
2.794 meters in height. An audio surveillance system with an 
omnidirectional microphone and a processing unit that contains 
algorithms for signal preprocessing, feature extraction, feature 
reduction, and a pre-trained EBT can be developed. Fig. 9 
presents the proposed edge audio surveillance. 

 

Fig. 8. Evaluation metrics versus direction. 

Distance: 0m 

 
 

Distance: 1m 

 

 
 

Distance: 2m 
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Fig. 9. Block diagram of the proposed audio surveillance system. 

The processing unit can be assembled into several devices 
to form an edge surveillance system. A potential device would 
be the Raspberry Pi 4. Raspberry Pi 4 is a low-cost, small-sized 
computer that can run various operating systems and 
programming languages. The Raspberry Pi 4 has up to 8GB 
SDRAM and is clocked at 1.5GHz, enough processing power 
and memory to run simple speech preprocessing and pre-
trained EBT, and can be easily connected to microphones and 
other output devices. The efficiency of the pre-trained EBT on 
the Raspberry Pi 4 will depend on factors such as the size of 
the EBT, the complexity of the individual trees, and the 
available resources on the Raspberry Pi. However, with proper 
optimization and tuning, it is possible to achieve efficient and 
accurate inference on the Raspberry Pi 4 with a pre-trained 
EBT model. 

IV. CONCLUSION 

This paper presents audio-based surveillance based on 
distress keyword recognition using an EBT classifier and an 
omnidirectional microphone. The experiments were conducted 
in a setting similar to a typical nursing room, enclosed and low-
noise. The recognition performance of EBT was evaluated 

under different conditions, explicitly varying distances and 
directions of the sound sources from the microphone. Results 
show that the system is more sensitive and could better 
recognize the targeted signals when the signals were a little 
farther, at a one or 2-meter distance, and facing toward the 
microphone. It can be inferred that a single omnidirectional 
microphone equipped with an EBT classifier is adequate for 
capturing the distress keyword "Please" in a small, low-noise 
enclosed room. 

To further enhance the sensitivity of the developed audio 
surveillance, expanding the dataset by incorporating various 
sources of both targeted and non-targeted signals is 
recommended. This approach will help to mitigate the 
occurrence of false alarms. Additionally, it is advised to 
increase the number of samples with background noise to 
address common issues related to high-pitched vocalizations, 
such as screaming in joy or surprise, that may trigger the 
distress event detector. Furthermore, implementing an adaptive 
noise filtering mechanism can facilitate the system's learning 
about the surrounding noises associated with the threshold of 
the distress signal speeches, thereby enhancing recognition 
accuracy. 
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