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Abstract—The Internet of Things (IoT) creates an 

environment where things are permitted to act, hear, listen, and 

talk. IoT devices encompass a wide range of objects, from basic 

sensors to intelligent devices, capable of exchanging information 

with or without human intervention. However, the integration of 

wireless nodes in IoT systems brings about both advantages and 

challenges. While wireless connectivity enhances system 

functionality, it also introduces constraints on resources, 

including power consumption, memory, and CPU processing 

capacity. Among these limitations, energy consumption emerges 

as a critical challenge. To address these challenges, metaheuristic 

algorithms have been widely employed to optimize routing 

patterns in IoT networks. This paper proposes a novel clustering 

strategy based on the Gray Wolf Optimization (GWO) 

algorithm. The GWO-based clustering approach aims to achieve 

energy efficiency and improve overall network performance. 

Experimental results demonstrate significant improvements in 

key performance metrics. Specifically, the proposed strategy 

achieves up to a 14% reduction in energy consumption, a 34% 

decrease in end-to-end delay, and a 10% increase in packet 

delivery rate compared to existing approaches. The findings of 

this research contribute to the advancement of energy-efficient 

and high-performance IoT networks. The utilization of the GWO 

algorithm for clustering enhances the network's ability to 

conserve energy, reduce latency, and improve the delivery of data 

packets. These outcomes highlight the effectiveness and potential 

of the proposed approach in addressing resource limitations and 

optimizing performance in IoT environments. 
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I. INTRODUCTION 

As technological advances advance, instruments and 
objects in our environment can exchange data through 
technologies such as Radio-Frequency Identification (RFID) 
and Wireless Sensor Networks (WSNs) [1, 2]. The emergence 
of wireless communication and seamless integration of 
different technologies between devices has resulted in the 
concept of the Internet of Things (IoT) that facilitates data 
exchange among a variety of items and their associated things 
over a network protocol or standard at any time [3-5]. All IoT 
devices and things are assigned unique IP addresses. The 
devices can be configured to sense and collect raw data from 
the physical environment to process it and make decisions [6]. 
The integration of Blockchain [7], humanitarian logistics [8], 
cloud computing [9], machine learning [10-14], and artificial 
intelligence [15, 16] within the IoT ecosystem plays a crucial 
role in enabling secure and efficient data exchange, optimizing 
resource allocation, improving decision-making processes, 

and enhancing overall system resilience, making it a 
transformative force in various domains such as healthcare, 
transportation, energy management, and disaster response. 

In such energy-constrained networks, clustering has 
proven to be an effective method of designing energy-efficient 
routing algorithms [17, 18]. This method groups the nodes 
together in clusters. Each cluster is headed by a Cluster Head 
(CH) whose responsibility is to gather the data of its members. 
Clustering can provide scalability, conserve bandwidth, and 
reduce the routing problem among all sensors [19]. The CHs 
are responsible for relaying the data to the sink node, thus 
reducing the total number of hops needed [20]. This way, the 
energy consumed by relaying data is reduced since the nodes 
only need to relay data over short distances. Furthermore, 
clustering helps in balancing the load on the network, which in 
turn improves the network performance. Moreover, clustering 
ensures efficient data aggregation, which further minimizes 
the amount of data that needs to be transmitted to the sink 
node. The result is an efficient use of the available resources 
and a better overall experience for all participants [21]. 

Clustering approaches currently available are primarily 
time-based. A clustering approach can be static, dynamic, or 
hybrid. Static clustering is used when the data points and 
clusters can be defined ahead of time and do not change over 
time. Dynamic clustering automatically adjusts the clusters as 
the data points change [22]. Hybrid clustering combines the 
two approaches, using static clustering to define the initial 
clusters and then dynamic clustering to adjust them over time. 
There is minimal overhead associated with a static 
performance network, and it is stable for a short period of 
time. Although dynamic performance increases the lifetime of 
a network, it has a high overhead cost. Hybrid clustering 
allows for a more flexible approach to clustering, as the 
clusters can be adjusted over time without having to start from 
scratch. This helps to reduce the computational overhead 
associated with clustering, as well as the time it takes to create 
an optimized clustering solution [17]. 

II. RELATED WORKS 

A mechanism is proposed by Said [23] for dividing the IoT 
environment into various zones based on the characteristics of 
the network. Afterward, the ACO algorithm is applied to the 
areas in order to resolve the routing problem. It is evident 
from the results of NS2 that the proposed routing algorithm 
meets the target energy consumption, packet loss rate, latency, 
bandwidth consumption, and overhead criteria. By using the 
genetic algorithm, Fouladlou and Khademzadeh [20]  
developed an effective routing approach and extended the 
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lifetime of a network by clustering IoT objects. Several 
experiments have shown that the proposed scheme performs 
better than IEEE 802.15.4 in terms of transmission rate, 
energy consumption, delay, and bit error rate. 

Mohseni, et al. [24] proposed a cluster-based routing 
strategy in the IoT by combining the fuzzy logic system and 
the Capuchin search algorithm, called CEDAR. It involves 
two stages, namely the clustering process and intra- and extra-
cluster routing. This strategy significantly cuts energy 
consumption by IoT devices through clustering the nodes in 
the network, and each cluster is responsible for routing the 
packets of the nodes in its own cluster. Additionally, the fuzzy 
logic system allows the nodes to adapt to the changing 
network conditions, and the Capuchin search algorithm 
ensures that the packets are routed in the most efficient way. 
Simulation results reveal that CEDAR is superior to 
comparative approaches regarding energy consumption, delay, 
and network lifetime. An optimized routing strategy based on 
neuro-fuzzy rules has been proposed by Thangaramya, et al. 
[25]. The results of the experiments conducted in this study 
demonstrate that the modeled routing protocol performs well 
in terms of network lifespan, latency, delivery rate, and energy 
consumption. 

Geetha, et al. [26] propose a new energy-aware future load 
prediction and cluster communication strategy for IoT 
networks. It determines an optimal number of CHs and 
forecasts the incoming load on the network. It comprises two 
main phases: clustering with the satin bowerbird algorithm 
and load estimation using deep random vector functional link 
networks. A comprehensive analysis of the results and 
discussion indicates that the proposed method of regulating 
renewable energy usage in IoT networks is extremely 
effective. 

Lakshmanna, et al. [27] introduced a novel cluster-based 
IoT routing protocol. The objective of this design is to ensure 
optimal energy utilization and network lifetime. This is 
achieved by developing an enhanced Archimedes optimization 
algorithm-driven clustering approach to facilitate the selection 
of CHs and establishing cluster structures. The suitability 
function takes into account the number of hops that the data 
must take to reach its destination, how far apart the nodes are 
from each other, and the amount of energy consumed. The 
teaching-learning-based optimization algorithm then uses this 
information to determine the best route for the data to take. As 
a result, the network is more efficient and reliable, leading to 
improved performance. 

III. PROPOSED METHOD 

The proposed method divides a network's lifespan into 
multiple cycles. It operates under two distinct stages, namely, 
initialization and stabilization. During the initialization stage, 
the base station collects location and energy information about 
nodes and determines CHs based on this information and the 
Gray Wolf Optimization (GWO) algorithm. Data collected by 
the cluster heads are sent to the base station during the steady 
state phase. In the proposed method, to conserve energy, the 
initialization stage is performed when the current cluster heads 
are close to death. This process eliminates the need to send 
and receive control packets during the setup phase, reducing 

energy consumption. The proposed method is illustrated in 
Fig. 1. 

 
Fig. 1. The process of the proposed method. 

A. Cluster Head Selection 

In this subsection, the clustering problem is modeled as an 
optimization problem, and an optimization algorithm is 
employed to select cluster heads. A parameter called dead 
time (TD) is defined for each node. The number represents the 
maximum number of iterations a node may survive, given its 
role in the network and its remaining energy. This definition 
can be formulated as Eq. (1), in which       stands for energy 
remaining on node i, and       denotes the amount of energy 
consumed by a given node per iteration. 

      
     

     
 (1) 

TD values differ between nodes based on the solution. 
Maximizing the average TD between all nodes is the most 
effective solution. As an optimization problem, this definition 
can be expressed as follows: 

                   
 

|     |
∑      

       

 (2) 

which presupposes the following assumptions: 

        
 

|     |
∑           

       

 (3) 

The above condition states that the residual energy of all 
cluster heads should surpass the average energy of all nodes. 
This is necessary to ensure that the cluster heads have enough 
energy to effectively manage the clusters and maintain 
effective communication between the cluster heads and the 
other nodes in the network. The death time for each node in 
the network is determined according to the role of that node in 
the network. This calculation excludes the energy spent on 
sensing and data processing since these activities are 
negligible compared to communication. The energy 
consumption of each normal node is calculated by Eq. (4). 
This calculation does not include the energy associated with 
the exchange of control packets since our goal is to determine 
the maximum number of cycles a node may survive before re-
clustering. 

  
                            (4) 

In Eq. (4), chi is the cluster head of node i,          
indicates the distance between two nodes, L specifies the size 
of the data packet in bits, and ETx represents the transmission 
energy. The amount of energy consumed by a cluster head is 
calculated by Eq. (5).  
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In Eq. (5), ERX refers to the energy consumed for receiving 
a packet, CMj is the number of cluster nodes, EDA is the 
required energy for data aggregation per bit, and next 
represents the next hop, which can be another node or the base 
station. Some cluster heads may act as a relay for another 
cluster head. The energy consumption for relaying data by 
relay node is given by Eq. (6). 

  
                                 (6) 

The proposed method finds an optimal solution to this 
problem using the gray wolf optimization algorithm. This 
algorithm is described in detail in the following section. 

B. Selection of Relay Nodes 

To avoid the rapid exhaustion of the energy source of 
cluster heads far from the base station, each cluster head is 
assigned a relay node, which is used by only one cluster head 
at a time. Therefore, several cluster heads lack relays and 
transmit data to the base station in a direct manner. To assign 
relays to the cluster heads, we choose a suitable relay for each 
cluster head, from the farthest cluster head to the central 
station to the closest cluster head to the central station. The 
desired goals in choosing the cluster head are to minimize the 
total energy consumption and create the greatest balance 
between the energy consumption of the cluster head and the 
relay. Fig. 2 shows the central station, a cluster head, and a 
hypothetical relay. 

 
Fig. 2. Process of relay nodes selection. 

It can be proved that there is a specific and fixed value for 
r0 to guarantee the lowest energy consumption and the greatest 
balance between the energy consumption of the cluster head 
and the relay. Furthermore, a private point exists on the line 
segment linking the cluster head and the base station that 
serves as the optimal relay point. The calculated value for r0 is 
1.8. To select a relay for each cluster head, first, according to 
the value of r0, the best point for the relay, located on the 
segment of the line between the cluster head and the central 
station, is calculated. The nearest cluster head, not previously 
selected as a relay, is calculated as the desired cluster head 
relay is chosen. Also, when no relays are located within a 
threshold of the desired point, the cluster head sends messages 
immediately to the base station. This process is advantageous 
in several ways: 

 It significantly reduces the energy used to transmit 
packages to the base station. 

 It minimizes the problem of being spot-hot. This is 
because the balance of energy consumption between the 
cluster head and the relay is guaranteed, and different 
relays are selected periodically. 

 The relay is selected for the maximum possible number 
of cluster heads. 

An example of the result of this process to select relays is 
shown in Fig. 3. There are 100 cluster heads in this network, 
and the base station is in the middle. Notably, some cluster 
heads do not have relays; these cluster heads are displayed as 
crosses without lines. 

 

Fig. 3. An example of assigning relays to CHs. 

C. Formation of Clusters 

During the initialization stage, the nodes send a node-MSG 
message to the central station. This message contains the 
remaining energy and the location of the node. This 
information is needed for clustering by the base station. In the 
next step, the base station selects the cluster heads using the 
presented method based on the gray wolf optimizer that leads 
to the maximization of the fitted function given in Eq. (2). 
Then the base station sends a broadcast message that contains 
the ID of the selected cluster heads and the corresponding 
relays. After the cluster heads receive this message and realize 
their selection as the cluster head, each cluster head broadcasts 
a CH-ADV message to introduce itself to the network. The 
remaining nodes choose a nearby cluster head based on the 
strength of the received CH-ADV signals and transmit a Join-
MSG message. Relays also broadcast the Relay-ADV message 
to the network. At this stage, since each cluster head already 
has its relay ID, it waits for the Relay-ADV sent by its relay 
and sends an RJoin-MSG message in response. After 
completing these steps, all nodes will be aware of their role in 
the network, and the network will enter the stabilization stage. 
The initialization stage will not be performed unless one of the 
nodes has consumed 50% of its energy since the last 
initialization stage. 

D. Clustering with GWO Algorithm 

In the proposed method, the gray wolf optimizer is used to 
maximize the fitting function shown in Eq. (2). For this 
purpose. Each solution should be displayed as a 
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multidimensional vector. In other words, because the wolves 
represent the solutions in the gray wolf optimizer and have a 
multi-dimensional position vector, then the clustering 
solutions should be displayed as multi-dimensional vectors. 
To perform this mapping, we consider a vector with the 
number of dimensions expressed as the number of network 
nodes. Each dimension of this vector indicates the chance of a 
node becoming the cluster head. To select the heads of the 
clusters, a predetermined number of nodes with the highest 
chance value in the alpha wolf position vector are selected as 
the heads of the cluster. Then every ninety members of the 
nearest cluster head are considered, and the relays of the 
cluster heads are also selected according to the presented 
method. 

Assumption 1: A suitable value of r0 to minimize energy 

consumption is the value of 
 

√ 
         . 

Proof: According to the scenario depicted in Fig. 2, the 
amount of energy consumed by the cluster head is obtained 
from the following equation: 

         
         

 

  
  (7) 

which corresponds to the energy required to send a packet 
of length L bits to the distance r0/D. The amount of energy 
consumed by the relay is also obtained from Eq. (8), which 
represents the transmission of two packets, each with a length 
of L, from the relay to the base station. As a result, the total 
energy consumption is calculated by Eq. (9). 
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In order to achieve the lowest amount of energy 
consumption, Eq. (9) should be minimized. Assuming that the 
extra-cluster connections follow the fading multipath model, 
by expanding the above relation using Eq. (1), we reach Eq. 
(10), which can be written as Eq. (11). Here because L, Emp 
and Eelec are constant values, it can be said that to minimize 
the above expression, it is enough to minimize the expression 
12. In addition, since D is also a constant and non-zero value, 
the function h1 is minimized when the function h2 is 
minimized. 
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Assumption 2: The best value for r0 to create a balance 
between the energy consumption of the cluster head and the 
corresponding relay is approximately equal to 1.84. 

Proof: In accordance with the preceding proof, to create a 
balance between the energy consumption of the cluster head 
and the relay, their absolute magnitude difference should be 
minimized according to Eq. (13). 

           |         
            

     
| (13) 

By expanding the above relation using Eq. (1), we reach 
Eq. (14). Because D, L, Emp and Eelec are constant values, the g 
function is minimized at a point where the g0 function given in 
Eq. (14) becomes zero. 

       
           

  
  (14) 

The roots of the above function are the best values for r0 to 
balance the energy consumption of the cluster head and relay. 
A suitable root for this function is 1.8. As a result, choosing 
r0=1.8 will lead to the equal energy consumption of cluster 
head and relay. As a result, to simultaneously achieve both 
goals of optimality and balance, the value selected for r0 is 
equal to the average of these two values, i.e., 1.8. 

Assumption 3: The complexity of the control packets of 
the presented algorithm equals O(N), where N is the number 
of nodes within the network. 

Proof: During each cycle, N Node-MSG packets are 
transmitted to the base station. In addition, every node issues a 
Join-MSG message to its CH. Each CH also sends one CH-
ADV message, one Relay-ADV or Rejoin-MSG message, and 
two packets. If we assume that the number of CHs is 5% of 
the total number of nodes, the total number of control packets 

is equal to      (
 

  
)  

  

  
 , which is related to O(N). 

IV. SIMULATION RESULTS 

The proposed method is simulated and implemented using 
CPU core i5 and 4GByte RAM. A Matlab simulator has been 
used to obtain the results. The method was tested under 
various conditions, such as varying the number of nodes, to 
ensure accurate results. The results were then compared with 
those obtained from other methods to prove the proposed 
method's performance. Table I summarizes the key parameters 
and variables used in the proposed method's simulation. 

The energy expended in delivering the sensed data to the 
base station is one of the most important parameters of 
analyzing routing methods in the IoT environment. By 
properly assessing the energy expenditure, it is possible to 
optimize the routing methods and improve the overall 
performance of the IoT system. This measurement can 
compare different routing methods and select the most energy 
efficient one. Moreover, it can be used to identify areas of 
high energy consumption, which can be addressed to further 
optimize the IoT system. According to Fig. 4 to 6, our method 
is more energy-efficient than previous methods. Fig. 4 
compares our method's average residual energy with R-
LEACH when the number of rounds is increased. According 
to this figure, our algorithm significantly increases the number 
of alive nodes compared to the comparative algorithm. Fig. 5 
and 6 illustrate the comparison between the energy 
consumption of our method and RDDI. The results show that 
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our algorithm can reduce energy consumption while ensuring 
that more nodes remain alive. This is because it can identify 
clusters that consume less energy, thus reducing the entire 
network's energy consumption. Additionally, by optimizing 
the selection of cluster heads, our algorithm can reduce the 
amount of energy wasted due to redundant communications. 
The packet delivery rate can be described as the ratio of traffic 
correctly delivered to the base station as a percentage of all 
traffic carried within the network. As shown in Fig. 7, our 
algorithm achieves a higher percentage of packets delivered 
than the comparative algorithm. The packet delivery ratio 
decreases as the number of nodes increases and the density 
increases. Data collisions will result as network density 
increases, leading to a higher rate of data transmission failures 
and packet loss. 

TABLE I.  SIMULATION VARIABLES 

Variable Value 

Network dimensions (100 × 100) 

Number of nodes 50-300 

Packet size 800 bits 

Node distribution Random 

Initial node energy Different based on the scenario 

Iterations 100-500 

Efs 10 pj/bit/m2 

Eelec 50 nj/bit 

Eamp 0.0013 pj/bit/m4 

 

 

Fig. 4. Averege residual energy comparison. 

 
Fig. 5. Energy comparison for 20 clusters. 
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Fig. 6. Energy comparison for 50 clusters. 

 
Fig. 7. Packet delivery ratio for 20 clusters. 

 
Fig. 8. End-to-end delay for 20 clusters. 
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As the name suggests, end-to-end delay refers to the time a 
packet travels from the source node to the destination node 
within a network. This delay encompasses various factors, 
including the propagation delay, which represents the time 
required for a signal to traverse a specific transmission 
medium. Additionally, the processing and queuing delay must 
be considered, as it accounts for the time network nodes take 
to handle and process the data before placing it into the 
appropriate queues for further transmission. By evaluating 
these delay components, a comprehensive understanding of 
the overall transfer time can be gained. Fig. 8 serves as 
concrete evidence of the superiority of our proposed method 
in terms of end-to-end delay compared to the RDDI method. 
The comparison showcased in the figure highlights the 
effectiveness of our approach in minimizing the total transfer 
time. Our method efficiently manages the propagation, 
processing, and queuing delays, resulting in a significantly 
improved end-to-end delay performance. 

V. CONCLUSION 

Data transmission from sensor nodes poses a major issue 
for IoT-enabled networks. This paper proposed a novel 
clustering strategy based on the GWO algorithm. The protocol 
comprises two stages, namely initialization and stabilization. 
During the first stage, the base station collects location and 
energy information about nodes and then determines the 
cluster heads using this information and the GWO algorithm. 
Data collected by the cluster heads are sent to the base station 
during the steady state phase. To conserve energy, the 
proposed method executes the setup phase only when the 
current cluster heads are nearing death. This process 
eliminates the need to send and receive control packets during 
the setup phase, reducing energy consumption. According to 
the results, our method outperforms previous ones regarding 
the end-to-end delay by up to 34%, energy consumption by up 
to 14%, and packet delivery rate by up to 10%. 
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