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Abstract—This study focuses on predicting and estimating 

possible stock assets in a favorable real-time scenario for 

financial markets without the involvement of outside brokers 

about broadcast-based trading using various performance 

factors and data metrics. Sample data from the Y-finance sector 

was assembled using API-based data series and was quite 

accurate and precise. Prestigious machine learning algorithmic 

performances for both classification and regression complexities 

intensify this assumption. The fallibility of stock movement leads 

to the production of noise and vulnerability that relate to 

decision-making. In earlier research investigations, fewer 

performance metrics were used. In this study, Dickey-Fuller 

testing scenarios were combined with time series volatility 

forecasting and the Long Short-Term Memory algorithm, which 

was used in a futuristic recurrent neural network setting to 

predict future closing prices for large businesses on the stock 

market. In order to analyze the root mean squared error, mean 

squared error, mean absolute percentage error, mean deviation, 

and mean absolute error, this study combined LSTM methods 

with ARIMA. With fewer hardware resources, the experimental 

scenarios were framed, and test case simulations carried out. 

Keywords—Dickey-Fuller test case (DF-TC); recurrent neural 

network (RNN); root mean square error (RMSE); long short-term 

memory (LSTM); machine learning (ML); auto-regressive 

integrated moving average (ARIMA) 

I. INTRODUCTION 

This study focuses on predicting and estimating possible 
stock assets in a favorable real-time scenario for financial 
markets without the involvement of outside brokers about 
broadcast-based trading using various performance factors and 
data metrics. With regard to broadcast-based trading, the main 
objective of this study is to predict and estimate possible stock 
assets in a favorable real-time scenario for the Saudi financial 
markets, excluding outside brokers. Sample data from the Y-
finance segment was assembled into API-based data series 
with exactitude and sharpness. Prestigious machine learning 
algorithmic performances for both classification and regression 
complexity increase significantly. Because stock movement is 
fallible, noise is produced as a result, which leaves decision-
making vulnerable. Fewer performance measures were used in 
earlier research investigations. Previous studies relied on fewer 

performance metrics [6]. The focus of the study is to use 
comprehensive models with unique parameters to predict more 
precisely. Methods considered in this research are long-short-
term memory (LSTM) and auto-regressive integrated moving 
average (ARIMA), along with various performance measures. 
The major contribution of this study relies on the fast execution 
of simulation processes with fewer hardware resources in the 
case of predictions with the Long Short-Term Memory 
Algorithm. Every researcher wishes to prototype stock prices 
efficiently with less noise so that stock buyers can 
consequently decide when to trade or invest to make a 
generous profit [8]. 

Better time series models and intricate ML models can both 
contribute to success. Stock values, nevertheless, are very 
erratic and unpredictable [7]. Overall, this indicates that there 
is little consistency in data patterns for estimating stock prices 
across an effective time horizon. On time series data, LSTM 
meshes [26] are effectively used for classification evaluation, 
computation [15], and prediction. They inherit the ability to 
retain data or information over various time periods and have 
twice as much processing power to handle data points, 
sequences, and series [16]. In other words, LSTM is renowned 
for its ability to store large amounts of data [8]. The only 
components used by LSTM are those referred to as gates. 
Prices on the stock market are nonstationary data sources. In 
the intraday or off-market, rising and falling movements [4] are 
not linear. They fluctuate and diminish in response to 
repository, fund, and pressure; they are remarkably predictable 
when coupled with a model. Evaluation of stock price 
prediction can demonstrate its value in advancing an investor's 
career and development [25]. Many investors base their 
choices on financial news or the opinions of fictitious financial 
gurus working covertly. These financial counselors participate 
in insider trading, misuse investor emotions, and ultimately 
deplete or exploit investor wealth [14]. Companies' 
fundamental analyses take into account a number of factors, 
including quarterly net profit, long-term firm growth, and 
market risk tolerance. This study's goal is to provide a useful 
prediction data flow visualization for investors to use while 
making short-term decisions using unprocessed mathematical 
data from a variety of open-source repositories [13]. It is quite 
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difficult to predict stock prices in a real-time setting using both 
theoretical and numerical issues. The hypothesis study has 
been carried out by numerous researchers using various 
performance indicators, but which can determine the success or 
failure of future system implementation [10] based on the 
profit or loss experienced by individual investors [11] over the 
course of their lives. 

A. Evolution of Recurrent Neural Network (RNN) 

Firstly, it is anticipated that altogether inputs and outputs 
are interdependent of each segment in a neural terminology. 
However, it is not reliable for maximum scenario such as 
predicting the next day stock price in a financial market. RNN 
tends to utilize the resources of sequential pair information. 
They are so called recurrent due to their performance of the 
same simulation for every component of a sequence pair, in 
which output is dependable on the previous calculations. Thus, 
it is known that elements have recent memory that involves 
knowledge-based information that has been implemented so 
far. 

 

Fig. 1. Recurrent Neural Network and its states. 

RNNs can make scrutinization of their internal state cell 
memory to compute pair of inputs in forecasting and prediction 
scenario. The full form of LSTM is classified as Long Short-
Term Memory that compromises of three types of gates and 
cell state as shown in Fig. 1. LSTM has futuristic problem-
solving capability and thus, it is introduced to overcome the 
problems inhibited by the RNN modeling [17] execution. The 
Fig. 2 represents the simulation depicting various sectors of 
Saudi stock market for ARIMA and LSTM.  Undoubtedly, 
Input gate is activated when new piece of information is 
incremented into the current state of LSTM. LSTM can be 
implemented to elucidate Long Term interdependency [19] of 
variables issues in RNNs. The modules constitute of three 
gates namely Forget gate and next Input gate and then Output 
gate in the last segment. The forget gate manages what type of 
information has to be thrown out of memory state and 
responsible for take decisions related to time of remembrance. 
Output gate decides what to throw out of memory. Humans 
cannot think every time from the beginning of every problem 
from scratch [18]. 

B. Auto-Regressive Integrated Moving Average (ARIMA) 

Model 

The terminology is composed of AR that stands for Auto 
regressive and it manipulates the dependency relationship 
among the observation and lagged time Observations. 
Integrated is responsible for operating differencing between 

raw observations in order to maintain stationary state of data. 
Lastly, MA stands for Moving Average that anticipates the 
relationship of observations and residual sort of error [19]. 
Generally, time series consist of continuous [20] data that 
consist of seasonal component and cyclic component followed 
by trend component. During the statistical analysis of stock, it 
is recommended to focus on its returns which have been taken 
after investing in the financial market. The forecasting equation 
is prepared as mentioned. 

The forecasting equation is prepared as follows. 

         
 
       (1) 

                                          -   -     (2) 

   if d    y
t
 ( t - t-  )-( t- - t- )   t-  t-   t-    (3) 

In terms of y, the normal forecasting of ARIMA equation is 
as follows: 

ŷ
t
     yt-     p yt-p-   et- - -  q et-q    (4) 

 
Fig. 2. Simulation depicting various sectors of Saudi stock market for 

ARIMA and LSTM. 

In this study, Dickey-Fuller testing scenarios combined 
with time series volatility forecasting and the Long Short-Term 
Memory (LSTM) algorithm, which used in a futuristic 
recurrent neural network setting to predict future closing prices 
for large businesses on the stock market. 

This article is organized in five sections: Section I included 
a detailed introduction about the key concepts, and Section II 
articulated the significant literature collectively with the 
background to the research work. Section III described the 
proposed methodology with Dickey-Fuller testing scenarios 
combined with time series volatility forecasting and the Long 
Short-Term Memory (LSTM) algorithmic sequences. The 
proposed methodology has integrated for simulation for 
different Saudi companies on the basis of ARIMA, LSTM and 
Agent Based Prediction. Section IV contains the experimental 
analysis, results, and discussions. Section V states the 
conclusions with achievements along with the future scope. 

II. RELATED WORK 

This section has analyzed the related study, innovations and 
executional scenarios of existing models and approaches. The 
author F. Kamalov, L. et al. (2020) compared various methods 
to perform prediction based on neural networks for the very 
forthcoming market opening value of SP 500 global indices by 
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focusing on its historic stock values [1]. B. B. P. Maurya, et al. 
(2019) explained the complexity of ML problems by using 
parameters such as E Ratio, Moving Average and MACD for 
better correctness [2]. C.C. Emioma et al. (2021) made 
intention to be implemented least-squares LR model for the 
guidance of intraday [3]. Nti IK, Adekoya AF et al. 
demonstrated that financial market investment decisions were 
66% regarding technical analysis and further 11% and 23% 
were anticipating on the fundamental aspects and extended 
decisions 8.26% and 2.46% were dependent on combined 
analyses [28]. 

Samara A. Alves et al. (2018) focused on the Brazilian 
stock market and developed a decision model to compute the 
stock price with respect to certain technical indicators [29]. 
Traditional Neural Networks have few limitations for 
simulating the data as it is dependable on hardware structure 
with parallel processing. Moreover, Functioning of ANNs is so 
uncertain that it leads to why and how questions regarding trust 
build in the network. There is no determined assurance of 
Specific network structures; it is only possible with trial and 
experience. Chun-Hao Chen et al. (2020) proposed an 
algorithm for company-based portfolio by computing through 
Genetic programming algorithm and dividing the stocks into 
groups that can be effective for investor decisions [5].  
Consequently, Traditional Neural network can work with 
numerical problems, but it faces performance issues while 
demonstrating the problem to the ANNs. The time duration of 
the network cannot be set, and it can be reduced to a specific 
value of error on a data sample that indicates training has been 
completed. Thus, ANNs do not give us exact results for 
simulation. Adaptive Neuro Fuzzy inference systems have 
major limitations in handling large inputs; thus, computation 
cost becomes very high in case of gradient learning and 
complex structure. Furthermore, few drawbacks are concerned 
with the location of the desired membership function and the 
curse of dimensionality [27]. 

Some researchers proposed neural networks, fuzzy logic 
control systems (FLCS) [30], genetic algorithms to analyze the 
stock market, medical and image based optical text recognition 
data [33][37][44]. Some other researchers proposed hybrid 
models such as neural fuzzy hybrid system [41][37][44], 
neural-genetic algorithm [38]. The neural fuzzy hybrid system 
(NFHS) operated separately. The unified NFHS utilizes the 
process to discover all factors from FLCS [42][45]. NFHS can 
correspond to exercise data produced from n-measurements of 
functionalities.  NFHS comprises the fault figuring segment to 
advance the learning-training directions while the faults been 
unhurried, primarily membership sequences demarcated, then 
membership arrangements constraints stimulated. Zhao, Z., 
Zhou, H., Li, C., Tang, J., Zeng, Q. (2021) analysed that 
networks with incomplete information cannot be proposed 
effectively with partially familiar nodes, links and labels and 
their extended work is based on designing an inductive 
embedding model to solve real world network problems. The 
parameter used in ANFIS has a direct relation with 
computational cost [30]. In recent years, many researchers 
have been working diligently for this cause and experimented 

over various ML algorithms to discover a prime solution in 
social benefit, numerous classical methods like SVM, DT, RF 
along with algorithms from NN family like DNN, ANN, neural 
fuzzy hybrid systems [39] and many others have come up with 
satisfactory result with some future scope [40][43]. The 
parameters used for evaluation are closing price, price 
differences, and daily return. Another research proposed 
automated decision making ResNet feed-forward neural 
network-based methodology for the medical diagnosis of 
diabetic retinopathy [51]. In another research integrated with 
the simple, multiple linear regression models [31][32][36] to 
generate a signal for SPY growth. 

III. METHODOLOGY 

In the methodology, imported feasible libraries such as 
math, pandas, data reader, Sequential, Dense, LSTM are used 
in preliminary stage. Furthermore, Obtain the stock price using 
the Yahoo Finance API, then display the date in a table. Find 
out how many columns and rows there are in the data set. 
Visualize the history of closing prices while waiting. Convert a 
new Df to a numpy array after creating a new Df with a close 
column. Scale the data after obtaining the counting number of 
rows to train the computing model on. X_train and Y_train 
data sets should be created together with the training dataset 
and scaled training data set. X_train and Y_train should be 
converted to numpy arrays to transform the data into three 
dimensions. Build the LSTM model, compile the model and 
get the RMSE value. Plot the data and visualize and then show 
the validation and prediction price. If (Validation Price is 
greater than Prediction) then execute Buy Signal for the API 
Bridge. If (Validation Price is less than Prediction) then 
execute Sell Signal for the API Bridge. Set Money 
Management with maximum lose acceptance with proper Stop 
Loss at executive of each signal in API Bridge. Set Profit 
Target with each investment decision execution with Broker 
Account. Evaluate the Win ratio and Profit ratio. Repeat the 
process according to the Money management portfolio. The 
financial Market is quite a considerable at biggest challenge in 
statistics. Many individuals think that only technical analysis 
can beat it and can earn some sort of money, but reality is bit 
uncertain in the real time scenario as shown in the Fig. 3. 

Build the LSTM model, compile the model and get the 
RMSE value. Plot the data and visualize and then show the 
validation and prediction price. If (Validation Price is greater 
than Prediction) then execute Buy Signal for the API Bridge. If 
(Validation Price is less than Prediction) then execute Sell 
Signal for the API Bridge. Set Money Management with 
maximum lose acceptance with proper Stop Loss at executive 
of each signal in API Bridge. Set Profit Target with each 
investment decision execution with Broker Account. Evaluate 
the Win ratio and Profit ratio. Repeat the process according to 
the Money management portfolio. The financial Market is 
quite a considerable at biggest challenge in statistics. Many 
individuals think that only technical analysis can beat it and 
can earn some sort of money, but reality is bit uncertain in the 
real time scenario as shown in the Fig. 3. 
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Fig. 3. Methodology for simulation for different Saudi companies on the basis of ARIMA, LSTM and agent based prediction. 

  
(a)       (b) 

Fig. 4. (a) Test for stationary (b) Seasonal decay of Saudi Aramco. 

Earlier, traditional statistics [22] models were emphasized 
on exponential smoothing and linear [21] prediction for 
ARIMA Models. Non-stationary [12] information is known as 
the information whose measurable properties for example the 
mean and standard deviation are not consistent over the long 
run but rather all things considered, these measurements 
change over the long haul. Firstly, Test for stationary and 
determine rolling statistics and Plot rolling. The Fig. 4(a) and 
4(b) represents the test for stationary and seasonal decay of 
Saudi Aramco. 

The tensor flow libraries are integrated in this research. 
Tensor flow will be utilized as a back end for LSTM model 
prediction of ten large cap companies listed on the Saudi stock 
exchange. Fig. 5 represents the forecasting of Saudi Aramco 

using ARIMA model for training and predicting and Fig. 6 
represents the simulation of Saudi Aramco using LSTM model. 
Data has been sourced from yahoo finance through API as it is 
continuous form of data with high precision and accuracy. The 
data set has been sourced online through yahoo finance API for 
past six Months. Furthermore, Data is fetched in terms of rows 
and columns [9]. The p-value of Saudi Oil Company comes out 
to be 0.000019. Company code for Saudi Aramco is 2222.SR 
and elaborates that the seasonal trend remained stable in May-
2021 and showed a modest rise in August 2021. The Seasonal 
Trend reached its peak in August 2021 and further share price 
climbed down in consecutive months. Author has made sure of 
the installation of tensor flow libraries. Tensor flow will be 
utilized as a backend for LSTM model prediction of ten large 
cap companies listed on the Saudi stock exchange. Data has 
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been sourced from yahoo finance through API as it is a 
continuous form of data with high precision and accuracy. The 
data set has been sourced online through yahoo finance API for 
the past Six Months. Furthermore, Data is fetched in terms of 
rows and columns. Fig. 7(a) and 7(b) represents the test for 
stationary and seasonal decay of AlRajhi Bank. 

 

Fig. 5. Forecasting of Saudi Aramco using ARIMA model for training and 
predicting. 

 

Fig. 6. Simulation of Saudi Aramco using LSTM model. 

In the last case chosen to stop with the occasionally 
differenced information, and not done an extra round of 
differencing. In the previous case concluded that the 
information was not adequately fixed and taken an extra round 
of differencing. Fig. 8 represents the forecasting of AlRajhi 
Bank using ARIMA model for training and predicting 
scenarios. 

Biggest challenge is to find the relation between 
independent variables and results of stock market movement. 
Author has utilized specific [23] set of features including Open 
Price, Close Price, Date, High Price and Low Price and 
increment of other variables such as Volume can be considered 
under observation forcing the model to over-fitting and using 
maximum limit of memory and execution time for Signal 
Generation. Nevertheless, Data collected should not be in 
irregular form, but it should be categorized into three 
components [24] such as trend, seasonal and irregular 
variations (noise). The Table I represents the results of dickey 
fuller test cases.  Fig. 9 represents the simulation of AlRajhi 
Bank using LSTM model for training and predicting scenarios. 

Meanwhile, it needs to choose what will yield. This yield 
will be founded on cell state yet will be a sifted adaptation. To 
begin with, it run a sigmoid layer which chooses parts of the 
cell state which will yield. Then, at that point, it put the cell 
state through tanh (to push the qualities to be somewhere in the 
range of −  and  ) and increase it by the yield of the sigmoid 
door, so it just yields the parts chose to. Another variety is to 
utilize coupled neglect and information doors. Rather than 
independently choosing what to neglect and what new data is 
to be added, it settles on those choices together. It possibly fails 
to remember when it will include something in its place. 
Figure.8 corroborates the upward trend starting from April 
2021 till the Middle of August 2021 and thus represents the 
strong bullish trend. Fig. 9 represents the clear view of 
reaching a peak, supports the positive slope, shows the 
complex understanding, and thus results in inappropriate 
decisions based on forecasting. 

 

 

Fig. 7. (a) Test for stationary (b) Seasonal decay of  AlRajhi Bank. 

 
Fig. 8. Forecasting of AlRajhi Bank using ARIMA model for training and 

predicting. 
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TABLE I.  RESULTS OF DICKEY FULLER TEST 

Date Saudi Oil Company Sabic Saudi Telecom Company AlRajhi Bank Saudi Electric 

Test Statistics -5.036501 -2.267665 -1.614740 -0.624222 -1.524622 

p-value 0.000019 0.182609 0.475488 0.865414 0.521298 

No. of lags used 1.000000 2.000000 0.000000 0.000000 0.000000 

Number of observations used 122.000000 121.000000 122.000000 123.000000 123.000000 

critical value (1%) -3.485122 -3.485585 -3.485122 -3.484667 -3.484667 

critical value (5%) -2.885538 -2.885739 -2.885538 -2.885340 -2.885340 

critical value (10%) -2.579569 -2.579676 -2.579569 -2.579463 -2.579463 

 
Fig. 9. Simulation of AlRajhi bank using LSTM model for training and 

predicting. 

IV. RESULTS AND DISCUSSION 

There are various Performance measures such as RMSE, 
MSE and MAPE which commutes the different models for 
better efficiency. Many Researchers have emphasized on 
volatility, risk-adjusted Returns, and annualized ROE. The 
conventional models have been extensively explored in the 
recent years with series of experiments with promising results 
in controlled environment. Mean absolute percentage error is 
used to check how accurate forecast system is for simulation. It 
works best if there are no extremes and no zeros. The Root 
Mean Square error is described by the famous equation: 

M E 
∑  yi-xi 
n
i  

n
   (5) 

MSE 
 

n
∑   i- î)

 n
i    (6) 
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N
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The Table II and III represent performance evaluation of 
ARIMA, LSTM simulations for five Saudi large cap 
companies. 

A. Performance Evaluation 

Multiple Stock Implementation is an advanced system 
execution. Trend component is majorly responsible for the P/E 
ratio of the company. Oil Sector, Banking Sector, Telecom 
Sector, Electricity Sector, Agri-Nutrients sector are subjected 
to be in Neutral state and IT Sector has shown the tremendous 
return on investing in with six months as shown in graph 
above. Proposed strategy brings fruitful returns even in the 
downward trend of share price of the company whereas mutual 
funds perform in negative returns in the downward trend. 
Execution speed of simulation process is inversely proportional 
to the numbers of iterations and checkpoints. LSTM Model has 
outperformed in random behaviour of stock price in recent 6 
months of Simulation. The Table IV represents LSTM 
simulation for prediction of future values for date range. 

TABLE II.  PERFORMANCE EVALUATION OF ARIMA SIMULATION FOR FIVE SAUDI LARGE CAP COMPANIES 

Company RMSE MSE MAPE MAE 

Saudi aramco 0.005070412205660918 2.5709079935315217 0.0010682802847078272 0.005744868 

Sabic 0.027755576571618153 0.0007703720308229584 0.005226132552138616 0.0250790009 

Saudi Telecom 0.04568627299705281 0.0020872355403612364 0.008360154621635196 0.0407561101 

AlRajhi Bank 0.008819041195421698 7.777548760654495 0.008819041195421698 0.0075161085 

Saudi Electric 0.03217546490482577 0.001035260541841675 0.008382192699030566 0.0275012912 

TABLE III.  PERFORMANCE EVALUATION OF LSTM SIMULATION FOR FIVE SAUDI LARGE CAP COMPANIES 

Company RMSE MSE MAPE MD 

Saudi aramco 0.238773991 0.057013019 0.574486769 0.005744868 

Sabic 2.204756145 4.860949658 1.54812692 0.015481269 

Saudi Telecom 3.695281521 13.65510552 2.487721972 0.02487722 

AlRajhi Bank 5.132353049 26.34104781 4.083731512 0.040837315 

Saudi Electric 1.234438743 1.52383901 4.471457408 0.044714574 
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TABLE IV.  LSTM SIMULATION FOR PREDICTION OF FUTURE VALUES FOR 

PARTICULAR DATE RANGE 

Date 
Saudi 

Aramco 
Sabic 

Saudi 

Telecom 

AlRajhi 

Bank 

Saudi 

Electric 

26/07/2021 34.56294 119.2195 131.6964 110.584587 24.65017 

27/07/2021 34.55291 119.2312 131.5029 110.594391 24.70572 

28/07/2021 34.54129 119.2938 131.3703 110.615211 24.7513 

29/07/2021 34.53437 119.3825 131.2944 110.652504 24.7974 

1/08/2021 34.52932 119.5055 131.3437 110.729454 24.84629 

2/08/2021 34.52451 119.6569 131.5178 110.884186 24.89191 

3/08/2021 34.52408 119.855 131.7979 111.176895 24.94292 

4/08/2021 34.53044 120.0996 132.1428 111.580421 24.98923 

5/08/2021 34.53705 120.395 132.525 112.023445 25.02607 

8/08/2021 34.54638 120.7407 132.9404 112.458649 25.06011 

9/08/2021 34.55962 121.0715 133.3473 112.889755 25.08574 

10/08/2021 34.57486 121.2677 133.7529 113.305061 25.10249 

B. Agent Based Prediction 

Proposed Strategy can be considered as decision support 
mechanism that can be used to develop both classification and 
somewhat regression problem solver model. Implementation of 
Saudi Stock Market is more like if then else condition pro-
grammatically. It can be used in series of data that involve call 
node and sometimes leaves that means breaking of bigger 
problem into smaller one to onto sub classes. Real time 
performance metrics illustrated the exact return over 
investment can be considered as total return on equity (ROE), 
Total profit and loss (P/L), Total Gain/loss Ratio.ROE depicts 
the capability of the firm to return equity investment into 
profits. Initially, it is recommended to calculate the variance 
and then get desired value of standard deviation. Total 
gain/Loss ratio is just like a scorecard for an active person who 
major objective is to maximum gains. The simplest method to 
calculate the volatility of a company is to evaluate the standard 
deviation of stock prices for specific time interval.  The 
tradition formula for evaluation return on equity is as following 
equation 9, 10 and 11: 

ROE 
Net Income

Shareholder Equity
  (9) 

Profit and Loss Ratio 
 

Total Gain

Number of  inning Trades
)

 
Total Loss

Number of Lossing Trades
)
 (10) 

Profit and Loss (Realized)  

  verage Sell Price- verage buy Price)   Quantity (11) 

Initially, the yfinance module must be installed in google 
Collaboratory. The window size has been kept as 100. Starting 
Money has been set to 10000 and layer size as 400 and 
moreover, number of iterations as 300 and checkpoints are 
declared as 10. Research has calibrated on historical data 
through Yahoo Finance Application Interface Data. Period for 
data is six months starting from 2 March 2021 to 2 September 
2021. The Fig. 10 represents the performance for proposed 
strategy for Saudi telecom Co. (7010.SR). 

 
Fig. 10. Shows performance for proposed strategy for Saudi Telecom Co. 

(7010.SR). 

 
Fig. 11. Shows performance for proposed strategy for Al Moammar 

information systems (7200.SR), 

Researchers have not used an overriding function to 
forcibly fetch data. Instead yfinance module is used for directly 
sourcing data with more precision and accuracy. Fig. 10 is 
concerned with the performance of the Saudi Telecom 
company with 3.8878 Percentage return over the initial 
investment of 10000 credits. Total gains reported in the 
simulation of strategy for the Saudi Telecom company were 
388.78. Fig. 11 depicts performance for Al Moammar 
Information Systems with return over investments of 12.8702 
percentages within 6 months and total gains are reported to be 
1287.02 with respect to initial investment of 10000. Time-
series anticipating models are the models that are proficient to 
foresee future qualities dependent on recently noticed qualities. 
Time-series anticipation is broadly utilized for non-stationary 
information. This non-stationary information (utilized as 
contribution to these models) is normally called time-series. 
The hypothesis study has been performed by various 
researchers using different performance measures, but it can 
judge success or failure of future implementation of the system 
depends on profit or losses faced by the individual investors in 
their lifetime process. 
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The Table V and Fig. 12 shows the comparative analysis of 
proposed methodology with existing approaches based on 
implicated methods, dependable and non-dependable 
parameters, time constraints, supporting data metrices and 
computational values. Researchers relied on neural networks, 
Support Vector Machines, trend indicators while computations 
on raw mathematical data utilized from various open-source 
repositories. Predicting stock values in a real time environment 
is a very uncertain task for both theoretical as well as 
numerical problems. Consequently, the company valuation 
depends on quarterly earnings and yearly cash flows using 
technical and fundamental analysis. However, it is bit risky to 
believe on the facts and figures released by the company to 
consider that a stock company has both justifiable earnings. 

TABLE V.  COMPARATIVE ANALYSIS OF PROPOSED METHODOLOGY WITH 

EXISTING APPROACHES BASED ON IMPLICATED METHODS 

Author Name Method Prediction 

Chun-Hao Chen et.al. [46] GGA based GSP 87.8% 

Gautam Srivastava et.al. 

[47] 

SSACNN, CNNpred, 
SVM, NN 

89% 

Wen M [48] et.al. 

CNN for trend-based 

prediction. LSTM, HMM, 
and ARIMA for Pattern 

Recognition 

92.32% 

Md. Mobin Akhtar et.al. 

[49] 

LSTM, SVM, and news 

feature extraction. 
80.3% 

Pei-Yuan Zhou et.al. [50] 
Relationship prediction 

rules 
82.92 %. 

Proposed Methodology 
LSTM, SVR Regressor, 
and Linear Regressor based 

Hybrid simulation. 

97.5 % 

 
Fig. 12. Comparative analysis of proposed methodology with existing 

approaches. 

The future system can be focused on multiple stock 
implementations that require high configuration hardware 
resources for concurrent execution [34][35]. A few instances of 
time-series incorporate the temperature esteems over the long 
haul, stock cost over the long haul, cost of a house over the 

long haul and so forth in this way, the information is a sign 
(time-series) that is characterized by perceptions taken 
consecutively on schedule. There have been endeavors to 
anticipate stock costs utilizing time series investigation 
calculations; however, which not utilized to put down wagers 
in the genuine market. 

V. CONCLUSION 

With regard to broadcast-based trading, this study focuses 
on the forecast and assessment of possible stock assets in a 
real-time favorable scenario for the Saudi financial markets, 
exclusive of external brokers. With the use of a futuristic 
recurrent neural network environment and the Long Short-
Term Memory algorithm (LSTM), this research combined 
Dickey-Fuller testing scenarios, forecasted time series 
volatility, and anticipated the closing prices of large-cap 
businesses on the stock market in the future. Sample data from 
the Y-finance sector was assembled using API-based data 
series and was quite accurate and precise. In order to analyze 
the root mean squared error, mean squared error, mean 
absolute percentage error, mean deviation, and mean absolute 
error, this study combined LSTM methods with ARIMA. It is 
concluded that Aramco has demonstrated the lowest value of 
RSME when compared to other large-cap businesses. Various 
tests and simulations display validations and forecasts along 
with the value of the root mean square error. With fewer 
hardware resources, the experimental scenarios were framed, 
and test case simulations carried out. Using the available data, 
future work can be expanded to include low- or opening-price 
predictions for stocks. Aside from RMSE estimates, the 
extended work may also include other performance indicators. 
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