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Abstract—There is a growing interest in applying AI 

technology in the field of mental health, particularly as an 

alternative to complement the limitations of human analysis, 

judgment, and accessibility in mental health assessments and 

treatments. The current mental health treatment service faces a 

gap in which individuals who need help are not receiving it due to 

negative perceptions of mental health treatment, lack of 

professional manpower, and physical accessibility limitations. To 

overcome these difficulties, there is a growing need for a new 

approach, and AI technology is being explored as a potential 

solution.  Explainable artificial intelligence (X-AI) with both 

accuracy and interpretability technology can help improve the 

accuracy of expert decision-making, increase the accessibility of 

mental health services, and solve the psychological problems of 

high-risk groups of depression. In this review, we examine the 

current use of X-AI technology in mental health assessments for 

depression.  As a result of reviewing 6 studies that used X-AI to 

discriminate high-risk groups of depression, various algorithms 

such as SHAP (SHapley Additive exPlanations) and Local 

Interpretable Model-Agnostic Explanation (LIME) were used for 

predicting depression. In the field of psychiatry, such as 

predicting depression, it is crucial to ensure AI prediction 

justifications are clear and transparent. Therefore, ensuring 

interpretability of AI models will be important in future research. 
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I. INTRODUCTION 

Artificial Intelligence (AI) refers to computer technology 
that mimics human intelligence by using logical methods to 
reason, learn, and make decisions. With the advancement of AI 
technologies such as machine learning, deep learning, and 
natural language processing, this technology is being applied 
not only in professional fields but also in our daily lives. For 
instance, virtual assistants such as Apple's Siri, Samsung's 
Bixby, and Google's Assistant use natural language processing 
technology to provide convenience to our lives [1]. 

There is a growing interest in applying AI technology in the 
field of mental health, particularly as an alternative to 
complement the limitations of human analysis, judgment, and 
accessibility in mental health assessments and treatments [2,3]. 
Traditional mental health assessments rely heavily on the 
subjective self-reports and interviews of patients, leading to 
potential inaccuracies in expert decision-making [4,5]. The 
misdiagnosis rate of mental health conditions (e.g. bipolar 
disorder) can be as high as 55~76% [6,7], even among experts 

who have difficulty grasping the symptoms and information 
not reported by the patient. 

The current mental health treatment service faces a gap 
where people who need help do not receive it due to negative 
perceptions of mental health treatment, lack of professional 
manpower and physical accessibility limitations [8,9,10]. There 
is a growing need for a new approach to overcome these 
difficulties, and AI technology is being explored as a potential 
solution. 

In particular, explainable artificial intelligence (X-AI) with 
both accuracy and interpretability technology can help improve 
the accuracy of expert decision-making, increase the 
accessibility of mental health services, and solve the 
psychological problems of high-risk groups of depression [11]. 
In this mini-review, we examine the current use of X-AI 
technology in mental health assessments for depression. 
Additionally, we discuss the measures and limitations of 
applying AI to mental health services. 

II. MATERIALS AND METHODS 

A. Artificial Intelligence and Machine Learning in Depressive 

Disorder 

Depressive Disorder is a severe psychiatric disorder that 
results in functional impairment [12]. Currently, the diagnosis 
of depressive disorder relies on the identification of a minimum 
number of core symptoms that cause functional impairment 
over a certain period of time [12]. However, this symptom-
based approach can lead to diagnostic discrepancies and make 
it challenging to interpret the results of additional studies, such 
as genetic studies, neuroimaging studies, and postmortem 
studies. 

The early detection and diagnosis of subtle clinical signs in 
depressive disorder require highly skilled professionals 
working in specialized mental health services. Hence, using 
more objective and reliable techniques, such as neuroimaging 
techniques, can aid in early detection. Machine learning has the 
potential to make accurate diagnoses and predict the response 
to treatment, beyond the conventional method of comparative 
analysis between a patient group and a normal control group. 

Artificial intelligence was first introduced at the Dartmouth 
Conference in 1956 by Professor John McCarthy of Dartmouth 
University in the US [13]. At the technological level, it refers 
to Narrow Artificial Intelligence (NAI), which can perform 
certain tasks with better-than-human capabilities [14]. Machine 
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learning is a specific approach to implementing AI, in which a 
computer learns how to perform a task through an algorithm, 
rather than having specific decision criteria inputted directly by 
humans. In this process, defining appropriate features is critical 
to machine learning, and various algorithms, such as the 
Support Vector Machine, Gaussian Process Classifier, Linear 
Discriminant Analysis, and Decision Tree are used. 

Deep learning, a branch of machine learning, goes further 
by using given data as input [15]. This end-to-end machine 
learning reduces errors that can occur due to human 
intervention, but the quality and quantity of data provided for 
learning is becoming increasingly important [13]. Therefore, 
obtaining high quality data for AI learning is becoming more 
important than the algorithms used. 

B. Advances in Machine Learning in Neuroimaging 

Brain imaging studies can be classified into structural and 
functional studies. Various studies have reported the use of 
machine learning techniques to predict the onset of depression. 
Conventional structural brain imaging studies, which compare 
patients with major depressive disorder (MDD) and healthy 
controls, often use T1-weighted images, which provide high 
contrast between gray matter and white matter, allowing for 
more accurate viewing of gray matter regions that make up the 
cortex. However, MDD is a complex disorder with diverse 
symptoms, and neuroanatomical abnormalities in MDD are not 
limited to morphological changes in a single local area. T2-
weighted imaging and diffusion tensor images are other 
neuroimaging techniques used to study structure. Meanwhile, 
functional aspects can be studied using fMRI (functional 
Magnetic Resonance Imaging). There are various methods 
used in fMRI research to predict the diagnosis of depression, 
such as task-related fMRI and resting fMRI. However, studies 
[16,17,18] on discrimination of depression using neuroimaging 
techniques have shown accuracy errors that vary based on 
sample size. Flint et al. (2021)[16] found that a study with a 
small sample size (n = 20) demonstrated higher accuracy than 
one with a medium sample size (n = 100), while a study with a 
large sample size (n = 1,868) showed an accuracy of only 61%. 
The authors emphasized the importance of considering the 
impact of test set size on systematic misestimation and why an 
overestimation effect may occur. Therefore, researchers should 
not disregard their models solely based on low training data, 
instead they should test the models on a larger set of data to 
assess its performance if it exhibits good results. 

C. Advances in Machine Learning in Psychological 

Assessment 

Depression is diagnosed through a structured interview, 
which sets it apart from many other diseases. The Diagnostic 
and Statistical Manual of Mental Disorders, 5th Edition 
(published by the American Psychiatric Association)[19] 
provides diagnostic criteria that are widely used across the 
globe. These criteria are updated periodically by the APA. One 
of the main features of these criteria is that they rely solely on 
interviews with patients and psychological assessments. For 
instance, Table I displays the diagnostic criteria for major 
depressive disorder. 

TABLE I.  INSTANCE OF CRITERIA FOR MAJOR DEPRESSIVE DISORDER IN 

THE DSM-5 

Criteria 

A 

If five (or more) of the following symptoms persist for two consecutive 

weeks and show a change from previous functional status, at least one of 
the symptoms must be (1) depressed mood or (2) loss of interest or 

pleasure. Note that symptoms due to other apparent medical conditions 

should not be included 

1 

Depressed mood most of the day and nearly every day, subjectively 

reported (e.g., feeling sad, empty, or hopeless) or objectively observed 

(e.g., tearing); note that in children and adolescents, it may present as 
irritable mood. 

2 
Significantly diminished interest or pleasure in almost all of the usual 

activities nearly every day. 

3 

Significant weight loss (e.g., weight change of 5% or more in one 
month) or weight gain, or decrease or increase in appetite almost every 

day, without weight control; note that in children, weight gain should not 

exceed expectations. 

4 Insomnia or hypersomnia nearly every day. 

5 
Psychomotor agitation or retardation nearly every day, observed 

objectively, not just subjective feelings of restlessness or stagnation. 

6 Fatigue or loss of energy nearly every day. 

7 
Feelings of worthlessness or excessive or inappropriate guilt (which may 

be delusional) almost every day, not just remorse or guilt. 

8 
Decreased ability to think or concentrate, or indecisiveness nearly every 
day, either subjectively or objectively observable. 

9 

Recurrent thoughts of death (not just fear of dying), recurrent suicidal 

thoughts without a specific plan, or a suicide attempt or specific plan to 

commit suicide. 

This definition of major depressive disorder makes it 
difficult to properly differentiate whether someone is 
exaggerating their symptoms using these criteria or, 
conversely, minimizing symptoms to avoid social stigma and 
prejudice as a person with a mental illness [12]. Furthermore, 
many risk indicators for depression have been presented 
through numerous studies so far, but no single risk indicator 
can accurately diagnose or classify depression [20,21]. This is 
because depression is not caused by a single factor but 
develops through various genetic and environmental 
interactions. Therefore, in order to diagnose depression clearly, 
it is necessary to consider the importance and influence of 
various risk factors in one model, which should include not 
only the results of face-to-face counseling but also various 
environmental and biological results. To overcome these 
limitations, several studies [22,23,24] have attempted to predict 
depressive disorder using machine learning. 

D. Limitations of Machine Learning in Diagnosis 

Studies on machine learning in the diagnosis of depressive 
disorder [22,23,24] have been ongoing for more than 10 years, 
and accuracy, sensitivity, and specificity are used to evaluate 
these models. Accuracy has been reported to range from the 
high 60% to the mid-80%, while sensitivity and specificity 
have been reported to be in the high 70-80% range. However, 
when applying machine learning theories to actual clinical 
practice, several problems arise that prevent its application, 
such as the heterogeneity of various image data, which arises 
from data collection, acquisition parameters, and post-
processing methods. This makes it challenging to generalize 
the results to other data and compare. 
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E. Advancement of Decision Tree-based Ensemble Model 

Techniques for Depression Prediction and SHAP 

As a result of the efforts of many researchers to create ML 
models with high accuracy and reproducibility over the past 
decade, ML models have evolved into ensemble and boosting 
models, as follows. 

F. Random Forest 

The random forest algorithm is a machine learning 
methodology that predicts by deriving several decision tree 
algorithms. The decision tree algorithm is an analysis 
technique that models relationships and rules of data and does 
not require assumptions of linearity, normality, and equal 
variance [25]. Random forest derives several such decision 
trees and synthesizes the results. Random forest randomly 
selects training data and independent variables when creating 
each decision tree to make predictions. Although individual 
accuracy may be low, all decision trees are aggregated and 
predicted. It has the advantage of increasing accuracy and 
stability because it performs side-by-side measurement [26]. In 
other words, the random forest randomly selects N independent 
variables and creates T decision tree algorithms that randomly 
select data and use the most derived value or average value as 
the predicted value based on the majority rule. The concept of a 
random forest is illustrated in Fig. 1. 

 
Fig. 1. The concept of a random forest. 

G. Extreme Gradient Boosting: XGBoost 

The boosting technique is an ensemble technique that 
creates a weak learner using initial sample data and iteratively 
adds new learners in the direction of reducing the error of the 
learning result. In particular, gradient boosting is an algorithm 
that continues to add new models that predict the residuals of 
previous learners [27]. However, it has the disadvantage of 
slow learning and overfitting. XGBoost is an algorithm that 
compensates for these drawbacks. The concept of XGBoost is 
shown in Fig. 2. 

Introduced by Tianqi Chen in August 2016, XGBoost is a 
decision tree-based machine learning algorithm that uses a 
gradient boosting structure. It creates an optimized model that 
prevents overfitting while minimizing training loss through 
parallel processing, missing value processing, and regulation 
[28]. 

 
Fig. 2. The concept of XGBoost. 

H. Light Gradient Boosting Machine: LightGBM 

LightGBM is a fast and efficient GBDT (Gradient Boosting 
Decision Tree)-based algorithm designed by Microsoft MSRA 
(Microsoft Research Lab Asia) in 2016 [29]. Existing GBDT-
based algorithms have a problem in that they do not perform 
well in large amounts of high-dimensional data because they 
have to scan all of the data to evaluate the information gain for 
all possible split points. Here, information gain refers to better 
discriminating data by selecting a certain attribute. LightGBM 
solved the problem by introducing two techniques, Gradient-
based One-Side Sampling (GOSS) and Exclusive 
FeatureBundling (EFB) techniques. 

In GBDT, data attributes with large gradients play a larger 
role in information gain. Therefore, GOSS is a technology that 
maintains data attributes with a large gradient and randomly 
removes data attributes with a small gradient with a certain 
probability. EFB is a technique for grouping mutually 
exclusive variables according to the characteristics of a sparse 
variable space to reduce the number of variables [30]. In other 
words, LightGBM uses this technology to reduce usage and 
achieve fast training speed. The concept of LightGBM is 
illustrated in Fig. 3. 

 
Fig. 3. The concept of LightGBM. 

I. Categorical Boosting: CatBoost 

The CatBoost algorithm is an ordered boosting technique 
that focuses on preprocessing categorical variables and solving 
overfitting problems [31]. Unlike conventional boosting 
models that sequentially learn all residual errors, ordered 
boosting creates a model by calculating residual errors with 
some data. After that, the technique calculates the residual 
error of the remaining data through the corresponding model. 
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In addition, overfitting is prevented by mixing the order of data 
through random permutation in sequential boosting. The 
CatBoost algorithm improves training speed through variable 
combinations that combine variables with the same information 
gain. Furthermore, unlike other ensemble algorithms that use 
Grid Search or Randomized Search to find the optimal 
hyperparameter, it optimizes the initial hyperparameter value, 
so the parameter adjustment procedure is unnecessary. 

J. Explainable Artificial Intelligence (XAI) 

Explainable artificial intelligence (XAI) refers to helping 
users understand the results by explaining the outcomes 
predicted by artificial intelligence. This makes it possible to 
identify the main factors influencing the result, understand the 
basis of the decision based on the prediction result of the 
machine learning model, and provide an intuitive explanation 
that humans can comprehend about the prediction result [32]. 

K. Local Interpretable Model-Agnostic Explanation (LIME) 

LIME is a technique that uses combinations of masking or 
non-masking of superpixels, which are regions of interest in an 
image that contain important information. The goal is to create 
an interpretable model that checks the importance of each 
superpixel in the prediction of a black box model. For example, 
if an image is classified as a frog, LIME can help us understand 
why by cutting the image into explanatory units and creating 
multiple masked and non-masked versions of each unit. We 
then input these images into the black box model to determine 
the probability that each one is classified as a frog. 

To interpret the results, we train a surrogate model that 
takes the number of masking cases as input values and the 
corresponding probabilities as output values. This model can 
show intuitive results and requires fewer resources than other 
techniques. Additionally, LIME is model-agnostic, which 
means it can be applied regardless of the machine learning 
model used. 

However, LIME has some disadvantages. One is that the 
method used to determine the decision boundary of the model 
is non-deterministic, meaning that the output value may be 
different each time it is called. Another is that since LIME only 
considers one data point at a time, it may not provide a 
complete explanation of the entire model. The concept of 
LIME is shown in Fig. 4. 

 
Fig. 4. The concept of LIME. 

L. Shapley Additive exPlanations (SHAP) 

SHAP is an algorithm based on Shapley Values from game 
theory used to describe the output of a machine learning model. 
The Shapley value is a value obtained through the average 
change according to the presence or absence of a variable after 
constructing a combination of several variables to determine 
the importance of one variable [33]. An explainable model is 
created based on the training data and the learned model, and 
the Shapley value, which expresses the influence on the 
prediction result in terms of direction and magnitude, is 
calculated for the newly input data. Through this, the technique 
explains the contribution that the input variable has on the 
output value of the learned model. 

Existing feature importance techniques use a permutation 
method to measure the effect of a variable on a model. This 
method has the advantage of high computational speed, but 
results may be distorted when variables are dependent on each 
other. Also, the negative (-) influence cannot be calculated, so 
the value of a specific variable may be set higher than its actual 
influence. On the other hand, the SHAP technique considers 
the possibility that variables affect each other and can calculate 
the negative (-) influence. Although it has the disadvantage of 
being slow, it can be seen as measuring the influence more 
accurately than the variable importance method [34]. The 
concept of SHAP is shown in Fig. 5. 

 
Fig. 5. The concept of SHAP. 

M. Studies of Predicting Depression based on XAI 

Explainable machine learning is a relatively new field that 
aims to make machine learning models and their decisions 
more understandable and transparent. This is especially 
important when making decisions that could negatively impact 
people's lives, such as diagnosing depression. Several studies 
have reported that depression was predicted using SHAP, one 
of the techniques of X-AI (Table II). For instance, Matthew et 
al. (2021)[35] propose a framework for explainable machine 
learning called SHAP (SHapley Additive exPlanations) that 
can identify depressive symptoms from social media posts. 
SHAP is a method that assigns importance values to each 
feature in a model based on how much they contribute to the 
prediction. The framework uses natural language processing 
and sentiment analysis to extract features and provide 
explanations for the predictions. The authors assessed the 
model's performance on a held-out test set and found an AUC 
of 0.73 (sensitivity: 0.66, specificity: 0.7) and 0.67 (sensitivity: 
0.55, specificity: 0.7) for GAD and MDD, respectively. 
Additionally, the authors used advanced techniques such as 
SHAP values to illuminate which features had the greatest 
impact on prediction for each disease. 
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TABLE II.  SUMMARY OF X-AI STUDIES 

Article Data 
Models 

/Algoritms 
Results 

Nguyen 

and Byeon 
(2022)[32] 

36,000 

depression 

participants 
over 60 years 

old 

Deep 
neural 

network, 

LIME 

Accuracy=89.92%, 

Precision=93.55%, 
Recall=97.32% 

Matthew 

et al. 

(2021)[35] 

4,184 

undergraduate 

students 

Natural 

language 

processing, 
sentiment 

analysis, 
SHAP 

GAD: 

AUC=0.73 (sensitivity: 0.66, 
specificity: 0.7) 

 

MDD: 
AUC=0.67 (sensitivity: 0.55, 

specificity: 0.7) 

Hueniken 

et al. 

(2021)[36] 

Canadian 
adults (aged 

≥ 18 years, 

N=6021) who 

completed 

web-based 

surveys 

Random 
forest, 

gradient 

boosting, 
support 

vector 

machine, 
and neural 

network, 

SHAP 

Average accuracy of 85% and 
88% 

 

3 most important items 
predicting elevated emotional 

distress: increased worries 

about finances (SHAP=0.17), 
worries about getting COVID-

19 (SHAP=0.17), and younger 

age (SHAP=0.13) 

Amit et al. 
(2021)[37] 

266,544 UK 
women who 

gave birth 

between 2000 
and 2017 

Gradient 

tree 

boosting 
algorithm 

based on 

SHAP 

Postpartum depression: 

AUC=0.805 to 0.844 
Sensitivity=0.72 to 0.76 

Specificity=0.80 

Hochman 

et al. 

(2021)[38] 

A nationwide 
longitudinal 

cohort that 

included 
214,359 

births 

between 
January 2008 

and 
December 

2015 

Gradient-
boosted 

decision 

tree 
algorithm 

Postpartum depression 

AUC=0.712 
Sensitivity=0.349 

Specificity of 0.905 

Uddin  
et al. 

(2022)[39] 

Large text-

based dataset 
from a public 

Norwegian 

information 
website: 

ung.no. 

(11,807 and 
21,470 posts 

of different 

length) 

LSTM 

(Long 

Short-
Term 

Memory), 

RNN 
(Recurrent 

Neural 

Network), 
LIME 

Depression 

Accuracy=84.2% 

III. RESULTS AND DISCUSSION 

Hueniken et al. (2021) [36] used machine learning methods 
to identify factors associated with anxiety and depression 
among Canadian adults during 8 months of the COVID-19 
pandemic. The study analyzed data from repeated cross-
sectional surveys conducted by Statistics Canada between May 
2020 and December 2020, involving 6,021 respondents. 
Authors applied four machine learning algorithms (random 
forest, gradient boosting, support vector machine, and neural 
network) to predict anxiety and depression scores based on 
demographic, economic, lifestyle, and health risk variables 
[36]. Authors found that machine learning models performed 
well in predicting anxiety and depression scores, with an 

average accuracy of 85% and 88%, respectively [36]. Authors 
also identified several important predictors of anxiety and 
depression, including age, gender, income level, employment 
status, physical activity level, chronic conditions, and 
perceived health risk related to COVID-19 infection or 
vaccination. 

The study by Amit et al. (2021)[37] aimed to predict the 
risk of postpartum depression (PPD) using machine learning 
and electronic health records (EHR) data from primary care. 
PPD is a common disorder that affects mothers and their 
newborns. The study used data from 266,544 UK women who 
gave birth between 2000 and 2017 and had at least one visit to 
their primary care physician within a year after delivery. The 
machine learning algorithm used in this study was a gradient 
tree boosting algorithm based on SHAP. According to the 
findings, incorporating EHR-based forecasting with EPDS 
score enhanced the area under the receiver operating 
characteristic curve (AUC) from 0.805 to 0.844, as well as 
increased the sensitivity from 0.72 to 0.76 while retaining a 
specificity of 0.80. The study demonstrates the feasibility and 
value of using SHAP-based machine learning and EHR data 
for estimating PPD risk and improving screening and early 
intervention. 

Hochman et al. (2021) [38] conducted a study to create and 
validate a model using machine learning to predict postpartum 
depression (PPD). The research analyzed data from a national 
cohort of Israeli women who gave birth between 2008 and 
2015 and had a psychiatric diagnosis or prescription within a 
year after delivery. EHR-derived sociodemographic, clinical, 
and obstetric features were used with a gradient-boosted 
decision tree algorithm to develop the prediction model. The 
model's accuracy was assessed in the validation set, achieving 
an AUC of 0.712, with a sensitivity of 0.349 and a specificity 
of 0.905 at the 90th percentile risk threshold. The model 
identified PPDs more than three times higher than the overall 
set, with positive and negative predictive values of 0.074 and 
0.985, respectively. The study revealed that both recognized 
(e.g., past depression) and less-recognized (differing patterns of 
blood tests) PPD risk factors were strong predictors in the 
model. The research demonstrated the usefulness of machine 
learning-based models in predicting PPD using large-scale 
cohort data with high accuracy. 

Several studies [32, 39] have developed X-AI models to 
predict depression using LIME. Uddin et al. (2022) [39] were 
develops an interpretable machine learning model that can 
predict depression from multi-modal data, such as speech, text, 
and facial expressions. The model useed attention mechanisms 
and feature importance scores to provide insights into the 
factors influencing depression. Furthermore, as the attributes 
utilized by the system are grounded on the probable indications 
of depression, the system could produce purposeful 
justifications of the verdicts from machine learning algorithms 
through the use of an interpretable artificial intelligence 
technique named LIME. The accuracy of the developed 
depression prediction model was 84.2%. 

Nguyen and Byeon (2022) [32] utilized a deep neural 
network (DNN) model to make predictions about depression in 
elderly individuals during the pandemic. They focused on 
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social factors related to stress, health status, daily changes, and 
physical distancing as potential predictors. To obtain data, they 
used the 2020 Community Health Survey of the Republic of 
Korea, which included more than 97,000 participants over 60 
years old. After cleansing the data, the DNN model was trained 
on information from over 36,000 participants and 22 variables. 
The researchers also integrated the DNN model with a LIME-
based model to make the predictions more explainable. The 
study found that the model achieved an accuracy of 89.92% 
and had high precision (93.55%) and recall (97.32%) scores, 
indicating its effectiveness. The researchers highlighted the 
potential of this explanatory DNN model in identifying elderly 
patients who require early treatment due to the increased 
likelihood of depression caused by the pandemic. 

Taken together, X-AI such as SHAP and LIME have been 
reported to be effective in predicting depression in several 
previous studies. However, the predictive performance of 
machine learning techniques varies across studies due to 
differences in data imbalance (particularly in the Y variable), 
the nature of the features incorporated in the model, and how 
the outcome variable is measured. Therefore, while some 
studies have shown that X-AI-based machine learning 
algorithms perform well, additional studies are continually 
needed to verify the predictive performance of each algorithm 
since the results cannot be generalized to all data types. 

IV. CONCLUSION 

Models that are easy to interpret often have simple 
structures and lower accuracy, while models that are difficult to 
interpret typically have more complex structures and higher 
accuracy. In various fields, researchers are conducting studies 
to apply X-AI to models to ensure interpretability while using 
powerful learning algorithms with excellent predictive 
performance. In order to introduce AI into sensitive decisions 
such as medical diagnoses, and to support medical 
professionals in their decision-making, sufficient justification 
for AI results needs to be established. Particularly in the field 
of psychiatry, such as the prediction of depression, it is crucial 
to ensure that the justifications for AI predictions are clear and 
transparent. Therefore, ensuring the interpretability of AI 
models will be important in future research. 
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