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Abstract—This study used the activity theory model to 

determine the dynamic difficulty adjustment of serious-game 

based on synthetic fog. The difference in difficulty levels was 

generated in a 3-dimensional game environment with changes 

determined by applying varying fog thickness. The activity 

theory model in serious-games aims to facilitate development 

analysis in terms of learning content, the equipment used, and 

the resulting in-game action. The difficulty levels vary according 

to the player's ability because the game is expected to reduce 

boredom and frustration. Furthermore, this study simulated 

scenarios of various conditions, scores, time remaining, and the 

lives of synthetic players. The experimental results showed that 

the system can change the game environment with different fog 

thicknesses according to synthetic player parameters. 
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I. INTRODUCTION 

One of the most significant challenges in successful 
teaching is preparing a suitable learning environment [1]. 
Several studies have shown that appropriate teaching methods 
are usually active, engaging, goal-oriented, [2] generate 
spontaneous random feedback, and provide solutions to 
challenges [2], [3]. The last two characteristics are also 
possessed through instructional content when playing games 
embedded in a computer [4]. Scientifically, this category of 
game is called a serious game [5], and it aids in making the 
learning process more interesting, fun, comfortable, effective, 
improves learning performance, student's skills, and behavior 
[5], [6]. 

This research aims to change the habits, ways of thinking, 
views, increase knowledge, and train the soft skills of serious-
game players. It also increases engagement, extrinsic and 
intrinsic motivation, creates awareness, and analyzes games 
developed to focus on a particular lesson, which can be played 
in the classroom or at home. 

Carvalho et al. [7], [8] proposed a scheme to analyze and 
evaluate various student experiences with learning material for 
later aggregation and study. According to Callaghan et al. [9], 
the serious-game view is complex and covers three principal 
activities, namely gaming, learning, and instructional, 
comprising the student and the teacher. The game consists of 
basic supplementary attempts or resources obtained from the 
teacher. 

The Activity Theory Model Serious-Game [10] (ATMSG) 
method [8] comprises four analytical phases. In the first stage, 
the teacher explains the critical tasks relevant to the system 
action and defines the course and theme. The second stage 
establishes a sequence as a map to help define the game's core 
elements and provide an initial point for determining the 
interlinked aspects of the system framework. In the third 
stage, the trainer describes elements relevant to each node of 
the game [11] order. While in the last phase, the teacher 
collects suitable acts, resources, and targets that equally 
belong to the game order. After completing the phase, the 
trainer has a summary of the play structure, knowledge, and 
didactic components, as well as their application. 

However, some weaknesses are associated with the serious 
game, such as difficulty in playing, which sometimes 
frustrates the players. To overcome these weaknesses, the 
player must achieve a state of "flow" [12][13], which is 
usually characterized by sustained concentration and increased 
achievement. Several studies proposed Dynamic Difficulty 
Adjustment (DDA) [14]–[19], a mechanism to dynamically 
maintain a game's difficulty level [20]–[22] to ensure an 
increase in user's interest. 

The mechanism of dynamic difficulty adjustment starts 
with processing data from players and enemies in the game 
and changing the difficulty level [23]–[26]  based on the 
player's skill. The attributes of both parties are usually 
changed to dynamic, and the more skilled the player, the 
greater the possibility of the system limiting resources and the 
harder it will be to beat the enemies. However, when the 
player suffers defeat, the game will provide weaker enemies 
and abundant resources [27]. 

Several studies have examined DDA in games, such as 
computer-controlled players [27], and inferred difficulty 
curves from real-time data [28]. These studies developed 
automatic difficulty selection [29], applied appropriate 
difficulty based on player information [30], determined the 
effect of difficulty setting on trust players [31], and produced 
dynamic game content based on evidence-centred design [32]. 
However, this study will adopt simpler and faster techniques 
[32] by using a dynamic value to adjust the game's difficulty 
level. 

This study proposes the automatic DDA based on synthetic 
fog setting to reduce players' visibility. Artificial fog 
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technique is widely used to measure fog removal techniques 
from natural images [33]–[36]. Nevertheless, artificial fog is 
more used to produce difficulty when playing games, adding a 
mysterious experience and increasing tension. This technique 
has not been previously used in preliminary studies to 
determine difficulty level because artificial fog is an art 
without any standards. Moreover, the in-game synthetic fog 
only serves as a compliment. 

A synthetic agent [37][38]–[41] was used to determine the 
serious-game [42] dynamic difficulty levels that should be 
achieved based on the final target scenarios, which is modified 
at each level. 

II. RELATED WORKS 

A study conducted in 2015 [43] proposed setting the 

difficulty of the enemy character, which can change their 
nature and behaviour, based on the game player's ability. It 
only focused on changes in the conduct of the enemy's 

character with the difficulty setting method completed [44] 

using an evolutionary algorithm. Lach [45] used an adaptive 

evolutionary algorithm to regulate non-player characters' 
behaviour. These approaches do not provide details of the 
framework used for the serious-game foundation. 

Callaghan proposed using a serious-game framework 

based on activity models [8] to integrate analytical techniques 

in engineering lessons in 2018 [9]. However, the approach 

taken does not consider adaptive difficulty management. 

Another research article [30] proposed using a fuzzy 

coordinator for dynamic difficulty setting in commercial 
games applied to bots. Although the study described the 
behaviour of smart bots, which have a variety of capabilities, 
it was not applied in serious games. 

A dynamic process was used by [29] to determine the 

difficulty setting in video games without stating the use of 
methods and parameters set dynamically at each level. The 
report by [28] also proposed a dynamic difficulty setting, for 
puzzle games, using a rating system. Preliminary studies [28], 
[29] have not implemented the serious-game strategy because 
they do not use machine learning methods. 

A previous study by [32] proposed a dynamic difficulty 

setting in game-based learning using the ECD framework to 
design and assign each student's competency. A dynamic 
difficulty setting was designed by changing the non-player 
character's attributes that can balance the abilities of students 
who are playing dynamically. The study focused on 
educational content questions without considering the game 
environment setting. It also introduced the ECD framework 

for dynamic difficulty management [32], focusing on 

mathematics using standard Indonesian student exams. These 
studies focused on the evidence used as a reference to process 
dynamics more accurately and effectively. 

The study by [27] proposes creating an enemy using the 

dynamic difficulty setting and applying it to the business 
content. The dynamic difficulty setting handles two strategies, 
namely enemies who can decide strategies and provide threats 

to players, who are expected to be more involved in the game. 

An architecture was proposed in [46] to produce enemy 
formations in a procedurally two-dimensional game. This was 
carried out to determine the variable difficulty curve and 
enemy variation used to design an appropriate difficulty 
setting based on the fitness function calculation [47]. The 
study by [46] presented the dynamic difficulty adjustment 
with a skill chain and ranking system used to balance the 
game's difficulty. Their discussion suggested that the skill 
chain can be useful for getting players to complete a higher 
number of tasks with a greater difficulty level. 

Studies on the dynamic difficulty setting of the serious 
game are challenging to explore. To date, no system has been 

proposed, using the concept of the activity theory model [9], 
irrespective of its numerous advantages and convenience in 
developing and analyzing the learning strategies of the games. 

Meanwhile, the serious-game dynamic difficulty setting 
system with the activity theory model has a more detailed 
division and is more suitable for an educational game. Several 
studies have discussed the dynamic difficulty settings 
[27][48][47] aimed at enemy characters capable of deciding 
strategic behaviour and producing appropriate attack 
formations. It also uses skill chains to produce balance by 
providing several missions with a higher level of difficulty. 
However, this present study aims to design a dynamic 
difficulty management system which uses the activity theory 
model to determine environmental changes and the difficulty 
level of the serious game. This process is carried out by 
applying synthetic agents as substitutes for players to facilitate 
analysis. The contributions of this research are described in 
the following paragraphs. 

First, a dynamic difficulty adjustment is proposed in the 
activity theory model of the serious-game. The system reads 
the player's parameters' initial value and then re-reads it after 
the player receives an award. Based on reading this second 
parameter, the system can dynamically adjust the difficulty 
level. Furthermore, it changes player and game parameters, 
saved in the settings log, to produce a new level of play. In 
this study, the virtual environment system can interact with 
players. 

Second, the change in difficulty is designed using the 
artificial fog model, where the thickness can be calculated 
according to a heterogeneous distribution. This artificial haze 
can prevent players from recognizing objects that must be 
collected as part of the learning mission that must be achieved. 
Third, synthetic agents can be used to test the system for 
difficulty level changes, making it easier to analyze and more 
comfortable to fix. 

Several sections of this research describe the development, 
testing, and analysis of file systems. Section III discusses the 
introduction to the dynamic difficulty adjustment, the activity 
theory serious-game model, the dynamic difficulty adjustment 
model, the artificial fog model and the application of synthetic 
agents. Furthermore, the experimental results and the 
discussion are shown in Section IV, while Section V 
concludes the research. 
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III. DYNAMIC DIFFICULTY ADJUSTMENT 

The dynamic difficulty adjustment process was carried out 
using parameters at an entry-level. When players increase or 
decrease a specific parameter, they have new values, which 
add to the old one to create a new parameter. Therefore, from 
new parameters, the game starts a new level, which splits its 
parameters into HVHL and LVHL. HVHL represents higher 
value parameters used to determine health and score. A player 
with high health and score is tagged better; hence the 
difficulty level should be adjusted. LVHL reflects a parameter 
that indicates a better player for a higher value [32]. This 
parameter is increased when the player solves a game problem 
quickly. Table I shows the game's parameters. Curriculum and 
the Education Unit Level Curriculum[49], as shown in Table 
II. 

Compute each parameter's value by determining the skill 
value (     ), which is determined using equation (1). It 
calculates the player's performance, which is dependent on the 
current achievement parameter (     

), the maximum (     
), 

and the minimum (     
) values. 

Measure the overall player value and enemy's skill to 
specify the total amount (  ), the player or opponents abilities 
using equation (2). Equation (2) includes the weight of each 
parameter. The value serves as the significance of a parameter 
used to define the players’ performance, as shown in Table III. 
For a detailed explanation, please refer to [14]–[19]. 
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Analyze the skill values of the player and the opponent 
(       ) to determine whether the change is necessary using 
equation (3). The      and denotes the player's and the 
enemy's skill value, which is measured using equation (2). 

                    

Compute the arrangement value and replace the opponent 
parameters. The game parameters are modified using 
equations (4) and (5). 
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       and         denote the appropriate value and 

current modification values of the players. This indicates that 
the device lowers the skills of players’ previous opponent and 
attributes         for them to beat the enemy more efficiently. 

The method is continuously used until the players have solved 
all problems or their health points equal zero. 

A. Activity Theory Model Serious-Game 

The gameplay consists of 6 steps, as shown in Fig. 1. In 
phase 1, the player is asked to take action by customizing the 
avatar or choosing the model after entering the game through 
its configuration section. Furthermore, in phase, players learn 
how to play and assess the game based on the activity model. 
In phase 3, they face the choice to choose a new mission or 
continue with the old one. When players select a new task, 
they play a puzzle, and when they decide not to select a new 
mission, the game system provides suggestions. The puzzle 
played in phase 4 consists of the tool in the form of tiles. The 
game's goal is to visualize the changes in the value achieved. 
Students perform tasks to fulfil missions, overcome challenges 
to remember knowledge, and focus on work. 

Furthermore, in phase 5, the game awards added values to 
determine additional player abilities and other bonuses. After 
receiving the award, players face another challenge, which is 
an opportunity to increase the rewards they have received until 
the maximum value is achieved. There are three sides of 
players on the activity theory model, namely the play, 
learning, and intrinsic instruction. The player seeks help to 
learn the game interface using a pre-installed tutorial. From a 
learning point of view, the player analyzes the device provided 
by the game in the form of suggestions. The intrinsic 
instruction process enables the player to demonstrate and 
provide the player with learning instructions. Game systems 
assess, measure performance, and give feedback to players. 
Phase 6 evaluates, appreciates and improves the performance 
[5], [9], [46], [50]–[52]. 

TABLE I.  GAME’S PARAMETERS 

Subject 
Group’s 

Parameter 
Process 

Game’s 

Parameter 

Player 

HVHL Number of correct answers Score 

LVHL The time to fix the task 
Action 

Time 

Enemy 

HVHL 
Enemy knack to break the problem 
with distinct form of query 

Strength 

LVHL 
knack to resolve matter in 

restricted time 
Velocity 

TABLE II.  HIGHEST AND LOWEST VALUE OF EACH PARAMETER 

No. 
Attribute in-

game 

Value 

Highest Value/Fmax Lowest Value/Fmin 

1. Score 100 45 

2. Action Time 210 0 

3. Strength 100 45 

4. Velocity 250 0 

TABLE III.  PARAMETER’S WEIGHT 

Parameter Weight 

Score/Strength 0.8765 

Action Time/Velocity 0.1235 
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Fig. 1. Phases of Gameplay. 

B. Dynamic Difficulty Adjustment Model 

The process applied when the player successfully answers 
the question is analyzed in the dynamic difficulty adjustment 
model. There are four main processes in the application of 
FDDACP method in the game, these include 1) Collect 
Enemy's and Player's Attributes, 2) Adjust Level of Difficulty, 
3) Change Enemy's and Player Attributes and 4) Save changes 
in Log. This process is shown in Fig. 2 [32]. 

C. Dynamic Difficulty Adjustment Model in Activity Theory 

Model Serious Game 

Fig. 3 shows the mechanism of implementing the dynamic 
difficulty system in a serious game. This process is applied 
when the player fulfils the associated task. The proposed 
method in this research comprises the following six stages. 

1) Read the initial parameter value of the player. This 

mechanism collects the entire parameter value before the 

player starts the game. 

2) Player puzzle. After several times, the player receives 

the rewards, and the system reads the parameter value. This 

step processed the parameter value provided by the reward 

step and used it as input for the system adjustment method. 

3) Adjust level using dynamic difficulty adjustment 

processes the parameter value provided by the 2
nd

 step and 

calculates it to determine the mechanism. 

4) The change of the player's parameter is carried out 

based on the adjustment value. For instance, if players are 

about to lose, the game gives them more time to answer the 

next question in peace. 

5) Save Log Settings. This method saves the process of 

change in the game to see where the student needs change. 

6) Create a new level. The change value is stored in the 

Log function to generate a new level. 

When the player asks questions in the game, all processes 
above are completed. The next question will change the 
parameter as long as the player is safe. 

D. Synthetic Fog Model 

The use of synthetic foggy imagery aims to facilitate the 
creation of three-dimensional fog in a game. Therefore, 
changes can be made more measurable to reduce 
manufacturing time. The standard size of the PSNR and SSIM 
index is used to facilitate evaluation and comparison and a 
more detailed explanation can be seen in the reference 
[36][34]. Fig. 4 shows a different fog environment. 

 

Fig. 2. Dynamic difficulty adjustment model. 
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Fig. 3. Proposed dynamic difficulty adjustment in activity theory model serious-game. 

 
Fig. 4. The different fog environments. (a) No-Fog environment, (b) Homogeneous fog, (c) Heterogenous fog. 

IV. RESULT AND DISCUSSION 

A. Dynamic Difficulty Calculation 

The results obtained from equations (1) to (6) are shown in 
Table IV. It comprises two scenarios, namely the enemy is 
lower and higher than the player. Therefore, for the first case, 
the parameter power was 1 (HVHL), and the speed was 100 
(LVHL). This means that when the player reaches a score and 
time-act of 10 and 43, the game system will change, and in the 
next stage, the enemy's parameters increase hence the power 
and speed become 8.88 and 96.65. When the player's 
achievement is almost the same, the score becomes ten, and 
the time-act 40, hence the power parameter increases to 9.32, 
while the speed drops to 93.31. 

Furthermore, in 2
nd

 scenario, the enemy was higher with 
power and speed value of 15 and 30, while the player's 
achievement remained the same as in the previous scenario, at 
a score and time-act of ten and 43. When the power decreased 
to 13.62 and speed increased to 30.76, with the player's score, 
time-act, power and speed parameters of 10, 40, 10.08, and 

32.11. 

B. Synthetic Fog 

This research used the score, time remaining, and player 
life parameters to determine the opponent's function in the 
game system. At the beginning of the game, players were not 
allowed to fight their opponents, but against time, score, and 
life, known as HVHL. The time remaining and the player's 
health are denoted with LVHL. The DDA changes the fog's 
thickness to hinder players from fulfilling the mission given. 
The fog used in this study is synthetic [36][34], as shown in 
Table V. Therefore, the thinner the fog, the lower the 
difficulty level generated, and the thicker the fog, the harder it 
becomes. 

The haze is divided into ten parts, as shown in Table V. It 
starts from level 0 to 9, which denotes dense to extremely 
clear. In the game, fog level 0 (thick) means it is the most 
challenging, and 9 (extremely clear) denotes easy, as shown in 
Table VI. 

TABLE IV.  EXAMPLE OF THE GAME SCENARIO 

Scenario 1st Scenario 2nd 

Enemy = Low Enemy = High 

HVHL LVHL HVHL LVHL HVHL LVHL HVHL LVHL 

Score Time-act Power (enemy) Speed (enemy) Score Time-act Power (enemy) Speed (enemy) 

10 43 1 100 10 43 15 30 

10 40 8.88 96.65 10 40 13.62 30.76 

  9.32 93.31   10.08 32.11 
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TABLE V.  DIVISION OF FOG IN INTERNATIONAL VISIBILITY [36][34] 

Haze level Haze Visibility 

0 Dense fog <50 m 

1 Thick fog 50 - 200 m 

2 Moderate fog 200 – 500 m 

3 Light fog 500 m – 1 km 

4 Thin fog 1 km – 2 km 

5 Haze 2 km – 4 km 

6 Light haze 4 km – 10 km 

7 Clear 10 km – 20 km 

8 Very clear 20 km – 20 km 

9 Extremely clear >50 km 

TABLE VI.  FOG/HAZE TYPE FOR EACH LEVEL IN THE GAME 

Game level Fog/Haze type 

Level 1 Extremely clear 

Level 2 Very clear 

Level 3 Clear 

Level 4 Light haze 

Level 5 Haze 

Level 6 Thin fog 

Level 7 Light fog 

Level 8 Moderate fog 

Level 9 Thick fog 

Level 10 Dense fog 

C. Game Screenshot 

The proposed game is shown in Fig. 5, where Fig. 5(a) is a 
screen belonging to the synthetic player, which comprises the 
time remaining, the achieved and target scores, the game 
difficulty level, and the synthetic player's life. Fig. 5(b) is the 
mission the synthetic player needs to complete, while Fig. 5(c) 
is the object to avoid. If the task can be accomplished, points 
will be added, while a decrease in the synthetic player's life is 
obtained when the object is held. 

Fig. 6(a) and 6(b) represent the game’s 3
rd

 and 4
th

 levels. 
The mission and object positions that must be avoided are 
visible in both figures. Fig. 7(a) and 7(b) show the 3

rd
 and 5

th
 

levels of the game and its conditions. A thicker haze surrounds 
the game environment compared to Fig. 6(b). In Fig. 7(b), the 
mission positions to be reached and the objects to be avoided 
are increasingly invisible due to the thick fog. 

Fig. 8(a) shows the 3
rd

 level of the game, as illustrated in 
Fig. 6(a) and 7(a) It also shows the mission positions and 
objects to avoid. Meanwhile, Fig. 8(b) shows the condition 
when the game reaches the 9

th
 level. Apart from the mission 

and invisibility of the objects to be avoided, the trees in front 
of the synthetic player also start to disappear. 

D. Dynamic Difficulty Level Selection 

The selection of dynamic difficulty levels is shown in 

Table VII. It indicates several different parameters owned by a 
synthetic player, such as score, student time, life, and health of 
the synthetic player. The following column shows changes in 
the level of difficulty with and without using DDA. The 
scoring parameter, remaining time and life of 12, 63 and 27 
are shown in the third row. According to the settings based on 
DDA, with and without the game, levels are 3 and 2. The 
challenge increases with greater excitement when the player is 
at level 3. 

Furthermore, when the score level drops on the scenario 4
th

 
to 10, the DDA will set the game level back to level 2. In 
contrast, in the settings without using the game level is 
increased to level 3 because it will undoubtedly cause players 
to feel frustrated and easily bored with the game. 

Another example is seen in scenarios 7 to 10 in yellow 
highlight, where the setting with and without DDA determines 
the difficulty level to be 7 and 5 in green highlight, 
respectively. When the synthetic player score increases to 49 
in red highlight, the setting uses DDA of the difficulty level 
rises to 8 in magenta highlight. Furthermore, the synthetic 
player score increases to 52 and 54 with the rise in the 
difficulty level to 10. 

This is different from the difficulty level settings without 
DDA because when the synthetic player score is 35, the game 
system without DDA determines the difficulty level at 5 in 
green highlight. When synthetic player’s score increase to 49, 
52, and 54, the game difficulty level is suddenly raised to level 
10 shown in grey highlight, which will lead to a sudden rise, 
frustrating the player and making them more reluctant to 
continue the game. 

The phenomena in Table VII are graphically visualized, as 
shown in Fig. 9. The graph shows that the increase in the 
difficulty level using DDA is progressing, as indicated by the 
purple line. 

A synthetic player is used to provide the advantage of 
testing many times without worrying about boredom. Fig. 10 
is an experimental visualization of 10 repetitions, where each 
experiment is carried out 1,000 times to determine the 
difficulty/gameplay change. 

TABLE VII.  THE GAME LEVEL SELECTION COMPARISON 

Scenario 
Input Parameter Game Level 

Score Time Remain Player Life DDA without DDA 

1 2 70 10 1 1 

2 4 66 28 1 1 

3 12 63 27 3 2 

4 10 47 35 2 3 

5 14 42 38 3 3 

6 26 36 31 4 4 

7 35 28 38 7 5 

8 49 25 40 8 10 

9 52 11 50 9 10 

10 54 9 65 10 10 
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Fig. 5. (a) Panel belongs to synthetic players, (b) The mission to complete, (c) The object to avoid. 

 

Fig. 6. The game screenshot: (a) The mission and the object in the 3rd level are still visible, (b) The mission and the objects are still visible in the 4th level. 

 

Fig. 7. The game screenshot: (a) The mission and the objects in the 3rd level are still visible, the synthetic haze covers (b) The mission and the objects in the 5th 
level. 

 

Fig. 8. The game screenshot: (a) The mission and the objects in the 3rd level are still visible, the synthetic haze covers (b) The mission and the objects in the 9th 

level. 
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Fig. 9. The graph shows a gradual change in difficulty level. 

 
Fig. 10. The visualization of 1,000 times the difficulty level/gameplay 

change. 

E. Comparison 

This study produces a dynamic difficulty adjustment 
system applied to a serious game based on the activity theory 
model for educational material in 3D format. It differs in 
characteristics compared to the application of DDA in other 
studies. Table VIII shows these differences in detail with 
reference [32] to students and determining what has changed 
in enemy behaviour without implementing the serious-game 
model of activity theory. This is in accordance with the study 
by [27] on applying DDA in business and in-game. The study 
[48] is a study that focuses on setting up enemy formations in 
the 2-dimensional role play game genre. Adjustments are 
made based on variable difficulty curves and enemy variations 
of the fitness function. Preliminary study by [47] implements 
DDA using a ranking system to balance gameplay. When 
compared with the four studies, this research has similar 
characteristics [32]. However, the advantage of environmental 
changes resulting from DDA is applied in a serious-game-
based activity theory model and tested using a synthetic 
player. 

TABLE VIII.  DIFFERENCE IN CHARACTERISTICS COMPARED TO THE 

APPLICATION OF DDA IN OTHER STUDIES. 

References 
3

D 

Syntheti

c player 

Environme

nt change 

DDA

-ML 

Educa

tion 

Activity 

Theory 

Model 

Serious-

Game 

[32] - - - √ √ - 

[27] - - - - √ - 

[48] - - - √ - - 

[47] - - - √ - - 

proposed √ √ √ √ √ √ 

V. CONCLUSION 

In conclusion, this study proposed a dynamic difficulty 
setting system to overcome boredom and frustration when 
playing educational games. The game format selected is 
serious-game with an activity theory model, which details 
each goal into instruction, learning, and games. The serious-
game comprises the same scope, namely action, equipment, 
and targets, making it easier to design a serious-game for 
specific and precise educational needs. 

At the experimental stage, the serious-game system 
building was combined with a dynamic difficulty setting to 
obtain the players' abilities and skills. Furthermore, the limited 
visibility at different levels of difficulty led to the proposal of 
a 3D serious-game, which does not need the process of 
determining the characters in the early stages of the game. 
Designing a serious game for education determines the 
dynamic difficulty setting and educational content. The 
experimental results showed that the game system created can 
adjust the game environment smoothly. 

Compared to previous studies, the system in this study has 
the advantage of using a serious-game model that focuses on 
improving student knowledge, involving smooth 
environmental changes, and avoiding competition with enemy 
characters. Besides, the proposed system is also able to follow 
the abilities of players who are not always the same. 

Our next study is to add educational material settings for 
different player achievements. So not only setting the fog 
thickness but also considering the setting of educational 
materials. And we added artificial intelligence to make the 
changes more subtle. 
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