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Abstract—Automated Essay Scoring (AES) systems involve 

using a specially designed computing program to mark students’ 

essays. It is a form of online assessment supported by natural 

language processing (NLP). These systems seek to exploit 

advanced technologies to reduce the time and effort spent on the 

exam scoring process. These systems have been applied in several 

languages, including Arabic. Nevertheless, the applicable NLP 

techniques in Arabic AES are still limited, and further 

investigation is needed to make NLP suitable for Arabic to 

achieve human-like scoring accuracy. Therefore, this 

comparative empirical experimental study tested two word-

embedding deep learning approaches, namely BERT and 

Word2vec, along with a knowledge-based similarity approach; 

Arabic WordNet. The study used the Cosine similarity measure 

to provide optimal student answer scores. Several experiments 

were conducted for each of the proposed approaches on two 

available Arabic short answer question datasets to explore the 

effect of the stemming level. The quantitative results of this study 

indicated that advanced models of contextual embedding can 

improve the efficiency of Arabic AES as the meaning of words 

can differ in the different contexts. Therefore, serve as a catalyst 

for future research based on contextual embedding models, as 

the BERT approach achieved the best Pearson Correlation (.84) 

and RMSE (1.003). However, this research area needs further 

investigation to increase the accuracy of Arabic AES to become a 

practical online scoring system. 

Keywords—Arabic language; Automated Essay Scoring (AES); 

Automated Scoring (AS); Educational Technologies; NLP 

I. INTRODUCTION 

Online learning has become an integral part of the 
educational system in the wake of the COVID-19 pandemic, 
during which most countries had to close their educational 
institutions as a precautionary measure to preserve the safety 
of the public from the spread of infection. Shifting to online 
education was an alternative solution to cope with the 
restrictions imposed by the lockdown of educational 
institutions; however, it imposes many social and educational 
challenges [1], particularly when it comes to online 
assessment. A study which looked into assessment during the 
COVID-19 lockdown has suggested the need for a multilevel 
approach to the problems of cheating and plagiarism [2]. Even 
prior to the pandemic, assessment was a well-known challenge 
in education encountered by both traditional and online 
education [3]. It continues to be a dominant issue in the online 
learning arena even in the post-pandemic world. 

Assessment in education describes the ―processes of 
evaluating the effectiveness of sequences of instructional 

activities when the sequence was completed‖ [4], and it has 
been divided into formative and summative assessments [5]. 
Formative assessment is part of the instructional process in the 
classroom; it provides the feedback needed to adjust the 
teaching and learning activities to suit the learners while they 
are engaged. On the other hand, summative assessment is 
given periodically in order to assess the learners‘ level of 
knowledge or achievement at a certain point in time. The AES 
in the context of this work is considered as a form of 
summative assessment. 

Despite the diversity of methods for assessing students' 
progress, the examination method has been used 
predominately to measure students' performance and 
knowledge. Namely, examinations are held at the end of the 
course in addition to course assignments [6]. The academic 
examination is a considerable undertaking in the education 
process due to the significant number of students who take the 
exams. A massive overhead of time and effort is involved, 
with teachers having to score exams instead of focusing on 
other important aspects of the educational process [7]. 

At this point, automated scoring (AS) systems appear to be 
one of the best solutions to overcome these challenges. AS 
systems offer a collection of different grading approaches 
based on measuring the similarity between the answer posed 
and the expected answer [8]. AS systems introduce an 
effective alternative scoring mechanism for several types of 
questions such as true/false (T/F) questions, multiple choice 
questions (MCQs), and fill-in the blank questions. 
Nevertheless, the grading of essay questions and short answer 
questions is a complex task in AS systems, as such systems 
need deep knowledge and understanding of the nature of texts 
in a language process [9]. Hence, automated essay scoring 
(AES) [10] has emerged as a way to grade student essays. 

There are different approaches used in the context of AES 
to measure the similarity between model answers (MAs) and 
student answers (SAs). One approach is string-based similarity 
[11], which involves scaling the string's sequence and the 
composition of the letter; in comparison, corpus-based 
similarity [12] measures similarity depending on the 
information obtained from large copra. Moreover, the 
knowledge-based similarity approach [13], which is one of the 
most popular approaches for measuring text similarity, utilizes 
information derived from the semantic network Arabic 
WordNet. 

According to research presented in [14], many research 
efforts have focused on developing and studying automated 
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scoring for short and essay questions written in English. In 
comparison, a limited number of studies in this area have been 
conducted to address automated Arabic short answer 
questions. The Arabic language, spoken by approximately 400 
million people [15], is a complex language, with many 
synonyms for one word, differences in the meaning of a word 
according to its different formation, and richness of 
morphology. Accordingly, there is a lack of a practical system 
in Arabic to conduct automated scoring of short or essay 
questions due to the accuracy of the proposed frameworks 
being insufficient. Some studies have proposed a framework 
that translates the Arabic answer into English to measure the 
similarity between the model answer and student answer [16]. 
In contrast, other studies have proposed solutions that are 
centred around processing the Arabic language. For example, 
the work presented in [17] showed that using synonyms and 
finding the root of words can close the difference between a 
model answer and student answer. Another study has 
suggested that using deep learning can enhance the accuracy 
of Arabic AES [14]. 

The focus of this study was automated short text answer 
scoring presented in Arabic using a text mining technique with 
deep learning algorithms for natural language processing 
(NLP). The study aimed to investigate the effects of stemming 
level on measuring similarity between student answer (SAs) 
and model answer (MAs) It contributes the following to the 
following to this research area: 

 Provide a comparative empirical study by comparing 
different word-embedding approaches to examine the 
word‘s surrounding context. 

 Investigate mechanisms that depend on raising the 
percentage of similarity between the SA and MA by 
increasing the number of correct words in the SA. 

 Evaluate the proposed models in the literature using 
two different available Arabic corpuses. 

The rest of this paper is organized as follows. Section II 
presents the related work, while Section III explains the 
methodology used in this study. Section IV presents and 
discusses the study results. Finally, the conclusion in Section 
Section V and recommendations for future work are given in 
Section VI. 

II. RELATED WORKS 

This section presents works related to the processing of 
Arabic short answer scoring and the present state-of-the-art 
approaches for short answer scoring for the English and 
Arabic languages. 

Previous students have introduced models for Arabic AES 
that use string-based techniques of text similarity; for 
example, research in [18] presents a system for online exams 
in Arabic that is based on the Stemming and Levenshtein 
algorithms. The system reduces the words that have the same 
stem to a common phrasing. The results of this study showed 
that the proposed system is effective as a classification tool for 
Arabic essay questions. 

Several other studies dealing with AS in Arabic have 
employed corpus-based algorithms such as Latent Semantic 
Analysis (LSA), which is an NLP technique that evaluates the 
similarity between two documents. This method relies on 
generating vectors-presentation for semantic terms, words, or 
even the concepts [19]. Research in [20] presented a system 
for scoring Arabic short answers by embedding LSA with the 
main three important syntactic features: lemmatization, the 
mistake of words, and the number of common words. They 
employed bag-of-words (BOW) to present feature vectors that 
mapped into the Cosine algorithms to measure the similarity 
between student answers (SAs) and model answers (MAs). To 
evaluate their approach, an Arabic short answer corpus was 
generated, and the best result was 96.72%. Similarly, research 
in [21] applied a similar approach, though their approach was 
centred on a semantic perspective as it combined LSA with 
linguistic features. After performing the normalization 
process, the authors generated feature vectors using Term 
Frequency-Inverse Document Frequency (TF-IDF) as the 
input to the Cosine algorithm. To improve the accuracy of 
LSA, the study leveraged part-of-speech (POS) with Term 
Frequency (TF) to take into account the syntactic of words. 
Moreover, the work in [22] utilized LSA with pre-processing 
of answers, for example, by removing stop-words, applying 
the replacing synonyms technique, and applying a stemming 
process. Meanwhile, the study in [23] proposed a new 
automated essay scoring approach focused primarily on 
measuring the similarity based on the root extraction and the 
synonyms of the keywords in addition to using the Cosine 
similarity. Moreover, they used the ROUGE metric to evaluate 
the obtained results, which gave a high accuracy rate of 
84.5%, which indicated that the model‘s scoring could 
approximate human scoring. 

Furthermore, another related work rendered an automated 
grading model for Arabic essays with the aim of gaining and 
achieving better efficiency [17]. In this case, features were 
extracted from the SA and MA by utilizing the F_score tools, 
and Arabic WordNet was used as a helpful method for 
semantic similarity, which is considered as a knowledge-based 
algorithm. The proposed model recorded better accuracy when 
Arabic WordNet was used than without it. 

Moreover, other research efforts presented frameworks 
using hybrid approaches of a string-based corpus and 
knowledge-based corpus. Research presented by [24] 
compared different algorithms to inspect the optimal solution 
of Arabic automatic grading. They employed two string-based 
text similarities methods: the Damerau-Levenshtein algorithm 
and the N-gram algorithm. Further, the LSA and DISCO were 
used as corpus-based text similarity algorithms. The authors 
applied four testing methods, namely Stop, Raw, Stop-Stem, 
and Stem, to investigate the accuracy of string-based 
algorithms. However, they only used the stop method to test 
corpus-based algorithms, since the semantic similarity 
between the stop words does not need to be measured. In 
addition, they calculated the correlation constant between the 
manual grading and the automatic system grading. Thus, the 
results showed that the N-gram with stop method resulted in 
0.820 as the best correlation. Generally, the character-based 
N-gram algorithm achieved better results than the other type. 
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On the other hand, for the corpus-based algorithms, the 
DISCO algorithm achieved a higher correlation than the LSA 
algorithm, since it is built on words that have a common 
distribution. 

Similarly, research work in [8] introduced a comparative 
study by investigating 14 string-based algorithms and two 
corpus-based algorithms. These algorithms were evaluated 
across two main models. The first was the holistic model, 
which compares the full form of an SA to an MA without 
splitting the SA and ignoring the MA‘s partition scheme. The 
second was the partitioning model, which divides the answer 
of the student into a group of sentences based on the sentence 
boundary detection templates and then maps each sentence to 
the most similar element on the MA. The r correlation and the 
RMSE were used to measure the correlation, while the 
MaxSim and the AvgSim were used to calculate the similarity. 
Accordingly, the experiment showed that corpus-based 
algorithms produce lower error rate values, and the N-gram 
(Bi-gram, Tri-gram) approach recorded the best r correlation 
of 0.826, with the partitioning model achieving results better 
than the holistic model in all cases. 

Additionally, the same authors have also addressed this 
issue by translating Arabic text into English language [16]. 
They developed a framework that evaluates the similarity 
between SAs and MAs by fundamentally translating Arabic 
answers into the English language. The reason behind this 
choice was the limitation of available Arabic text processing 
resources and tools. Their proposed system was composed of 
five main stages as they applied different measuring 
techniques of text similarity in a separate and hybrid way; 
thus, the obtained scoring was scaled using the K-mean 
cluster. 

On the other hand, work in [25] used supervised machine 
learning and classification algorithms to produce a new Arabic 
essay grading database that is compatible with machine 
learning. The study depended on leveraging machine learning 
algorithms to evaluate the database. Thus, the study used the 
several classifiers to build the training model of the database 
such as NB, Meta-classifier, and decision tree (J48). The 
results obtained from the third experiment using Meta-
classifier showed a higher accuracy rate of 83%. Likewise, 
[26] provided a system in the context of web-based learning 
focusing on the Vector Space Model (VSM) and Latent 
Semantic Indexing (LSI). The system firstly extracted 
significant information from the essays by applying the VSM 
for information retrieval techniques. Then it applied the VSM 
and LSI to determine the degree of similarity between the 
student essay and the model essay after each essay has been 
converted to vector space. Finally, it used the Cosine 
similarity to measure the score of SA. The results showed that 
the proposed system provided scoring accuracy close to the 
traditional scoring by the professor. 

Several state-of-the-art deep learning approaches have 
been used to process text similarity and conduct automatic 
scoring (AS). These approaches mainly rely on automated 
multi-layered feature-distributed representation and learning. 
Embedding models have emerged based on deep learning 
methods: word-embedding and paragraph-embedding have 

become cutting-edge models in the NLP field [27]. Several 
contributions have employed embedding models to address 
AS in the English language [28-30]. Moreover, the study in 
[31] provided two main approaches for grading short answer 
questions. In the first approach, the study used four different 
methods based on word-embedding models: Word2vec, 
GloVe, and Fasttext3 by summation pre-trained word vectors. 
In the second approach, it used trained three deep learning 
models to extract the paragraph vector. Finally, Cosine 
similarity was used to measure the similarity between the 
vector of the MAs and the vector of the SAs. The best value 
the study produced for RMSE was 0.797. 

In addition, in its comparative empirical work, research 
provided in [32] developed a model for AS by configuration 
of three presentation feature vectors: a manually extracted 
feature, word2vec, and a contextual embedding feature using 
the BERTmodel. The best-recorded accuracy was by the 
configuration of three feature vectors of 75.2 ± 1.0 Quantized 
Classification. Table I summarises the approaches to handling 
automated short answer scoring as introduced in this section. 

TABLE I. SUMMARY OF APPLIED APPROACHES IN RELATED WORK 

Approach Published Work Area 

String-based [25]. 
Arabic automated online 
exam scoring 

Corpus-based [17], [20], [21], [23] 
Arabic automated short 

answer scoring 

Hybrid approaches 
(String- based, Corpus 

based) 

[8], [24]. 
Arabic automated short 

answer scoring 

Hybrid approaches 
(string based, corpus 

based, knowledge 

based – WordNet) 

[16] 

Translate Arabic short 

answers into English for 
automated scoring 

Word embedding & 

paraphrase embedding 

with cosine 

[31] 
English automated short 

answer scoring 

Word embedding 
(Word2vec), 

contextual embedding 

(Bert) 

[27], [32],[33]. 
English automated short 

answer scoring 

To conclude, more research on how to leverage deep 
learning approaches, or use contextual embedding, for Arabic 
automatic short answer scoring is needed. Thus, this 
comparative empirical study attempted to implement three 
different approaches for the following feature presentation 
vectors: 1) word-embedding using Word2vec, 2) contextual-
embedding using Bert, and 3) WordNet as the knowledge-
based algorithm, with the Cosine algorithm to measure text 
similarity between student answers (SAs) and model answers 
(MAs). Furthermore, it also investigated the effect of 
stemming levels on the performance of the proposed 
approaches. 

III. METHODOLOGY 

This section outlines the proposed process for evaluating 
two different models for measuring text similarity for Arabic 
short answer questions: (1) knowledge-based similarity and 
(2) word and contextual embedding similarity. The two 
models were implemented by some suggested libraries of NLP 
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and the Python programming language. The research 
methodology is illustrated in Fig. 1. 

 
Fig. 1. Methodology. 

In the first stage, data were collected, which include both 
SAs and MAs. In the second stage, data were converted to 
comma-separated value (CSV) format. In the third stage, the 
pre-processing took place, which consisted of four phases in 
the following order: data cleaning, data normalization, stop-
word removal, and finally steam and lemmatization. In the 
fourth stage, the three different approaches (WordNet, 
Word2vec, and Bert) were tested to find the highest accuracy 
in AS. In the fifth stage, the similarity between the SAs and 
MAs was measured utilising the Cosine similarity. Finally, the 
scores were calculated. 

A. Data Collection 

In this study, data collection was based on two Arabic 
datasets provided by Ouahrani and Bennouar [14] and 
Rababah and Al-Taani [23]. 

The dataset in AR-ASAG [14] consists of three different 
exams with the MAs and SAs of three different classes 
collected from a cybercrime course exam. Each exam consists 
of 16 short answer questions, and each question on each exam 
has a different number of student answers. The dataset thus 
contains 2,133 SAs with a total of 48 questions. 

The Arabic dataset produced in [23] consists of 11 
questions from the official Jordanian History course exam. 
Each question includes the MA created by the teacher and the 
answers of 50 students, with an average of 50 words per 
answer. The questions in both datasets include one or more of 
the question types shown in Table II. 

TABLE II. DATASET QUESTION TYPES 

Arabic Question Type Translation 

 Define عشف

 Explain اششح

 Justify عًٍ

 What are the consequences ِا إٌتائج اٌّتشتبت عٍٝ

 What is the difference ِا اٌفشق

B. Convert to CSV Format 

A comma-separated value (CSV) file is a set text file that 
uses a comma to separate values. Each line of the file is a data 
record that consists of one or more fields separated by 
commas. After the datasets were obtained, the data were 
converted to the CSV format. 

C. Pre-process 

1) Cleaning data: cleaning the data is an essential process 

in text mining that removes the noise from the data and 

prepares the data for processing. Therefore, all the punctuation 

marks were removed, including full stops, commas, and 

parentheses, in order to make the data more understandable in 

the comparison with the correct answer in the MA. The 

difference in data before and after cleaning is shown in 

Table III. 

TABLE III. DATA CLEANING 

Student Answer 

before Data 

Cleaning 

Student Answer 

after Data 

Cleaning 
Translation 

ٟ٘ وً صٍٛن غ١ش أخلالٟ 

٠تُ باصتخذاَ اٌٛصائً 

الاٌىتش١ٔٚت )اٌٙاتف، 
اٌىّب١ٛتش..(، ٠تّخً فٟ 

حصٛي ِشتىب اٌجش٠ّت 

ِا ٠ش٠ذ ٌتحم١ك أ٘ذافٗ عٍٝ 
اٌشخص١ت ب١ّٕا ٠تحًّ 

اٌضح١ت ٚ٘ٛ اٌّضتخذَ 

اٌعمٛبت، تتّخً فٟ صشلت 
 اٌّعٍِٛاث

ٟ٘ وً صٍٛن غ١ش أخلالٟ 

٠تُ باصتخذاَ اٌٛصائً 

الاٌىتش١ٔٚت اٌٙاتف 
اٌىّب١ٛتش ٠تّخً فٟ 

حصٛي ِشتىب اٌجش٠ّت 

عٍٝ ِا ٠ش٠ذ ٌتحم١ك أ٘ذافٗ 
اٌشخص١ت ب١ّٕا ٠تحًّ 

تخذَ اٌضح١ت ٚ٘ٛ اٌّض

اٌعمٛبت تتّخً فٟ صشلت 
 اٌّعٍِٛاث

It is every immoral behaviour 

that takes place using 

electronic means (telephone, 
computer...), represented by 

the perpetrator obtaining what 

he wants to achieve his 
personal goals, while the 

victim, who is the user, bears 

the penalty, represented by 
stolen information. 

ٟ٘ صٍٛن غ١ش لأٟٛٔ 
عبش أجٙزة إٌىتش١ٔٚت، 

لأ٘ذاف ِاد٠ت أٚ ِع٠ٕٛت 

غاٌبا لإتلاف أٚ صشلت 
اٌّعٍِٛاث ٟٚ٘ ِخلا: 

إٌصب ٚالاحت١اي، اٌتعذٞ 

الإٌىتشٟٚٔ، اٌتجضش 
 ٚأتٙان اٌخصٛص١ت

ٟ٘ صٍٛن غ١ش لأٟٛٔ عبش 
لأ٘ذاف أجٙزة إٌىتش١ٔٚت 

ِاد٠ت أٚ ِع٠ٕٛت غاٌبا 

لإتلاف أٚ صشلت 
اٌّعٍِٛاث ٟٚ٘ ِخلا 

إٌصب ٚالاحت١اي اٌتعذٞ 

الإٌىتشٟٚٔ اٌتجضش 
 ٚأتٙان اٌخصٛص١ت

It is illegal behaviour through 

electronic devices, often for 
material or moral purposes, to 

destroy or steal information, 

for example: fraud, electronic 
infringement, espionage and 

violation of privacy. 

ٟ٘ صٍٛن غ١ش لأٟٛٔ ٠تُ 

باصتخذاَ الأجٙزة 
الإٌىتش١ٔٚت، ٠تُ تح١ًّ 

اٌّجشَ ِٕٗ عٍٝ فٛائذ 

ِاد٠ت ِٚع٠ٕٛت، ٠تحًّ 
اٌضح١ت خضاسة ِمابً رٌه 

اٌٙذف ِٓ اٌجش٠ّت إتلاف 
 أٚ صشلت اٌّعٍِٛاث

ٟ ٠تُ ٟ٘ صٍٛن غ١ش لأٛٔ

باصتخذاَ الأجٙزة 
الإٌىتش١ٔٚت ٠تُ تح١ًّ 

اٌّجشَ ِٕٗ عٍٝ فٛائذ 

ِاد٠ت ِٚع٠ٕٛت ٠تحًّ 
اٌضح١ت خضاسة ِمابً رٌه 

اٌٙذف ِٓ اٌجش٠ّت إتلاف 
 أٚ صشلت اٌّعٍِٛاث

It is an illegal behaviour that 
takes place using electronic 

devices, for which the 

criminal is charged with 

material and moral benefits, 

and the victim bears a loss 
due to the goal of the crime, 

destroying or stealing 

information. 

2) Normalization: At this stage, data were processed using 

advanced techniques by developing the normalization 

functions for some specific letters, as in Arabic, some letters 

are written in various forms. Thus, the Tashaphyne Library 

[34] was used for normalizing the following letters: Alef 

 .(ٖ،ة) Ya'a (ٜ،ٞ), and Ha‘a ,(ء،ئ،ؤ) Hamza ,(ا،آ،أ،إ)

Furthermore, other methods were used for removing diacritics 

format (known in as Tashkeel) as shown in Table IV. 

TABLE IV. NORMALIZATION 

Letters form Normalized into Function name 
 Alef normalization ا ا،آ،أ،إ
ٜ،ٞ ٞ Ya,a Normalization 
 Ha‘a Normalization ٖ ٖ،ة
 Hamza Normalization ء ؤ، ٚ، ئ
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3) StopWord: At this stage, words that have no meaning 

in NLP were removed from both the MAs and SAs, as they 

were not used as index terms and were not useful in AS. For 

example, from each MA and SA, all the following stop-words 

were removed: (' 'صٛف', 'إ١ٌىُ', 'ران', 'رٌىُ', 'ب١ذ', ١٘ٙاث', 'إِا', 'إرْ', 

 .(… ,''بٟ', 'ٌىُ', 'ولا', 'بّا', '٘ٛ', 'بىٓ', 'ِّٓ', 'ح١ج', 'أٔتٓ', '٘زا

4) Stem & Lemmatization: the aim of this stage was to 

employ stemming techniques to extract the root-base of each 

word. Stemming is a crucial method to process complex 

morphological words such as those in the Arabic language. 

This technique refers to the task of stripping prefixes, suffixes, 

and infixes from all words. This process also includes 

lemmatization, which extracts a relevant root-base called a 

lemma that refers to the dictionary of words [35]. 

In the research presented in this paper, two available NLP 
and morphological tools that provide a stemmer for the Arabic 
language have been utilised. The first tool was the FARASA 
library proposed by [36], which is an accurate stemmer based 
on SVM ranking for manipulating Arabic text. The second 
tool was the Arabic ISRI Stemmer, which is available in 
NLTK packages and designed to retrieve low-forms of words. 

FARASA provided the light stem by removing prefixes, 
suffixes, and infixes, while ISRI conducted the base stem. 
Hence, they were used together to investigate the effect of 
stemming level on similarity accuracy. Table V presents the 
stemming process for the dataset of FARASA and ISRI, and 
Table VI shows examples of the resulting text from each pre-
processing step. 

TABLE V. THE STEMMING PROCESS FOR FARAS AND ISRI 

Word FARASA Arabic ISRI 
 صٍه صٍٛن اٌضٍٛن
 حذث تحذث ٠تحذحٙا
 تأَ تأ١ِٓ تأ١ِٓ
 صحف صحفٟ صحف١ْٛ

TABLE VI. PRE-PROCESSING RESULTS 

Answers 
After 

Cleaning 

and 

Normalization 

After stop-

word 
Stem using 

FARASA 
Stem using 

ISRI 

ٟ٘ وً صٍٛن 
غ١ش أخلالٟ ٠تُ 

باصتخذاَ 

اٌٛصائً 
الاٌىتش١ٔٚت 

)اٌٙاتف، 

اٌىّب١ٛتش..( ، 
٠تّخً فٟ 

حصٛي ِشتىب 

اٌجش٠ّت عٍٝ ِا 
٠ش٠ذ ٌتحم١ك 

أ٘ذافٗ اٌشخص١ت 

ب١ّٕا ٠تحًّ 
اٌضح١ت ٚ ٘ٛ 

اٌّضتخذَ 

اٌعمٛبت ، تتّخً 
فٟ صشلت 

ٟ٘ وً صٍٛن غ١ش 
اخلالٟ ٠تُ 

باصتخذاَ اٌٛصاءي 

الاٌىتش١ٔٚٗ اٌٙاتف 

اٌىّب١ٛتش ٠تّخً فٟ 

حصٛي ِشتىب 

اٌجش٠ّٗ عٍٟ ِا 
٠ش٠ذ ٌتحم١ك ا٘ذافٗ 

اٌشخص١ٗ ب١ّٕا 

٠تحًّ اٌضح١ٗ ٚ 
٘ٛ اٌّضتخذَ 

اٌعمٛبٗ تّخً فٟ 

صشلٗ اٌّعٍِٛاث 
 ِخلا

صٍٛن اخلالٟ 

٠تُ باصتخذاَ 

اٌٛصاءي 
الاٌىتش١ٔٚٗ 

اٌٙاتف 

اٌىّب١ٛتش ٠تّخً 
حصٛي ِشتىب 

اٌجش٠ّٗ ٠ش٠ذ 

١ك ا٘ذافٗ ٌتحم
اٌشخص١ٗ ب١ّٕا 

٠تحًّ اٌضح١ٗ 

ٚ اٌّضتخذَ 
اٌعمٛبٗ تّخً 

صشلٗ اٌّعٍِٛاث 

 ِخلا

صٍٛن اخلالٟ 

تُ اصتخذاَ 
ٚصاءي 

اٌىتش١ٔٚٗ ٘اتف 

وّب١ٛتش تّخً 
حصٛي ِشتىب 

جش٠ّٗ أساد 

تحم١ك ا٘ذاف 
شخص١ٗ تحًّ 

ضح١ٗ ٚ 

ِضتخذَ عمٛبٗ 
ِخً صشق 

 ِعٍِٛت ِخً

صٍه خٍك ٠تُ 
باصتخذاَ سءي 

٘تف  اٌىتش١ٔٚٗ

وّب١ٛتش ِخً 
حصً سوب 

جشَ ٠شد حمك 

٘ذف شخص 
ب١ٓ حًّ ضحٗ 

ٚ خذَ عمب 

ِخً صشق عٍُ 
 حلا

 اٌّعٍِٛاث ِخلا

عٍُ احصائٟ 

ٌضٍٛن الأضاْ 
٠تىْٛ ِٓ 

(bio ٍُع)

ٚل١اس 
(metric) 

عٍُ احصاءٞ 
ٌضٍٛن الأضاْ 

٠تىْٛ ِٓ عٍُ ٚ 

 ل١اس

عٍُ احصاءٞ 
ٌضٍٛن الأضاْ 

٠تىْٛ عٍُ ٚ 

 ل١اس

عٍُ احصاءٞ 
صٍٛن أضاْ 

عٍُ تىْٛ 

 ٚل١اس

عٍُ حصء صٍٛ 

عٍُ ٚ  أش ٠ته
 ل١ش

D. Feature Extractions and Text Similarity Measure 

1) WordNet: WordNet is a knowledge-based tool used to 

measure semantic similarity. It is a lexical database that places 

synonyms that have the same meaning, and which are not 

based on the form or linguistic similarity of the words, in 

groups called synsets [17]. The Arabic WordNet tool was 

created in 2006 and expanded in 2016 to include more 

synonyms. This technique is used to find similarly meaningful 

synonyms in SAs to increase accuracy in AS [24]; after pre-

processing for SAs, Arabic WordNet tool is used to consider 

all the synonyms then measure semantic similarity using the 

Cosine similarity to find the similarity of both sentences. The 

result of normalizing the sentences is from 0 to 5. 

2) Word2ve: Word2vec is a word-embedding technique 

that represents words as vectors of numbers in a vector space 

and trains the word vector with the aim of facilitating the 

process of measuring the similarity between these words, 

wherein the vectors that represent similar words are placed 

close to each other; the less similarity between words, the 

greater the distance between their vectors [37]. This method 

generates for each distinct word in the dataset a numerical 

representation referred to as a vector; after defining all the 

words that it can identify as having a key relationship with the 

vector, it calculates the angles between these vectors by using 

similarity measures. Word2vec performs its function through 

two basic models. The first is Continuous Bag-of-Words 

(CBOW), which works by predicting a word by looking at and 

combining the surrounding words that the word falls between. 

The second is the Skip-grams model, which performs the 

opposite process to the previous model, as it relies on a word 

to predict the surrounding words. 

In this paper, the CBOW model was applied as it is faster 
than the other noted models and represented the frequent 
words in a more efficient way. AraVec was used to set up the 
Word2vec model, which is an open-source project that 
provides a massive set of pre-trained word-embedding models 
for Arabic NLP investigations. It has been created based on 
three fields of Arabic content: Wikipedia Arabic articles, 
Twitter tweets, and WWW pages. Furthermore, the Gensim 
Python library was used to load this model to extract 
embedding vector representation for each SA and MA by 
calculating average word embedding for each answer. 

3) BERT: For addressing the contextual embedding 

between words, the study employed the Bidirectional Encoder 

Representations from Transformers (BERT) model [38]. Bert 

is a bidirectional model that is pre-trained in a deep sense 

regarding context and flow of language. Hence, this unlabelled 

data model can be fine-tuned throughout, adding further 
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output layers to support ultra-modern approaches that process 

different enormous jobs [33]. 

This work employed a pre-trained BERT model from the 
AraBert models‘ list. The bert-base-arabertv2 was predicted to 
extract layers where the external output layer was selected to 
draw out all remaining embedding layers. Thus, the proposed 
model utilized only the external node of the last embedding 
layer as it perfectly defined the sentences in a few dimensions. 
These embeddings will be closer to each other if they are more 
similar. 

E. Text Similarity Measures 

To measure the similarity between the character space 
vectors of an SA and an MA, the Cosine method was 
employed. Cosine works mathematically by calculating the 
Cosine of the angle between two vectors dropped down in a 
multi-dimensional space. The resulting similarity value falls in 
the range from -1 to 1. The -1 indicates strong non-similarity, 
while 1 refers to perfect similarity [39] and [27]. Thus, in this 
study, to align a predicted score with a human score, the data 
were normalized to 0-5. 

IV. RESULTS (SCORE) AND DISCUSSION 

This section discusses the results of the comparative 
experiments that tested the three proposed approaches aimed 
at addressing Arabic automated short answer scoring. These 
experiments were conducted using data from two datasets: 
AR-ASAG and another dataset in [23]. Each dataset and 
approach were tested using the two mentioned stemming tools 
to examine the influence of the stemming level, light stem and 
base stem, on scoring precision for Arabic, which includes 
massive inflections. The proposed approaches were evaluated 
by comparing human scoring with the automated model 
scoring using the two most frequently mentioned 
measurement methods in related works for this area. All the 
experiments reported using both the Pearson correlation 
coefficient and Root Mean Squared Error (RMSE). The 
Pearson correlation coefficient is a precise measurement used 
to assess the linear relationship across two variables, 
represented in the range of -1, 1 to indicate the weakness or 
strength of the relationship, where the higher value is 
preferable. RMSE is the ideal method for measuring the 
variance between a predicted score and a true score. This 
method gives a non-negative value where, generally, a low 
RMSE is best. Table VII and Table VIII display the sample of 
grades to compare human scoring with model scoring. 

A. Proposed Approaches on AR-ASAG 

Table IX reports the results acquired from all three 
approaches that were applied to the dataset AR-ASAG. The 
first approach, WordNet with Cosine, achieved a relatively 
better Pearson correlation with the light stem (.75) while 
recording an RMSE with a lower value with the base stem. In 
Word2vec with Cosine, the light stem again produced an 
approximately higher Pearson correlation (0.7758) and lower 
RMSE (1.3577) than the base stem. Similar results can be 
observed in BERT with Cosine, with a light stem producing a 
Pearson correlation of 0.7616 and an RMSE value of 1.0439. 

Overall, the Word2vec with Cosine resulted in the best 
Pearson correlation at .77 compared with the other 
approaches, while BERT with Cosine achieved the lowest 
RMSE with light stem on AR-ASAG. 

B. Proposed Approaches on Dataset (Rababah & Al-Taani, 

2017) 

The same experiments were performed on the dataset [23] 
as that shown in Table X. WordNet, Word2vec, and BERT 
resulted in the lower RMSE with the base stem as 1.06, 1.12, 
and 1.003, respectively. The higher Pearson Correlation with 
base stem was achieved by Word2vec of .83 and BERT of 
0.84. For this dataset, the BERT + Cosine approach recorded 
the best Pearson Correlation and RMSE. 

TABLE VII. SAMPLE OF HUMAN & MODEL SCORING ON AR-ASAG 

Approaches Human Scoring Model Scoring 

WordNet+Cosine 

3.5 3 

4 3 

5 2.5 

3.75 3 

Word2vec+Cosine 

4 3.79 

2 2.5 

4.5 4.33 

5 4.67 

BERT+Cosine 

2.5 2.5 

5 3 

2.25 3 

3 3 

TABLE VIII. SAMPLE OF HUMAN & MODEL SCORING ON (RABABAH & AL-
TAANI, 2017) DATASET 

Approaches Human Scoring Model Scoring 

WordNet+Cosine 

2 3 

2 2.5 

2 1.5 

2 2 

Word2vec+Cosine 

1 1.5 

1 1 

1 2 

4.43 4.5 

BERT+Cosine 

1 1 

1 1.5 

2.5 3 

2 3 

TABLE IX. THE RESULT OF PROPOSED APPROACHES ON AR-ASAG 

Approaches Stem 
Pearson 

Correlation 
RMSE 

WordNet+Cosine 
Base 0.7469 1.4977 

Light 0.7553 1.4646 

Word2vec+Cosine 
Base 0.7693 1.3879 

Light 0.7758 1.3577 

BERT+Cosine 
Base 0.7536 1.4516 

Light 0.7616 1.0439 
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TABLE X. THE RESULT OF PROPOSED APPROACHES ON DATASET OF 

(RABABAH & AL-TAANI) 

Approaches Stem 
Pearson 

Correlation 
RMSE 

WordNet+Cosine 

 

Base 0.806195 1.1220652 

Light 0.820854 1.153378 

Word2vec+Cosine 
Base 0.837094 1.0655779 

Light 0.828779 1.1118528 

BERT+Cosine 
Base 0.841902 1.00308459 

Light 0.837253 1.0439487 

The following observations are introduced based on the 
results of the above experiments. First, the light root and base 
root are approximately equivalent as they achieved close 
results to each other, as another study [14] also reported. The 
best among them cannot be determined here, as this work 
recorded that the optimal performed stemming level can differ 
with different datasets and various feature representation 
approaches. The light stemming was better when performed 
on the AR-ASAG dataset, while the other dataset had a higher 
Pearson correlation and lower REMS with the base stem. 

Moreover, processing the contextual embedding between 
words has improved the accuracy of Arabic AES compared 
with other similarity measurements. The BERT with Cosine 
achieved the best RMSE across the two used datasets as the 
lowest RMSE was 1.00308. In addition, the best Pearson 
Correlation among all performed experiments was 0.841902 
for the BERT algorithm. 

V. CONCLUSION 

This comparative empirical study evaluated the efficiency 
of different word embedding approaches in the context of 
Arabic automatic essay scoring (AES). Two available datasets 
were acquired, and several pre-processing methods were 
employed for these datasets. For the feature presentation, three 
different approaches were proposed to examine their 
efficiency as feature extract models in this domain. Therefore, 
the WordNet, Word2vec, and BERT approaches have been 
applied individually to extract the features of the student 
answer (SA) and model answer (MA), and the Cosine 
similarity was used to identify the closest-scoring model to 
human scoring by measuring the similarity between the SAs 
and MAs. 

Four experiments were conducted for each proposed 
approach to study the effect of stemming techniques on the 
performance of these approaches. After that, Pearson 
correlations and RMSEs were calculated to compare the 
scores produced by the experiments with human scores. The 
results indicated that advanced models of contextual 
embedding can improve the efficiency of Arabic AES as the 
meaning of words can differ in the different contexts. 
Nevertheless, it is worth mentioning that these experiments 
were conducted on only two available Arabic short answers 
datasets, and hence the results are tied to them. The same 
experiments should be repeated on more datasets to get more 
generic results. Therefore, this area needs more investigation 
to improve the accuracy of Arabic AES in order for it to be 
realised as a practical online scoring system. 

VI. FUTURE WORK 

Future work could endeavour to present a benchmark 
dataset for the Arabic language. Furthermore, proposing a 
hybrid approach, such as combining WordNet with word-
embedding and contextual-embedding, could enhance the 
accuracy of the approach. 
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