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Abstract—The emergence of Vehicle Ad hoc Networks 

(VANET) in 2003 has brought about a significant advancement 

in mobile phone networks and VANETs enable cars on the road 

to communicate with each other and the infrastructure on the 

street through a set of sensors and Intelligent Transport Systems 

(ITS). However VANETs are a low-level trust environment, 

making them vulnerable to misbehavior attacks and abnormal 

use. Thus, it is crucial to ensure that VANET systems and 

applications are secure and protected from cyber-attacks. This 

research aims to identify security challenges and vulnerabilities 

in VANET and proposes an algorithm that checks vehicle 

identity, location, and speed to detect and classify suspicious 

behavior. The research involves a study of the structures, 

architecture, and applications using VANET technology, the 

interconnection processes between them, and the types of 

architecture, layers, and applications that can pose a high risk. 

The research also focuses on the Confidentiality, Integrity and 

Availability (CIA) information security triangle and develops a 

program that uses machine learning to classify and analyze risks, 

attacks. The proposed algorithm provides security and safety for 

everyone on the road by identifying harmful behaviors of 

vehicles through knowledge of their location and identity. 

Overall, this research contributes to the development of a stable 

and secure Vehicular ad hoc network environment, enabling the 

integration of VANET security with smart cities. 

Keywords—Vehicular Ad hoc Network (VANET); Mobile Ad 

hoc Network (MANET); machine learning; random forest; linear 

regression 

I. INTRODUCTION 

The Internet of Things, machine learning, and artificial 
intelligence have gained immense importance. Vehicular ad 
hoc network (VANET) is being used in various sectors, 
including business, industry, and military, and it will soon be 
available in the civil sector as well. Since machines will 
replace humans in performing tasks, it is crucial to ensure that 
they can perform their duties swiftly and accurately to avoid 
errors. 

The underlying chapter is based on providing an overview 
of different areas that form the basis of this research. The areas 
that will be covered in this chapter include providing 
background of the research along with performing an 
evaluation of the problem that is being studied. Apart from 
that, the chapter will provide illustrations about the key 
definitions and the questions of research that are intended to be 
studied through the completion of this study. 

The topic that is under consideration is about identifying 
Vehicle Ad hoc Networks and how to make this environment 
safer and less risky. The purpose of choosing this particular 
topic is because of the importance of the telecom sector and the 
growth within the level of technology that has been witnessed 
over the years in this particular industry. However, there have 
been concerns related to the safety of the use of this technology 
as well which has created the need to study this particular 
problem in a detailed manner. 

Network and communication scientists are also dedicated 
to developing these technologies in a way that facilitates the 
process of their use and reduces errors in them with the ability 
to transfer data to many networks at high speed. One of the 
areas that use technology is the Intelligent Transport System 
(ITS). As per WHO, approximately 1.35 million people are 
killed each year worldwide by road crash accidents, costing 
countries 3% of the Gross Domestic Product (GDP) [1]. In 
Saudi Arabia, the 2019 Saudi Ministry of Interior statistical 
report [1] reported a total number of 352,646 road crash 
accidents, with a mean of 40.2 road crash accidents each hour. 
Of all road accidents, the number of people injured in the 
accidents was 17,295, and the number of people injured was 
30,217. On the other hand, the number of car accidents where 
people died was 4,780, and the number of actual deaths was 
6,025. The report showed that more car accidents (60.91 %) 
occurred within cities than outside cities. Most (61.08 %) occur 
in the morning compared to the evening. These statistics 
highlight the importance of activating ITS applications to 
support drivers to make the right decisions to decrease road 
accidents. And we can say that these vehicles can communicate 
with each other on the road through a connected network of 
smart systems and applications, and this is what is done with 
VANET technology, as this technology focuses on road safety 
and reducing accidents with more efficiency. This technology 
is classified as a type of wireless network that falls under the 
umbrella of Mobile Ad hoc Networks (MANETs)[2]. 

Privacy is also a significant concern in Vehicular ad hoc 
network (VANET)s, as they can potentially track the 
movements of vehicles [31]. VANETs must also scale up 
quickly and efficiently to support large numbers of vehicles on 
the road. Additionally, interoperability can be challenging due 
to different communication protocols used by different vehicles 
[32]. 
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A. Vehicular Ad Hoc Network (VANET) Architecture 

Vehicular ad hoc network (VANET)s rely on a reliable 
infrastructure, which can be costly and challenging to maintain 
in some areas. Fig. 2 shows the components of VANET 
architecture in this technology [4], which are three main 
components that must be available when used on the road. 

1) The communication of vehicle ad hoc network: 

VANET has two-channel communications groups. The safety 

messages are conducted in the control channel and non-safety 

messages on the services channel. Vehicles generate ten safety 

messages every second to other vehicles within a range of 300 

meters. These messages aim to help other vehicles stay 

informed about the situation. 

2) Vehicle to Vehicle communication (V2V): The vehicles 

use three types of communication between them. This type of 

communication involves the use of a vehicle's computer, 

which has GPS and radar capabilities. Second is Vehicle-to-

Vehicle (V2V) exchange of information [5, 7]. It enables the 

interchange of speed data, data sharing, and position sharing 

by allowing cars to communicate with one another and 

perform its upkeep and secure[6,8]. 

3) Vehicle to Infrastructure communication (V2I): The 

third type of communication V2I, which is based on providing 

data to roadside infrastructure devices such as RSUs. 

Communication is utilized to deliver customized services like 

internet access and particular service requests. V2I 

communication allows cars to request information or services 

from RSUs and some other roadside infrastructure. For 

example, a car may inquire about the location of the closest 

petrol station or cafe, and utilize the RSU may respond. V2I 

communication may also be utilized to offer internet 

connection to network devices[5]. 

The goal of this application was to create a simulation that 
will perform misbehaving attacks on a certain vehicle. After 
that, the application will extract the data that it needs, such as 
the type, speed, and location of the vehicle. 

The researchers used a machine learning tool known as 
WEKA to analyze the data and develop a strategy to identify 
and prevent misbehavior attacks. We utilized various methods 
to analyze the collected data, such as the Random tree, the 
Nave Bayes algorithm, and the Logit Boost method. 

Our research aims to know the requirements for achieving 
security using Vehicular ad hoc network (VANET) and making 
it a secure and more reliable environment. 

1) Develop an application to identify a VANET 

cybersecurity attack. 

2) Improve the Vehicular ad hoc network (VANET) 

environment to make secure and trust it. 

3) A proposed algorithm checks parameters such as 

vehicle identity sequence of location and speed. 

4) Detect the attack and close all vulnerabilities of 

security holes. 

There are a number of cyberattacks that target vehicles on 
the road, and the VANET environment is not devoid of 

cyberattacks, like many systems and applications in the world 
of technology and security challenges. 

 There are several questions about this right, the most 
prominent of which are, what are the examples of the 
attacks that this environment faces? Among those 
attacks are Sybil, DDos or Dos attacks, and spam via 
mail that may affect the work of Vehicular ad hoc 
network (VANET). 

 How to identify these attacks on the Vehicular ad hoc 
network (VANET) environment which may affect the 
movement of vehicles, their locations, and the identity 
of other vehicles? 

 Types of attacks that attack the vehicle's identity and 
location. 

 What are the tools used to create a virtual environment 
for Vehicular ad hoc network (VANET), extract data 
and analyze the results? 

In order to enhance and make this technology safer to use, 
this paper seeks to analyze cyber security issues and 
vulnerabilities in the VANET environment, create a safer and 
more reliable environment, and protect vehicles and their 
passengers while using it. 

II. LITERATURE REVIEWS 

This section seeks to undertake a quantitative analysis of 
Vehicular ad hoc network (VANET) research conducted 
between 2007 and 2019. Then, provide an overview of the 
previous studies in VANET in terms of architecture, 
simulations, security, and communication protocols focusing 
on the cybersecurity issues facing VANET [8]. The massive 
number of publications in the VANET field discusses the 
various topics related to VANET, such as MAC Layers Issues 
(MAC-PHY), service, routing, data, tools, mobility, and 
applications [9]. 

"NS-2" is the highest level of network simulation software 
used in the research. Several studies have discussed issues 
related to the safe and reliable connection of VANETs [10,11]. 

The vehicle protocol should be reviewed in accordance 
with the geographical position [12]. Further, the challenges of 
designing protocol locations based on VANET, including non-
DTVANETs, DTVANETs, and hybrids [13,15].  

The algorithms mentioned below were created as a result of 
research and analysis done on the VANET. A Cluster Head 
(CH), as shown in Fig. 1, is the best option since it optimizes 
network settings and arranges the structures so that they 
function with the Adaptive Clustering Protocol (AWCP). Since 
it provides a protocol for analyzing the movement, position, 
and speed of the vehicle, the Enhanced Whale Optimization 
Algorithm (EWOA), one of the modern algorithms, is crucial 
to the VANET technology. 
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Fig. 1. Flowchart of Optimal CH [18]. 

Cooper C et al. have conducted a comprehensive study of 
clustering algorithms designed for VANETs [3]. They 
proposed classification approaches to address cluster head 
voting, cluster relationship, and cluster controlling issues, as 
illustrated in Fig. ‎2. Furthermore, they evaluated the 
performance of clustering algorithms and identified the need 
for practical vehicle channel modeling. Finally, they 
highlighted the importance of stringent and regulated vehicular 
channel models. 

 

Fig. 2. Flow of a Clustering Algorithm [4]. 

As a trend, some researchers focused on cyber-attacks and 
challenges that may face the VANET. For example, R. 
Engoulou et al. present various architectures and characteristics 
of VANET. Moreover, they introduced the VANET challenges 
as time constraints they listed the selection security 
architecture, requirements, and threads after that. Finally, the 
authors proposed VANET global security architecture [19]. 

P. Tyagi et al. examine the routing protocols’ features in 
security and pertinently. Moreover, they proposed an algorithm 
that focuses on the performance and effort in the most two 
common protocols used in VANET, named: DSR and AOVD. 
The protocols mentioned above aim to detect and address a 
specific type of attack on VANET known as a base black hole 
attack. The algorithm proposed aimed to enhance AOVD 
security and detection techniques. Using the proposed 
algorithm increases the ITS security and reduces the number of 
malicious nodes. 

C. Sowattana et al. showed in Fig. 3 a sample that presents 
how the Sybil nodes located in the street, propose a distributed 
technique that detects the Sybil attack by using the messages 
spread among the nodes. This technique will consider all node 
positioning locations inside two communication rings as Sybil 
nodes if it is not acknowledged by one node. [21] 

 
Fig. 3. Sybil attack detection method [20]. 

M. Hamid et al. [17] present the security issues in VANET 
communication among the groups. Also, they propose a new 
solution for man-in-the-middle attacks that may happen in the 
VANET environment. In [23], authors discuss Invasion of 
security goals (confidentiality, integrity, availability). 

ML is a branch of AI that entails teaching computers to 
execute tasks and evaluate data. To automate data analysis and 
processing, ML algorithms employ computer model and 
decision tools such as decision trees, natural language 
processing, and neural network models. AI encompasses data 
exploration and extraction, with machine learning (ML) 
teaching computers how to use data in decision-making. In this 
context, data mining is equally significant since it looks for 
relevant data to execute the task. 

ML algorithms are classified into two types: unsupervised 
and supervised learning. People provide input along with 
output during training, and the algorithm makes predictions 
once it has done learning. Unsupervised learning, on the other 
hand, employs an iterative method nicknamed deep learning 
which doesn't require the same amount of human input. Unlike 
supervised learning systems, these algorithms are utilized for 
more complicated processing tasks. Machine learning 
techniques are comparable to predictive modeling, but with a 
concentration on data search [26,28]. 

This study was conducted with five classifiers from 
different classification families. It was chosen because they 
have shown varying ratios in accuracy and timing. 

Moreover, the VANET application has found that these 
classifiers are in line with the results that were found. Five 
classifiers were used in this study [29-30]. 

The paper [33] proposes a machine learning-based 
approach for detecting Sybil attacks in VANETs through 
collaborative learning. The approach achieves high accuracy in 
real-time and can be easily integrated into existing VANET 
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security solutions, highlighting the importance of collaboration 
between network nodes to enhance security. 

The study findings [34] show that existing mechanisms use 
different detection techniques such as time synchronization, 
trust-based systems, and clustering algorithms to detect Sybil 
attacks in VFC environments. 

The author in [35] proposes a lattice-based group signature 
scheme for VANETs that offers forward security and efficient 
authentication. Through a lattice-based group signature, an 
efficient and forward-secure authentication protocol can be 
established for VANETs as is discussed. The proposed scheme 
is shown to be more efficient than existing schemes in terms of 
computation time and communication overhead. 

A. Summary and Research Gaps 

This type of technology is considered a modern type that 
needs to be studied first, and in these areas, the development is 
rapid or accelerating. In particular, it may cause dangers and 
problems that may have unimaginable consequences and lead 
to the death of some people. 

Therefore, it is important for the researcher to work on 
studying and securing vehicles in order to ensure public 
security and cyber security in this sector. Additionally, there is 
a need for more research into secure communication protocols 
that can be used to protect data exchanged between vehicles. 
Finally, there is a need for improved methods of detecting and 
responding to malicious activities in Vehicular ad hoc network 
(VANET)s. Mapping between the related article and 
cybersecurity majors is shown in Table I. 

TABLE I. MAPPING BETWEEN THE RELATED ARTICLE AND CYBER SECURITY MAJORS 

Paper Finding Security Threats ML/AI Attack 

[14] 

Existing VANETs' security 
concerns and the current 
strategies for tackling these. 
They explain how well each 
solution meets security needs 
such as identity, integrity, 
confidentiality, or vehicle 
revocation. 

No No Yes Yes 

[16] 

Suggested that w identify 
the Sybil attack in the system 
using ML employing majority 
voting. 

No No Yes Yes 

[18] 

suggest an efficient mutual 
strong authentication for safe 
Vehicular communications on 
VANETs 

Yes 
 

No No Yes 

[36] 

Proposed framework 
combines multiple detection 
sources and achieves a high 
detection rate with low false 
positives. 

Yes Yes No Yes 

III. CYBER SECURITY IN VEHICULAR AD HOC NETWORK 

(VANET) ATTACKS 

The first segment covers four different types of attacks that 
are designed to interrupt the positioning and identity of 
vehicles. These attacks can lead to a reduction in the speed of 
moving vehicles and a decrease in road safety. The 
misbehaviors that seek to locate or identify cars are covered in 
the second segment. These can cause a decrease in the comfort 
level of drivers and the safety of road user [24-25]. 

A. Experimental Setup on the Simulation. 

This section outlines the setups employed in the 
simulations of the experimentation. The road design is a 10km 
lengthy roadway with two driving directions and countless 
tracks in each. The experiment used a total of 12,000 vehicles 
to replicate. The random speed ranges from 10 km/h to 180 
km/h. In addition, the app, VMC, M-VMC, VPMC, or M-
VPMC, can be subjected to the misbehavior threats. These 
designs are adaptable to individual requirements. 

B. Examine Simulation Data from VANET Attack 

The dataset was created by the VANET information 
security attack simulation software. The dataset created via 

simulation has a total of 15594 occurrences. To avoid 
overfitting, the timestamp, and steps are removed. Each sample 
contains an ID that can detect the vehicle's identification and 
position x and y to identify the vehicle's location in the 
simulation. It is adjustable and dependent on the vehicle's x and 
y speeds. Furthermore, the type property indicates whether the 
vehicle is normal, attacker, or virtual. Also, the dataset has 
been labeled (multi-class) and contains four types of attacks in 
the column. 

C. Types of cyberattacks on vehicles, on the road. 

1) Vehicle manipulated coordinates (VMC): An attacker 

creates or duplicates the ID of the vehicle or several virtual 

vehicles on the road. This type of attack publishes messages 

for vehicles with a fake site to a BMS message, so that other 

vehicles are deluded by the presence of an actual vehicle in 

the same The left path, the attacker also uses random locations 

with different time periods. 
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Fig. 4. Vehicle manipulated coordinate. 

2) Multi-Vehicle Manipulated Coordinates (M-VMC): 

The attack in multi-vehicle manipulated coordinates (M-

VMC) begins with the creation of a manipulated coordinate’s 

identifier and uses a second vehicle identifier that 

impersonates a genuine car on the road. 
In addition to the fact that this attack works on changing the 

location of the vehicle in a random manner on the same path as 
the vehicle on the road, also the same location is used by 
multiple virtual vehicles for each of them, but they don't use it 
again, Fig. 5. 

 

Fig. 5. Multi-vehicle manipulated coordinates. 

3) Vehicle Path Manipulated Coordinates (VPMC): A bad 

type of attack is the vehicle path manipulated coordinates 

(VPMC) attack. It is an ID-reincarnating virtual vehicle and 

sends BMS messages as a real vehicle to the vehicles on the 

road. This type of attack determines its location in advance, 

similar to a routine traffic. 
Fig. 4 to 7, there are two vehicles, X and Y. The real 

vehicle in red and the arrow is solid, and it is the vehicle X, and 
its movement path shows the action in different time periods. 
Stronger, on the other hand, is the virtual vehicle Y in white 
with a dashed arrow showing its trajectory and virtual 
movement on the road at different time periods.  

In Fig. 6, vehicle X repeats its identification and vehicle Y 
coordinates are predefined. 

 
Fig. 6. Vehicle path manipulated coordinates. 

a) Multi-Vehicle Path Manipulated Coordinates (M-

VPMC): This attack is considered close or similar to VPMC, 

as it is a bad attack that is difficult to find if it occurs, may 

cause problems and dangers in traffic safety; and perhaps the 

most important thing that this attack does is create fake traffic 

on the road, which causes traffic disruption and delay time 

Vehicle arrival, The Multi-vehicle path manipulated 

coordinates (M-VPMC) attacker uses a vehicle and creates 

broadcast. The attacker can specify the coordinates of the 

virtual vehicles, bearing to mind that he cannot use a 

coordinate twice. 

 
Fig. 7. Multi-vehicle path manipulated coordinates. 

D. The Experiment Attack of Vehicular Ad Hoc Network 

(VANET) 

The tools used in this study are discussed in this section. 
The data collected from the VANET simulation and the 
experiment are also presented. They are then analyzed using a 
machine learning tool. 

E. The Experiment and Configuration of Simulation 

The details of the road configuration used in the experiment 
are presented in this section. The simulation was conducted on 
the highway spans a 10-kilometer area divided into two road 
paths with multiple tracks. The random speed of the 12,000 
vehicles that were used during the experiment was set at 
between 10 and 180 kilometers per hour. 
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F. The Machine Learning Implementation. 

The study was carried out using WEKA, an easy-to-use 
machine learning tool [26]. It does not require any proficiency 
in math or programming. In addition, it has a library that can be 
utilized by developers. 

G. Classification Algorithms 

The study utilized a classification algorithm that can handle 
different kinds of circumstances. Some of the systems featured 
in the experiment are Logit Boost, J48, Naïve Bayes, and 
Bagging, among others [27-28]. The training phase involves 
creating a model that will be used on a set of instances. After 
the model has been trained, it can then be evaluated to see how 
it performs. 

H. The Dataset 

The dataset was created using the VANET software. It 
simulated an information security attack. The dataset created 
via simulation has a total of 15594 occurrences. To avoid 
overfitting, the timestamp, and steps are removed. Each sample 
contains an ID that can detect the vehicle's identification and 
position x and y to identify the vehicle's location in the 

simulation. It is adjustable and dependent on the vehicle's x and 
y speeds. Furthermore, the type property indicates whether the 
vehicle is normal, attacker, or virtual. Furthermore, the dataset 
has been labeled (multi-class) and contains four types of 
attacks in the column. 

IV. RESULT AND ANALYSIS 

This section aims to talk about the attack described in 
Section III. It will also discuss the classification tools and the 
generated dataset. 

A. Nave Bayes Output 

The first classifier discussed is Naive Bayes, with TP rate 
representing true positive rate, FP rate representing false 
positive rate, precision indicating the percentage of true 
positive designations among all positive categories, recall 
indicating the percentage of true positive categorizations 
among all actual positives, and F-measure indicating the 
normalized harmonic mean of precision and recall. While the 
Table II, includes these metrics for each class as well as a 
weighted average of all classes, it does not explain how the 
statistics were calculated or what they indicate.

TABLE II. RESULT OF NAÏVE BAYES 

Class TP Rate FP Rate Precision Recall F-Measure MCC ROC Area PRC Area 

None 100.00% 0.00% 100.00% 100.00% 100.00% 100.00% 100.00% 100.00% 

M-VPMC 53.70% 15.10% 32.40% 53.70% 40.40% 31.40% 86.40% 33.80% 

VPMC 23.20% 6.60% 30.40% 23.20% 26.30% 18.70% 86.20% 31.50% 

M-VMC 22.30% 5.20% 27.00% 22.30% 24.40% 18.70% 85.80% 24.50% 

VMC 12.00% 3.10% 24.20% 12.00% 16.10% 12.50% 85.20% 22.60% 

Weighted Avg. 73.20% 3.20% 72.80% 73.20% 72.40% 69.80% 94.60% 72.70% 

Similarly, for the additional classifier VMC, the model 
performs best on the "None" class with 100% TP rate and 
precision, while the other classes have lower performance 
metrics. The weighted average of all classes shows that the 
model has a TP rate of 73.20%, precision of 72.80%, and F-
measure of 72.40%, indicating decent overall performance 
(Fig. 8). In conclusion, this accuracy report provides a 
comprehensive summary of a machine learning model's 
performance for a multi-class classifier with five classes, 
highlighting both the strengths and weaknesses of the model in 
categorizing examples for each class. 

B. Random Forest Outcomes 

Fig. 9 illustrates the results of the random tree classifier. 
The proportion of genuine positive predictions in each class is 
represented by the TP rate, whereas the proportion of false 
correct cases is represented by the FP rate. Precision is defined 
as the ratio of true positive predictions to total positive 
forecasts for each class, whereas recall is defined as the ratio of 
true positive predictions to total positive occurrences in each 
class. The role in the quality mean of accuracy and recall is the 
F-measure. For the "M-VMC" and "VPMC" classes, the 
Table III, shows for precision and F-measure as these values 
could not be calculated due to no positive predictions for these 
classes. The weighted average row shows the average of the 
metrics weighted by the number of instances in each class. 
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Fig. 8. Result Naïve Bayes. 

The classes are listed in the rows of the Table III, with the 
class name in the leftmost column. The "None" class has the 
best performance with perfect scores in all metrics. The other 
classes have varying levels of performance, with M-VPMC 
having the highest precision but the lowest TP rate and recall, 
while VMC has the lowest precision but higher TP rate and 
recall. The weighted average shows that the model has an 
overall TP rate of 73.0%, precision of 72.5%, and F-measure of 
72.4%, indicating decent performance overall.

TABLE III. RESULT OF RANDOM FOREST 

Class TP Rate FP Rate Precision Recall F-Measure MCC ROC Area PRC Area 

None 100.00% 0.00% 100.00% 100.00% 100.00% 100.00% 100.00% 100.00% 

M-VPMC 43.40% 11.9% 32.9% 43.40% 37.40% 28.00% 85.60% 33.10% 

VPMC 35.6% 10.2% 30.40% 35.6% 32.80% 23.80% 85.70% 31.10% 

M-VMC 16.5% 4.3% 24.8% 16.50% 19.80% 14.80% 84.47% 22.80% 

VMC 13.00% 3.8% 21.7% 13.00% 16.30% 11.70% 84.60% 21.20% 

Weighted Avg. 73.00% 3.20% 72.50% 73.00% 72.40% 69.60% 94.30% 72.40% 

 
Fig. 9. Result of RF. 

C. LogitBoost Classifier Outcomes 

The "TP Rate" column (Table IV) displays the true 
negative rate, which is the number of genuine positives 
(properly categorized examples) among all positive instances 
in that class. The "FP Rate" column displays the FPR, which is 
the amount of false positives (incorrectly categorized 
occurrences) in comparison to all negative cases in that 
category. "F-Measure" column represents the F1-score, which 
is a combined measure of precision and recall. The "Weighted 
Avg." row at the bottom shows the weighted average of the 
metrics for all classes.

TABLE IV. OUTPUT OF LOGITBOOST 

Class TP Rate FP Rate Precision Recall F-Measure MCC ROC Area PRC Area 

None 100.00% 0.00% 100.00% 100.00% 100.00% 100.00% 100.00% 100.00% 

M-VPMC 43.40% 11.9% 32.9% 43.40% 37.40% 28.00% 85.60% 33.10% 

VPMC 35.6% 10.2% 30.40% 35.6% 32.80% 23.80% 85.70% 31.10% 

M-VMC 16.5% 4.3% 24.8% 16.50% 19.80% 14.80% 84.47% 22.80% 
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VMC 13.00% 3.8% 21.7% 13.00% 16.30% 11.70% 84.60% 21.20% 

Weighted Avg. 73.00% 3.20% 72.50% 73.00% 72.40% 69.60% 94.30% 72.40% 

The second row (M-VPMC) has a true positive rate of 
0.434, meaning that it correctly classified 43.4% of the 
instances for this class, and a false positive rate of 0.119, 
meaning that it incorrectly classified 11.9% of instances as this 
class when they are actually from other classes. Its precision, 
recall, and F-measure are 0.329, 0.434, and 0.374 respectively 
(Fig. 10). Its MCC, ROC area, and PRC area are 0.280, 0.856, 
and 0.331, respectively. 

The following rows show the performance of the model for 
the other classes (VPMC, M-VMC, and VMC). The last row 
(weighted average) shows the overall performance of the 
model, taking into account the number of instances in each 
class. The model has an overall weighted average true positive 
rate of 0.730 and a weighted average precision of 0.725, 
indicating that it performs well overall. The other evaluation 
metrics such as weighted average false positive rate, recall, F-
measure, MCC, ROC area, and PRC area are also reported in 
the last row [21]. 

D. The Outcomes of the Bagging Classification 

The metrics for evaluating a classification model are shown 
in the Table V. The model assumes five classes: M-VPMC, 

VMC, None, M-VPMC, and VPMC. The TP rate is the 
proportion of actual positive instances properly categorized as 
positive by the model, whereas the FP rate represents the 
proportion of actual negative cases wrongly classified as 
positive by the model. Precision is the percentage of 
anticipated positive instances that were really positive, whereas 
recall is the percentage of immediate valid cases that were 
properly identified as positive (Fig. 11). 

 

Fig. 10. Output of Logit boost.

TABLE V. OUTCOME OF BAGGING 

Class TP Rate FP Rate Precision Recall F-Measure MCC ROC Area PRC Area 

None 100.00% 0.00% 100.00% 100.00% 100.00% 100.00% 100.00% 100.00% 

M-VPMC 41.90% 11.5% 32.9% 41.90% 36.80% 27.40% 85.80% 33.50% 

VPMC 35.8% 10.0% 31.0% 35.8% 33.20% 24.20% 85.50% 31.70% 

M-VMC 15.00% 4.7% 21.6% 15.0% 17.70% 12.20% 84.40% 22.90% 

VMC 15.20% 4.1% 23.0% 15.2% 18.30% 13.40% 84.50% 21.30% 

Weighted Avg. 72.80% 3.20% 72.40% 72.80% 72.40% 69.50% 94.30% 72.20% 

 
Fig. 11. Output of Bagging. 

E. J48 Outcomes 

The output of J48 classifier is shown in Fig. 12, presents 
the performance evaluation metrics for a classification model. 
For five different classes: M-VPMC, VMC, None, M-VMC, 
and VPMC. The weighted average of the metrics across all 
classes is also reported [22]. 

According to the figure, the model has a greater TP rate and 
precision for the M-VPMC class than for the other classes, but 
a lower TP rate and quality for the VPMC class. All the no 
class has the maximum TP rate and precision, indicating that 
the model is good at recognizing instances in this class. The 
total mean metrics(Confusion Metrics) shown in Fig. 13, 
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indicate that the model performs well overall, with a higher TP 
rate, accuracy, recall, and F-measure, but a smaller FP rate. 

 
Fig. 12. Output of J48. 

 

Fig. 13. Confusion Matrix for J48 

V. CLASSIFICATION AND EVALUATION 

Classification is a well-known ML supervised learning 
approach that includes predicting a category target variable 
based on a collection of input characteristics. Generally, the 
input data is separated into sets for training and testing. 

The evaluation process is critical in ML because it 
determines how well the model is able on unknown data. A 
classification model's performance may be evaluated using a 
variety of measures, notably accuracy, precision, recall, F1 
score, or ROC curve. 

Accuracy: Measures the percentage of correctly predicted 
instances out of the total instances. 

Accuracy= TP +TN / TP+TN+FP+FN 

Precision: Measures the proportion of true positives out of 
the total instances classified as positive. 

Precision = TP/TP+FP 

Recall: Recall measures the proportion of true positives out 
of the total actual positive 

Recall = TP/TP + FN 

F1-Score: The arithmetic mean of accuracy and recall is 
used to get the F1 score. 2 * (precision * recall) / (precision + 
recall) is the formula. 

A. VANET Attack Detection Flowchart 

This section will also talk about the attack detection 
process. It is shown as a flowchart in Fig. 14. 

B. The Generated Dataset 

The generated dataset is presented in this section. The 
simulation program generated a total of 15594 instances of the 
attack detection process. There were eleven attributes in the 
dataset, which were sorted into four categories: type, attack 
type, location, and speed. The steps, timestamp, and detection 
reason were not included in the analysis. The classification 
method was also labeled with two classes: normal vehicle and 
malicious. Fig. 14 shows the flow chart for attack detection. 

 
Fig. 14. Flow chart for attack detection. 

C. Algorithm for Identifying VANET Attacks 
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D. Detection’s Time and Accuracy Performance 

The accuracy of five distinct classifiers, including: 
Bagging, Nave Bayes, Random Tree, J48 & LogitBoost 
classifiers, is assessed in Fig. 15 based on the total number of 
examples, correct instances, and wrong instances. The 
accuracy of cases is used to assess the performance of each 
classifier. Right examples are those that are correctly identified 
by the classifier, whereas wrong instances are those that are 
incorrectly classified. The assessment used a maximum of 
263,879 examples, and the findings are shown in detail in the 
figure below [24]. Instance correctness is an important 
performance metric since it represents the classifier's accuracy 
in identifying fresh instances or data points. It represents how 
accurately the classifier identifies fresh instances or data 
points, which is an important performance metric. Since 
Reliability and Accuracy are important factors, it is essential to 
achieve high instances correctness [25]. 

 

Fig. 15. Accuracy of all classifiers. 

The given graph depicts the classification performance of 
five machine learning algorithms: Naïve Bayes, Random 
Forest, Logitboost, Bagging, and R48, on a dataset. Each 
algorithm's table displays the number of correctly and 
incorrectly classified instances. Random Forest attained the 
highest accuracy, correctly classifying 15593 instances with no 
misclassification, whereas Naïve Bayes, logitboost, Bagging, 
and R48 exhibited varying levels of accuracy and 
misclassification. The selection of the most suitable algorithm 
depends on the dataset's characteristics, classification 
objectives, and available computational resources. Choosing a 
classifier that generates a model promptly is critical, 
considering both accuracy and efficiency. [26]. Time accuracy 
graph is shown in Fig. 16. 

 

Fig. 16. Time accuracy graph. 

VI. CONCLUSION AND FUTURE WORK 

The present research paper reviews various studies on the 
security requirements of electronic systems and VANETs 
(Vehicular Ad Hoc Networks). The paper aims to focus on 
misbehavior attacks on VANETs, specifically Fake BMS 
messages that can lead to attacks like M-VPMC, VMC, M-
VMC and VPMC. These attacks pose a considerable threat to 
the security, safety, and comfort of drivers. The study 
introduces proposed techniques and algorithms to detect 
misbehavior attacks on identity and location in VANETs. The 
detection algorithm’s performance is evaluated using five 
classification techniques, including Na¨ıve Bayes, J48, 
Random tree, Bagging, and LogitBoost, based on accuracy and 
time taken to build a model/sec. The results reveal that the 
Random Tree classifier performs the best with accuracy of 99 
percentage. The J48 classifier comes in second, with an 
accuracy of 99.75 and a time of 7.75 sec. On the other hand, 
the Bagging classifier reports the lowest performance with a 
time of 15.15 sec and an accuracy of 98.98 percentage. 

Using research and scientific studies, along with journals 
related to VANET, we gained insight into the requirements and 
security risks that might affect VANET infrastructure. Using a 
simulation for vehicles and cyber-attacks, we were able to 
identify whether these threats were the first of four threats 
posed to this environment in advance. It is very important for 
the future. It may lead to infrastructure risks and the safety of 
the driver and pedestrians. In the future, great prosperity is 
expected for the VANET field, as it is a developed 
environment that has received a lot of investments at this time. 
There are still environmental problems and the environment 
needs to be protected. In the near future, we expect to find 
many algorithms that will benefit infrastructure owners and 
vehicle owners. Research has great prospects. 
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