
(IJACSA) International Journal of Advanced Computer Science and Applications 

Vol. 14, No. 7, 2023 

543 | P a g e  

www.ijacsa.thesai.org 

Purchase Intention and Sentiment Analysis on Twitter 

Related to Social Commerce

Muhammad Alviazra Virgananda
1
, Indra Budi

2
, Kamrozi

3
, Ryan Randy Suryono

4
 

Faculty of Computer Science Universitas Indonesia Jakarta, Indonesia
1, 3

 

Faculty of Computer Science Universitas Indonesia Depok, Indonesia
2
 

Faculty of Engineering and Computer Science Universitas Teknokrat Indonesia Bandar Lampung, Indonesia
4
 

 

 
Abstract—Social commerce is a digital and efficient solution 

to transform existing commerce and address contemporary 

issues. TikTok Shop, a popular and trending social commerce 

platform, competes with established competitors like Facebook 

Marketplace and Instagram Shop. TikTok Shop offers benefits 

and incentives to attract users for both sales and product 

purchases. In this study, various algorithmic approaches such as 

Naïve Bayes, K-Nearest Neighbor, Support Vector Machine, 

Logistic Regression, Decision Tree, Random Forest, LGBM 

Boost, Ada Boost, and Voting Classifier are utilized to analyze 

and compare sentiments expressed on Twitter regarding 

Facebook, Instagram, and TikTok. The aim is to determine the 

methods with the best performance and identify the social 

commerce platform with the highest purchase intention and 

positive sentiment. The results indicate that TikTok has more 

positive sentiment than Facebook and Instagram at 93.07% with 

the best-performing classification model, Decision Tree. In 

conclusion, TikTok exhibits the highest positive sentiment 

percentage, indicating a greater number of positive reviews 

compared to Facebook and Instagram. According to the theory 

of evaluation scores for measuring model performance, values 

above 0.90 represent models with good performance. 

Keywords—Algorithm; machine learning; sentiment; social 

commerce 

I. INTRODUCTION 

E-commerce has rapidly developed worldwide in the 
2000s. This has led many traditional companies and stores to 
start opening online stores, which has brought about a change 
in the world of trade. Initially, business transactions were 
conducted in a traditional manner, with sellers and buyers 
interacting directly. However, with the emergence of e-
commerce, these interactions shifted to an online platform. The 
increase in consumer trust and changes in online shopping 
behavior have supported the growth of e-commerce [1]. In the 
2010s, there was a significant increase in social media users 
worldwide, marking the beginning of the emergence of social 
commerce. Social commerce combines e-commerce and social 
media, reflecting a shift in how businesses operate and interact 
with consumers. This shift has had a significant impact and 
positive benefits for both customers and sellers. Social 
commerce enables businesses to reach a wider and more distant 
target audience due to its ease of use [2], [3]. 

Social commerce is a hybrid of e-commerce and social 
media that enables trade transactions to take place on both e-
commerce platforms and social media platforms like Facebook, 
Instagram, TikTok. With social commerce, consumers can 

purchase products or services from trusted sellers via social 
media platforms they use daily [4]. Sales on social commerce 
occur through social media features, such as links to online 
stores, business nuances, product reviewers, and instant 
shopping features. Additionally, social commerce serves as a 
marketing platform where businesses can promote their 
products and reach potential consumers through paid 
advertising or social listening. This type of social commerce 
has proven to be effective in boosting sales and user 
engagement [1], [5], [6]. 

There are many social commerce platforms circulating 
today such as Facebook marketplace, Instagram, and TikTok 
Shop. The Facebook marketplace is usually used for people to 
make transactions directly without a third person as an 
intermediary, while to make buying and selling transactions on 
Instagram features can be accessed through official accounts, 
or if we want to make sales on the Instagram market we have 
to register a special store first and if we want to make a 
purchase we have to visit the official store account of the 
product we are looking for on Instagram, in contrast to TikTok 
shop, which is a social e-commerce platform that is part of the 
TikTok feature and can be used for product sales [7], [8]. 

Currently, TikTok Shop is the main solution in the modern 
business world because the price it offers is relatively cheaper 
and benefits both sellers and buyers. Over time, TikTok Shop 
developed its innovations to allow users to make sales and 
purchases of products in the live videos they display. This 
feature was just launched in March 2021 and is currently 
available in several countries. The TikTok Shop offers a 
variety of products from various categories, such as fashion, 
beauty, electronics and more [9]. 

Purchase intention is based on people's interest and interest 
in an object. This interest led to purchases made by the public. 
N’da et al. 2023 [10] explores the direct and mediated effects 
of customers' perception of purchase budget (BGT) on 
purchase intention (PIT) through perceived quality (PPQ), 
perceived price (PPR) and perceived benefit (PB) in a cross-
national context to understand the role of BGT in predicting 
customer purchase intention when selling smartphones online 
shopping through international platforms. While Jiang et al. 
2023 [11] state that the market already has a significant size 
and the number is constantly increasing, the need to understand 
the factors affecting the purchase intention of consumers and 
explore the relationship between purchase intention and 
shopping behavior becomes more and more important and 
urgent.  it can be concluded that purchase intention is very 
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important as a parameter of the success of a market or 
business. 

The aim of this research is to analyze the community's 
assessment of TikTok Shop, Instagram Shop, and Facebook 
Marketplace to determine which social commerce platform is 
profitable and receives the most positive sentiment for daily 
transactions such as buying and selling products. This research 
aims to increase trust, satisfaction, and purchase intentions of 
social commerce users. The study also explores the best-
performing algorithms, the strengths and weaknesses of the 
methods used, and which social commerce platform generates 
the highest purchase intent and positive sentiment. 
Theoretically, this research contributes to a combination of 
algorithms that can be used and developed by other researches. 
Practically, this research contributes to social commerce 
developers (such as Facebook, Instagram and Tiktok) knowing 
their business position. So, the features in the application can 
be adjusted according to the community's response. 

The chosen approach methods for this study include Naïve 
Bayes (NB), K-Nearest Neighbors (KNN), Support Vector 
Machine (SVM), Logistic Regression (LR), Decision Tree 
(DT), Random Forest (RF), LGBM Boost (LGBM), Ada Boost 
(ADA), and Voting Classifier (VOT) algorithms. These 
algorithms have been frequently used in previous sentiment 
analysis studies due to their performance, accuracy, and ability 
to handle data effectively. Thus, they are deemed suitable for 
this research. Based on these papers [12]–[18], machine 
learning models are used in certain cases. 

This paper is organized as follows: In Section II, we 
conducted several related works about sentiment analysis on 
social commerce. Then, in Section III explains the research 
methodology applied in this research. Section IV explains the 
results of the research. Last, the result of the research are 
explained in Section V. 

II. RELATED WORK 

Facebook and Instagram have succeeded in attracting 
customer interest in buying or selling their products on those 
social commerce. The feature of buying and selling products in 
social commerce originally was not the main focus in their 
business. Since technological development was significantly 
improved, they take advantage of these features to increase 
interest from customers so they can maintain their loyalty. 
TikTok, being one of the social commerce participating in 
using the feature of buying and selling products as their 
business process TikTok provides various advantages that are 
quite advantageous to company owners. They will have more 
opportunities if they use the TikTok [9]. 

Nabiha et al. in 2021 [19] and Bayhaqy in 2018 [14] 
showed that sentiment analysis related to social commerce is 
only carried out with several single algorithm classification 
methods, such as Naïve Bayes, SVM, Decision Tree and KNN, 
while Lestari in 2022 [20] only uses a single algorithm 
classification method, namely KNN and the application of N-
Gram to the method, and also focuses on only one platform, 
namely the TikTok Shop. Nabila et al. in 2021 [19] did not 
used model evaluation measurements such as Precision, Recall 
and F1-Score, and the accuracy value of the classification 

model tends to be quite low, namely below 0.75. Those 
research [14], [19], [20] only focused on social commerce or 
one of the social commerce platforms without comparing one 
platform to another, while this study uses nine classification 
methods consisting of single algorithms and ensemble 
algorithms which might improve the evaluation results for each 
method for each sentiment data related to three social 
commerce platforms, namely Facebook, Instagram and TikTok 
to determine which platform has more positive sentiment. 

Botchway R et al. in 2022 [21] used binary particle swarm 
optimization to improve the accuracy of their models. The 
optimization method used can produce different accuracy 
values for each classification method. Botchway R and friends 
succeeded in increasing the accuracy value of the Naïve Bayes 
method by 11.6%, SVM by 8.43% and KNN by 0.91%. 
Meanwhile, in research Kamrozi et al. in 2023 [22] does not 
use a special method to increase the evaluation value of the 
method used, namely the Lexicon Method. Therefore, this 
study uses hyper parameter tuning to increase the evaluation 
value of the method used and produce different evaluation 
values for each method. 

Das et al. 2023 [13] used machine learning approaches to 
stop hateful activities from happening, such as Logistic 
Regression, Gaussian Naïve Bayes, K-Nearest Neighbor, 
Decision Tree, Random Forest and Support Vector Machine on 
detection of hate speech from Twitter. Support Vector 
Machine, Decision Tree and Random Forest outperformed all 
the other models, achieving state-of-art 95.5%, 96.2% and 
98.2% accuracy respectively at finding the hidden meaning 
inside the large number of comments and therefore 
determining whether there is any hateful event is going on or 
not. However, this research needs to use more models in order 
to be able to compare and test how well the other models are, 
especially ensemble algorithms. 

III. MATERIAL AND METHODS 

In this chapter, the methodology used to predict intent 
detection and sentiment analysis is explained in relation to the 
user experience when using TikTok. First, people's Twitter 
remarks will be extracted. Second, the pre-processing stage 
will eliminate inconsistent and incomplete data. Third, a 
feature selection approach for identifying discriminating 
phrases for training and classification will be deployed. Fourth, 
nine machine learning approaches using NB, KNN, SVM, LR, 
DT, RF, LGBM, ADA and VOT will be used to classify 
sentiments into two categories, positive and negative. Finally, 
an evaluation will be conducted by calculating the performance 
value for each method using metrics and then comparing which 
method has the best performance. Fig. 1 illustrates the research 
methodology used. 

A. Data Collection 

Data collection or information extraction was conducted on 
social media platform which frequently used by the public, 
namely Twitter. The information was gathered via Twitter's 
Application Programming Interface (API). Data of Twitter may 
be used to uncover themes and items being discussed based on 
certain keywords, to evaluate sentiment on specific businesses, 
and to obtain opinion on the latest products and services. For 
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the intended data extraction needs, users may define needed 
attributes such as usernames, keywords, locations, name of 
place and others. [9], [23], [24]. 

 
Fig. 1. Research methodology. 

Data collection was carried out by collecting several 
community's tweet on Twitter regarding their ratings and 
experiences when using social commerce. The data collection 
was carried out with crawling data method using the Python 
programming language and Jupyter Notebook. Therefore, the 
dataset was developed independently and was not obtained 
from other paper references [Dataset is available in Supporting 
Materials section, Page 7]. 

In this section, the sentiment data obtained is divided into 
two categories, namely, positive and negative, for each social 
commerce platform: Facebook, Instagram, and TikTok. Fig. 2, 
3, and 4 display the sentiment data collected from Twitter. 

 
Fig. 2. Example of Facebook’s sentiment. 

 
Fig. 3. Example of Instagram’s sentiment. 

 

Fig. 4. Example of TikTok’s sentiment. 

TABLE I. HEADCOUNT OF SENTIMENT DATA 

Categories Facebook Instagram TikTok 

Positive 931 485 6772 

Negative 584 188 504 

Percentage of 
Positive (%) 

60.65 72,06 93,07 

Percentage of 
Negative (%) 

39,35 7,94 6,93 

Total 1535 673 7276 

Based on Table I, it is known that TikTok has the highest 
number of positive sentiments, amounting to 6772 sentiments, 
which accounts for 93.07% out of 7276 sentiments. It is 
followed by Instagram, which has 485 positive sentiments, 
representing the second-highest percentage of 72.06% out of 
673 data. Facebook, on the other hand, has the lowest number 
of positive sentiments, with 931 sentiments, which corresponds 
to the lowest percentage of 60.65% out of 1535 sentiments. 
This indicates that TikTok generates a greater number of 
positive sentiments from the community compared to 
Facebook and Instagram. 

B. Pre-processing Data 

The data obtained from Twitter is in the form of text, as it 
contains sentiments or tweets from the public regarding a 
product or service. However, such data or information usually 
contains noise, which can make data analysis more 
challenging. Therefore, data pre-processing is carried out to 
remove unwanted words in tweets. All tweets are processed 
through four stages of pre-processing, which are as follows: 
Tokenization; Stopword Removal; Stemming; POS Tagging; 
and Bag of Words [18], [21], [23]–[25]. 

In this section, the results of data pre-processing for each 
dataset of Facebook, Instagram, and TikTok, regarding their 
positive and negative sentiments, are obtained. Table II 
represents the outcomes of a collection of words along with 
their frequency of occurrence in each social commerce 
platform. 

Based on Table II, it is known that the sentiment data for 
each social commerce platform contains different words and 
their frequencies. This is done to observe which words are 
frequently discussed by the community regarding those social 
commerce platforms on Twitter. Additionally, it is also done to 
examine the correlation between the conducted research and 
the collected sentiment data, whether there is any connection or 
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not. Based on the performed data pre-processing, it is found 
that the sentiment data related to Facebook, Instagram, and 
TikTok have the same data alignment, which involves 
discussions on purchases, sales, and users' utilization of those 
social commerce platforms. 

TABLE II. STEM WORD AND FREQUENCY 

Social 
Commerce 

Stem Word (Frequency) 

Facebook 

('facebook', 1564), ('jual', 767), ('beli', 707), ('marketplace', 

589), ('barang', 282), ('orang', 217), ('kalo', 156), ('harga', 
149), ('jualan', 128), ('grup', 98), ('liat', 97), ('belanja', 66), 

('murah', 64), ('langsung', 60), ('nawar', 57), ('rumah', 56), 

('twitter', 52), ('shopee', 51), ('suka', 51), ('bikin', 51), ('pake', 
50), ('iklan', 49), ('sampe', 49), ('buka', 48), ('cari', 46), 

('harganya', 45), ('motor', 44), ('akun', 44), ('forum', 44), 

('bener', 43), ('foto', 41), ('kena', 41) 

Instagram 

('instagram', 705), ('beli', 429), ('jual', 179), ('shop', 154), 

('kalo', 80), ('liat', 73), ('orang', 64), ('iklan', 57), ('akun', 48), 

('belanja', 46), ('baju', 45), ('barang', 42), ('tiket', 37), 

('jualan', 35), ('twitter', 35), ('rumah', 33), ('bikin', 31), 

('temen', 29), ('pake', 26), ('suka', 25), ('gimana', 24), ('kena', 

24), ('harga', 24), ('muncul', 24) 

TikTok 

('tiktok', 5537), ('shop', 4964), ('tiktokshop', 2352), ('beli', 

1415), ('shopee', 1004), ('live', 626), ('belanja', 605), 

('barang', 577), ('jual', 540), ('murah', 401), ('racun', 389), 
('bahaya', 319), ('kalo', 289), ('harga', 267), ('duit', 264), 

('ongkir', 233), ('buka', 232), ('liat', 229), ('baju', 211), 

('pake', 207), ('order', 202), ('diskon', 197), ('checkout', 193), 
('kirim', 176), ('kena', 170), ('akun', 162) 

C. Feature Selection Method 

After the data is pre-processed, feature selection is 
performed as an important step in sentiment analysis. By 
selecting a subset of the important attributes to be included in 
the model's creation, this stage determines the most predictive 
traits. This method offers the benefit of lowering the data's high 
dimensionality and removing redundant, noisy, and unneeded 
content. Furthermore, this strategy can contribute on the 
development of a quick and accurate sentiment categorization. 
In this study, several factors influence feature selection, 
including data consistency, data amount, and the need to find 
the most effective feature selection approach [16], [20], [21], 
[23]–[28]. 

D. Split Data 

Split data is data that has been partitioned into two or more 
subsets. A two-part split is commonly used to analyze or test 
the data and train the model. Data splitting is an important 
aspect of data science, particularly for building data-driven 
models. This strategy improves the accuracy of data models 
and data-driven processes such as machine learning [16], [19]. 

To reduce overfitting, data splitting is often employed in 
machine learning. In this scenario, a machine learning model 
fits its training data too well and fails to consistently fit further 
data. The initial data in a machine learning model is often 
separated into three or four categories. The training set, the 
development set, and the testing set are the three most popular 
sets [23]: 

1) The training set is the collection of data used to train 

the model. The model should keep an eye on and learn from 

the training data, and any of its parameters should be 

improved. 

2) The testing set is the piece of data examined in the final 

model and compared to the preceding data sets. The testing set 

is used to evaluate the final mode and algorithm. 

Data should be separated so that large amounts of training 
data may be included in data sets. Data may be split 80-20 or 
70-30 between training and testing, for example. The exact 
ratio varies depending on the data, but for small data sets, a 70-
20-10 split for training, development, and testing works best 
[28]. 

The data in this study is separated into training and testing 
data. The data split is carried out using an 80% training data 
size and a 20% testing data size of the total data in the dataset. 
Table III illustrates the number of training and testing data 
from the three social commerce platforms for each sentiment 
data. 

TABLE III. SPLIT DATA 

Categories Facebook Instagram TikTok 

Training Data 1213 538 5821 

Testing Data 303 135 1455 

Total 1535 673 7276 

Based on Table III, it is known that each dataset related to 
the sentiments of Facebook, Instagram, and TikTok has 
different numbers of training and testing data. This is due to the 
varying percentages of training and testing data sizes. The 
larger the percentage of training data, the higher the likelihood 
of accurate predictions on the testing data. 

E. Evaluation of Classification Methods 

At this stage, the performance evaluation of nine 
classification methods is carried out using standard 
classification performance metrics. Furthermore, four 
outcomes are possible at this point: true positive, false positive, 
true negative, and false negative. It is a true positive if the 
document label is positive and is classified as such. It is 
referred to as a false negative if it is classified as negative. A 
true negative is a negative document label that is classified as 
such. If it is labeled positive, it is considered a false positive 
[16]–[21], [23]–[28]. 

The accuracy measure is used to assess the accuracy of the 
likelihood of taking [16], [17], [19]–[21], [23], [24], [28]. The 
precision metric is the proportion of predicted classes that are 
the actual classes [16], [18], [20], [23]–[28]. The recall metric 
is the proportion of actual classes that are predicted as a class 
[17], [18], [20], [23]–[28]. The F1-Score (F) is used to assess 
model performance [18], [23]–[28]. Here are the formulas for 
each metric. 

         ( )   
     

           
      (1) 

          ( )   
  

     
      (2) 

       ( )   
  

     
      (3) 
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         ( )    
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The Accuracy, Precision, Recall, and F1-Score values 
varied from 0 to 1, with 1 being 100% similar and 0 
representing 100% different. While TP, TN, FP, and FN 
represent the number of relevant identified features, relevant 
non-identified features, irrelevant identified features, and 
irrelevant non-identified features. Then, we applied 10-fold 
cross validation for evaluation. 

F. Hyper Parameter Tuning 

A Machine Learning model is a mathematical model with 
several parameters that must be taught from data. By training a 
model using existing data, we may fit the model parameters. 
[28], [29]. 

Another type of parameter, known as hyper parameters, 
cannot be taught using the normal training procedure. They are 
usually resolved before the training method begins. These 
parameters describe important model characteristics like as 
complexity and learning speed. The following are some 
examples of model hyper parameters [21], [26]: 

1) The penalty in Logistic Regression Classifier i.e. L1 or 

L2 regularization. 

2) The learning rate for training a neural network. 

3) The C and sigma hyper parameters for support vector 

machines. 

4) The k in k-nearest neighbors. 

Models can have a large number of hyperparameters, and 
choosing the best combination of parameters can be thought of 
as a search problem. In this work, GridSearchCV and 
RandomizedSearchCV were used for hyper parameter 
optimization. This technique for GridSearch CV seeks the 
optimal collection of hyper parameters from a grid of hyper 
parameter values. While RandomizedSearchCV addresses the 
shortcomings of GridSearchCV by going through only a 
limited number of hyper parameter choices. It travels randomly 
within the grid to discover the optimal set of hyper parameters 
while also reducing wasteful processing. 

IV. RESULTS AND DISCUSSION 

A. Results 

In this section, evaluation is conducted on the classification 
methods used to measure their performance on sentiment data 
from Facebook, Instagram, and TikTok on Twitter. This 
evaluation includes accuracy, precision, recall, and F1-score. 
Table IV presents the evaluation scores for each method. 

Based on Table IV, the evaluation scores for each 
classification model used on sentiment data from Facebook, 
Instagram, and TikTok are known. The evaluation scores range 
from 0 to 1, where a score closer to 1 indicates better 
performance, while a score closer to 0 indicates poorer 
performance. 

The Random Forest Classifier has the highest assessment 
ratings for Facebook, with accuracy, precision, recall, and F1-
score values of 0.80, 0.83, 0.75, and 0.77, respectively. The 
Logistic Regression classification model has the highest 
assessment ratings for Instagram, with accuracy, precision, 

recall, and F1-score values of 0.84, 0.86, 0.72, and 0.76, 
respectively. The Decision Tree classification model has the 
highest assessment ratings on TikTok, with accuracy, 
precision, recall, and F1-score values of 0.94, 0.74, 0.77, and 
0.76, respectively. 

However, for TikTok, there are no evaluation scores for the 
Random Forest and Voting Classifier models, as they have 
complex algorithms that require extensive memory capabilities 
to be executed on TikTok sentiment data. Therefore, during 
execution, the evaluation scores did not appear. 

After evaluation value from the classification method had 
calculated, hyper parameter tuning was performed and it 
obtains the results. Table V presents the outcomes of utilizing 
hyper parameter tuning for multiple classification models on 
the sentiment data from each of the three social commerce 
platforms. 

TABLE IV. EVALUATION OF CLASSIFICATION METHODS 

Facebook 

Classifier Accuracy Precision Recall F1-Score 

NB 0.518152 0.482661 0.291230 0.299336 

KNN 0.729373 0.744252 0.657933 0.662345 

SVM 0.768977 0.799486 0.704118 0.715866 

LR 0.772277 0.758883 0.741819 0.748026 

DT 0.749175 0.733304 0.714262 0.720534 

RF 0.808581 0.831439 0.757690 0.773671 

LGBM 0.752475 0.740581 0.711341 0.719420 

ADA 0.716172 0.698963 0.665927 0.672177 

VOT 0.798680 0.812544 0.749836 0.764106 

Instagram 

Classifier Accuracy Precision Recall F1-Score 

NB 0.725926 0.670817 0.698232 0.678178 

KNN 0.725926 0.647857 0.645202 0.646472 

SVM 0.785185 0.886719 0.597222 0.598914 

LR 0.844444 0.865472 0.726010 0.760254 

DT 0.800000 0.744652 0.731061 0.737184 

RF 0.829630 0.834846 0.707071 0.737421 

LGBM 0.800000 0.784895 0.660354 0.683071 

ADA 0.807407 0.755309 0.736111 0.744467 

VOT 0.837037 0.829445 0.729798 0.758458 

TikTok 

Classifier Accuracy Precision Recall F1-Score 

NB 0.936770 0.768966 0.515395 0.514254 

KNN 0.923711 0.602292 0.543484 0.556365 

SVM 0.944330 0.936527 0.569525 0.607047 

LR 0.948454 0.949216 0.601783 0.654734 

DT 0.939519 0.747713 0.772334 0.759298 

LGBM 0.940893 0.970304 0.537634 0.554698 

ADA 0.945704 0.859073 0.605324 0.653915 
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TABLE V. HYPER PARAMETER TUNING 

Facebook 

Classifier Par 1 Par 2 Par 3 Accuracy 

NB 
Var_smoothing: 

0.0152 
- - 0.757273 

SVM C: 10 Gamma: 0.01 Kernel: rbf 0.781670 

LR C: 11,28 Penalty: 12 
Solver: 
liblinear 

0.790893 

DT Max_depth: 41 - - 0.749986 

LGBM 
Learning_rate: 

0.1 
n_estimators: 

50 
- 0.725577 

ADA n_estimators: 50 - - 0.702490 

 

Instagram 

Classifier Accuracy Precision Recall Accuracy 

NB 
Var_smoothing: 

0.2848 
- - 0.757943 

SVM C: 10 Gamma: 0.1 Kernel: rbf 0.795013 

LR C: 78,47 Penalty: 12 Solver: sag 0.805406 

DT Max_depth: 37 - - 0.792128 

LGBM 
Learning_rate: 

0.1 
n_estimators: 

50 
- 0.,771232 

ADA n_estimators: 50 - - 0.781691 

 

TikTok 

Classifier Accuracy Precision Recall Accuracy 

NB 
Var_smoothing: 

0.4328 
- - 0.933204 

LR C: 4,28 Penalty: 12 
Solver: 

newton-cg 
0.947223 

LGBM 
Learning_rate: 

0.1 
n_estimators: 

150 
- 0.934029 

Based on Table V, the latest accuracy values are known 
after conducting hyper parameter tuning. Hyper parameter 
tuning was performed only on a subset of classification models 
due to memory limitations for highly complex classification 
models such as Random Forest, Voting Classifier, and others. 
Table VI compares the accuracy value before and after hyper 
parameter tuning was performed. 

Based on Table VI, it is known that after conducting hyper 
parameter tuning, certain classification models experienced a 
decrease in accuracy scores. However, there are also several 
classification models that showed an improvement in accuracy 
scores. This can be influenced by the capacity and memory 
capabilities of the device used to execute the program. Upon 
re-execution, the obtained scores are also expected to differ. 
The values generated in this study represent the maximum 
iterations conducted to obtain the best possible scores. For 
example, Naive Bayes which has an accuracy value of 0.51 
before using hyper parameter tuning, and 0.75 after using 
hyper parameter tuning. It can be said that hyper parameter 
tuning can increase and optimize the performance evaluation 
value of the resulting model. Mendes et al. 2023 [30] and 
Martineau et al. 2023 [31] explained that the use of hyper 
parameter tuning can optimize the performance evaluation 
value of the model so that it can increase the chances of 
success. 

TABLE VI. BEFORE AND AFTER HYPER PARAMETER TUNING 

Facebook 

Classifier Before After 

NB 0.518152 0.757273 

SVM 0.768977 0.781670 

LR 0.772277 0.790893 

DT 0.749175 0.749986 

LGBM 0.752475 0.725577 

ADA 0.716172 0.702490 

 

Instagram 

Classifier Before After 

NB 0.725926 0.757943 

SVM 0.785185 0.795013 

LR 0.844444 0.805406 

DT 0.800000 0.792128 

LGBM 0.800000 0.,771232 

ADA 0.807407 0.781691 

 

TikTok 

Classifier Before After 

NB 0.936770 0.933204 

LR 0.948454 0.947223 

LGBM 0.940893 0.934029 

B. Discussion 

Based on the obtained results, it is evident that each 
sentiment dataset related to Facebook, Instagram, and TikTok 
has different percentages of positive and negative sentiments. 
Among the three social commerce platforms, TikTok has the 
highest percentage of positive sentiments, amounting to 
93.07%, using the best classification model, which is Decision 
Tree with an accuracy score of 0.94. After evaluating the 
performance of each classification method on each social 
commerce platform, the following findings were obtained: 

1) Facebook had a positive sentiment percentage of 

60.65%, with the best classification model being Random 

Forest Classifier, achieving accuracy, precision, recall, and 

F1-score values of 0.80; 0.83; 0.75; and 0.77 respectively. 

2) Instagram had a positive sentiment percentage of 

72,06%, with the best classification model being Logistic 

Regression, achieving accuracy, precision, recall, and F1-

score values of 0.84; 0.86; 0.72; and 0.76 respectively. 

3) TikTok had a positive sentiment percentage of 93.07%, 

with the best classification model being Decision Tree, 

achieving accuracy, precision, recall, and F1-score values of 

0.94, 0.74, 0.77, and 0.76, respectively. 

This indicates that TikTok receives more positive reviews 
from the community compared to Facebook and Instagram, 
which cannot be known in research [14], [19]–[22]. 
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Additionally, the classification model used for TikTok 
sentiment data also exhibits significantly high and consistent 
accuracy scores, always exceeding 0.90. According to the 
theory of evaluation scores for measuring model performance, 
values above 0.90 are considered to represent models with 
excellent performance. 

With the results obtained that Logistic Regression, 
Decision Tree and Random Forest can produce high model 
performance evaluation values, it can be proven in the paper 
Das et al. 2023 [13], Imran et al. 2022 [12], Gulati et al. 2022 
[15] which state that the Logistic Regression, Decision Tree 
and Random Forest models have high performance values and 
can be the best some case. 

C. Limitations 

There are several limitations on this study such as: 

 We had only collect sentiment data from Facebook, 
Instagram and TikTok. 

 We only measure the evaluation of methods through 
nine classification methods; therefore we do not use the 
other methods since the device of researcher is not 
compatible to execute the other methods. 

 We only compared nine classification methods and 
prioritized the accuracy of evaluation from each 
method. 

V. CONCLUSION 

This section will explain the conclusion of the conducted 
research. Based on the research conducted, multiple machine 
learning classification models were tested on sentiment data 
related to Facebook, Instagram, and TikTok to determine 
which social commerce platform had the highest number of 
positive reviews. 

Based on these results, it can be concluded that the 
classification models have different evaluation scores 
depending on the data used. The best classification model for 
Facebook is Random Forest Classifier, for Instagram is 
Logistic Regression, and for TikTok is Decision Tree. 
However, for classification models with low evaluation scores, 
using hyper parameter tuning may improve their performance. 

In conclusion, TikTok exhibits the highest positive 
sentiment percentage, indicating a greater number of positive 
reviews compared to Facebook and Instagram. According to 
the theory of evaluation scores for measuring model 
performance, values above 0.90 represent models with 
excellent performance. Notably, the classification model used 
for TikTok sentiment data consistently achieves accuracy 
scores above 0.90. With this research, hopefully can help 
people choose the best social commerce to use and social 
commerce developers can increase their application and 
business value in order to increase public interest. 
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