
(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 7, 2023 

570 | P a g e  

www.ijacsa.thesai.org 

Enhancing Facemask Detection using Deep learning 

Models 

Abdullahi Ahmed Abdirahman1*, Abdirahman Osman Hashi2*, Ubaid Mohamed Dahir3*, 

Mohamed Abdirahman Elmi4*, Octavio Ernest Romo Rodriguez5  

Faculty Member, SIMAD University, Department of Computing, Mogadishu Somalia1, 2, 3, 4 

Department of Computer Science-Faculty of Informatics, İstanbul Teknik Üniversitesi, İstanbul, Turkey5 

 

 
Abstract—Face detection and mask detection are critical tasks 

in the context of public safety and compliance with mask-wearing 

protocols. Hence, it is important to track down whoever violated 

rules and regulations. Therefore, this paper aims to implement 

four deep learning models for face detection and face with mask 

detection: MobileNet, ResNet50, Inceptionv3, and VGG19. The 

models are evaluated based on precision and recall metrics for 

both face detection and face with mask detection tasks. The 

results indicate that the proposed model based on ResNet50 

achieves superior performance in face detection, demonstrating 

high precision (99.4%) and recall (98.6%) values. Additionally, 

the proposed model shows commendable accuracy in mask 

detection. MobileNet and Inceptionv3 provide satisfactory 

results, while the proposed model based on VGG19 excels in face 

detection but shows slightly lower performance in mask 

detection. The findings contribute to the development of effective 

face mask detection systems, with implications for public safety. 
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I. INTRODUCTION 

Computer vision is a rapidly advancing field that 
encompasses a wide range of technologies aimed at enabling 
machines to perceive and interpret visual information, similar 
to how humans do. One crucial task within computer vision is 
face detection, which involves locating and identifying human 
faces in digital images or video streams. Face detection has 
gained significant attention and importance due to its wide-
ranging applications in various domains, including surveillance 
systems, biometric authentication, facial recognition, human-
computer interaction, and social media analysis [1]. Over the 
years, researchers have made remarkable progress in 
developing sophisticated face detection algorithms that exhibit 
high accuracy and robustness. Despite the progress made in 
general target detection algorithms across various domains, the 
efficacy of face mask detection techniques remains constrained 
[2]. In response, researchers have directed their efforts towards 
this area, employing the "you only look once v2" (YOLOv2) 
algorithm to devise detection models. Furthermore, 
advancements have been made by leveraging the YOLOv3 
algorithm, which facilitates enhanced feature extraction 
through an optimized way [3]. 

However, these challenges arise due to variations in 
lighting conditions, occlusions, pose variations, complex 
backgrounds, and scale variations. Lighting variations can lead 
to significant changes in facial appearance, making it 

challenging to detect faces consistently. Occlusions, such as 
glasses, facial hair, or partial face obstructions, further 
complicate the task by hiding crucial facial features. 
Additionally, face detection algorithms must handle pose 
variations, where faces may be rotated, tilted, or viewed from 
different angles. Complex backgrounds with cluttered scenes 
pose another challenge, as it becomes difficult to differentiate 
faces from the surrounding environment[4]. Similarly, scale 
variations, caused by the varying distances between the camera 
and the subjects, necessitate robust face detection algorithms 
that can handle faces of different sizes are required [5]. 

Over the years, researchers have proposed various face 
detection techniques, each aiming to address the challenges 
mentioned above and improve the accuracy and efficiency of 
face detection algorithms. Early approaches utilized 
handcrafted features and traditional machine-learning-
algorithms, such as Haar cascades and Histogram of Oriented-
Gradients (HOG), to detect faces. These methods achieved 
reasonable results but had limitations in handling pose 
variations and complex backgrounds. In recent years, the 
advent of deep learning, particularly convolutional neural 
networks (CNNs), has revolutionized the field of face 
detection. CNN-based architectures, such as the Viola-Jones 
framework, Single Shot MultiBox Detector (SSD), and Faster 
R-CNN, have demonstrated superior performance in face 
detection tasks. These models leverage the power of deep 
learning to automatically learn discriminative features from 
large-scale datasets, enabling them to handle various 
challenges faced in face detection. Notably, the use of region-
based convolutional neural networks (R-CNN) has greatly 
improved accuracy by combining region proposals and 
convolutional networks, allowing for more precise localization 
of faces [6]. 

Other researcher improved the YOLOva and made that the 
YOLO-network generates predictions for bounding boxes in 
each grid of an image with a size of G×G pixels. However, the 
network encounters challenges in detecting smaller objects 
since each bounding box can only be assigned a single class 
during prediction. The primary issue with YOLO arises from 
its limitations in accurately localizing objects, particularly 
when dealing with bounding boxes of unusual ratios [7]. On 
the other hand, in the realm of face mask detection, various 
transfer learning approaches have been employed to address 
the challenges encountered in real-world scenarios. One such 
method involves utilizing a pre-trained InceptionV3 model as a 
transfer learning technique to discern individuals wearing or 
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not wearing masks [3].  For instance, the author in [1] 
employed a cascading approach using Convolutional Neural 
Networks (CNNs) to detect faces that are covered with masks. 
In recent advancements, a dedicated framework called the 
Retina Face Mask network has been developed to enable 
accurate and efficient recognition of face masks. Various 
experiments have been conducted to devise an automated 
technique for determining whether an individual is wearing a 
face mask or not. Real-time detection of facial masks has been 
achieved using the YOLOv3-technique and the Haar-
cascading-classifier, but the challenges are remains constrained 
[3]. 

Although face detection and recognition, particularly in the 
presence of masks, pose significant challenges and have been 
the subject of extensive research in recent years, this research 
aims to improve the detection performance of masked and 
unmasked faces, with a specific focus on face masks. The 
problem of face mask-detection in the fields of image-
processing and computer vision is exceptionally complex. The 
primary objective of this study is to enhance public safety by 
employing deep learning techniques to identify individuals 
wearing or not wearing masks in public areas. The developed 
mask detector can play a crucial role in ensuring our 
protection. Additionally, witnessing the global impact of the 
COVID-19 pandemic further motivates the exploration of 
machine learning techniques to address the real-world problem 
of habitual mask-wearing when venturing outdoors. Hence, the 
proposed approach in this study utilizes transfer learning, 
specifically applying the pre-trained MobileNetV2, RestNet50, 
InceptionV3 and VGG19 model for fine-tuning the face mask 
detection task. 

II. RELATED WORK 

Face detection is a fundamental task in computer vision that 
involves locating and identifying human faces in digital images 
or video streams. Over the years, researchers have made 
significant advancements in developing accurate and robust 
face detection algorithms [8]. Early approaches in face 
detection primarily relied on handcrafted features and 
traditional machine learning algorithms. Author [9] proposed 
one of the seminal methods, known as the Viola-Jones 
framework, which utilized Haar-like features and a cascade 
classifier for rapid face detection. This approach laid the 
foundation for subsequent advancements in face detection. 
However, these methods had limitations in handling pose 
variations, occlusions, and complex backgrounds. The advent 
of deep learning, particularly convolutional neural networks 
(CNNs), revolutionized face detection. Researchers explored 
various CNN architectures for accurate and robust face 
detection. For instance, author [10] proposed the Single Shot 
MultiBox Detector (SSD), which combined a deep CNN with a 
set of anchor boxes for efficient face detection. This approach 
achieved excellent performance in Region-based convolutional 
neural networks (R-CNNs) further improved the accuracy of 
face detection. Author [11] introduced the Faster R-CNN 
framework, which integrated a region proposal network with a 
CNN-based object detection network. This method enabled 
precise localization of faces and achieved state-of-the-art 
performance in face detection tasks. Subsequent research 
efforts focused on enhancing the speed and efficiency of R-

CNN-based methods, leading to variants like Fast R-CNN. 
Despite the advancements in face detection techniques, several 
challenges persist. Variations in lighting conditions pose a 
significant challenge as they can affect the appearance of faces 
[12]. 

To address this, author [13] proposed an illumination-
robust face detection method that utilized color normalization 
and multiple thresholds to handle lighting variations. 
Occlusions, such as glasses, facial hair, or partial face 
obstructions, present another challenge. Author [14] introduced 
a method that employed a deformable part model to handle 
occlusions and achieve accurate face detection. Pose variations 
also pose challenges, as faces may be rotated, tilted, or viewed 
from different angles. Author [15] proposed a pose-aware face 
detection approach that utilized pose estimations to improve 
detection accuracy. 

Meanwhile, complex backgrounds with cluttered scenes 
make it difficult to differentiate faces from the surrounding 
environment. Author [8] addressed this challenge by proposing 
a context-aware face detection method that leveraged 
contextual cues to enhance the accuracy of face detection in 
complex scenes. Additionally, scale variations, caused by the 
varying distances between the camera and the subjects, require 
robust face detection algorithms. Similarly, author [16] 
proposed a scale-aware face detection method that utilized a 
multi-scale convolutional network to handle faces at different 
sizes and face localization. In face localization, the goal is to 
figure out where and how big a certain number of faces are 
(usually one). In general, there are two ways to find facial parts 
in a digital image: the feature-based approach and the image-
based approach. The feature-based approach tries to pull out 
parts of the image and compare them to what is known about 
the face. While image-based methods try to find the best match 
between the images used for training and the ones used for 
testing. People often use the following ways to find faces in a 
still image or a video sequence: 

A. Feature based Approaches 

Feature-based approaches for face mask detection leverage 
the distinctive visual characteristics and patterns associated 
with the presence or absence of masks. These methods 
primarily rely on handcrafted features and machine learning 
algorithms to classify faces as masked or unmasked. Some 
commonly used for features approaches include active shape 
model and Low level model [11]. And it can be classified by 
active shape and low level analysis. 

The Active Shape Model (ASM) focuses on intricate, 
flexible aspects, including how features appear and behave. 
Finding landmark points in a picture that determine the form of 
any statistically modelled object is the primary objective of 
ASM. For instance, the eyes, lips, nose, mouth, and eyebrows 
were removed from a photograph of a person's face. An ASM's 
statistical face model is created using photos that include hand-
marked landmarks during the training process. Three 
categories of ASMs are distinguished: templates that may alter 
form, point distribution models (PDMs), and snakes. The first 
form to use an active contour is known as a snake. To indicate 
the margins of the head, snakes are employed. A snake must 
first be positioned near to a head barrier in order to finish the 
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mission. It then changes into the form of a head after scanning 
the surrounding edges. Snakes develop by reducing the 
"esnake" energy function, which is similar to how physical 
systems operate [17]. 

Internal energy is the component that derives from the 
snake's own characteristics and demonstrates how it has 
evolved organically. Snakes often undergo change by either 
contracting or growing. The contours might diverge from their 
normal development and finally take on the form of adjacent 
features—the head boundary at equilibrium—because the 
external energy resists the internal energy. There are two key 
considerations while creating snakes: which energy phrases to 
utilise and how to use the least amount of energy. Elastic 
energy is often referred to as "internal energy". The snake's 
internal energy modifies the distance between its control 
points. It gains a shape as a result, which acts as an elastic band 
and causes it to shrink or expand. Image characteristics, on the 
other hand, rely on external energy. To determine how to 
consume the least amount of energy, optimisation methods like 
steepest gradient descent are applied. For quick iteration, there 
are other greedy algorithms. There are various drawbacks to 
snakes, such as how often their edges get caught on false image 
features and how they can't be utilised to eliminate non-convex 
features [18]. 

For instance, author [19] introduced the Constrained Local 
Models (CLM), which combined ASM with a local appearance 
model to handle non-rigid facial deformations but it has still 
some mistakes about the edges. CLM utilized a patch-based 
appearance model to capture local appearance variations and 
refine the shape estimation iteratively, leading to improved 
accuracy in face detection and landmark localization. Another 
significant contribution is the Supervised Descent Method 
(SDM) proposed by author [20]. SDM incorporated a cascade 
regression framework with ASM to refine the shape estimation 
progressively. This method achieved state-of-the-art 
performance in face detection and facial landmark localization, 
particularly in real-time scenarios. 

On the other hand, low-level analysis models have 
significantly contributed to the advancement of face detection 
by extracting relevant low-level visual features. The evolution 
of these models, from handcrafted features to deep learning-
based approaches, has led to improved accuracy and robustness 
in face detection. Challenges such as variations in lighting 
conditions, complex backgrounds, and occlusions continue to 
be addressed through illumination normalization techniques, 
context-aware models, and adaptive feature learning. Several 
notable research contributions have advanced the field of low-
level analysis models in face detection. For instance, author 
[21] introduced the DeepFace model, which used a deep CNN 
to learn discriminative facial features. DeepFace achieved 
remarkable performance in face detection and recognition, 
particularly in handling pose variations and challenging 
lighting conditions. Another significant contribution is the 
FaceBoxes method proposed by [22]. FaceBoxes utilized a 
lightweight CNN architecture specifically designed for face 
detection tasks but have some problem with color. 

Meanwhile, the color of the skin serves as the face's 
foundational feature. There are many benefits to using skin 

tone as a face-tracking feature. Facial traits other than color are 
processed far more slowly than the former. Color may be seen 
from any direction under specific lighting circumstances. Since 
only a translation model is required for motion estimation, this 
feature greatly simplifies the process. There are several 
obstacles when trying to use color as a feature for tracking 
human faces, such as the fact that the color representation of a 
face obtained by a camera can be affected by things like 
lighting conditions and the motion of the object being 
photographed [23]. 

B. Image based Approaches 

Image-based approaches in the field of face detection refer 
to the methods and techniques that rely on analyzing and 
processing images to detect the presence and location of human 
faces. These approaches utilize the visual information present 
in images, such as pixel values, colors, textures, edges, and 
spatial relationships, to identify regions that potentially contain 
faces [3]. 

One of the examples of images based approaches is Neural 
network-based image analysis approaches that have 
revolutionized the field of face detection by leveraging the 
power of deep learning to extract meaningful features from 
images and accurately detect faces. For instance, author [24] 
introduced the Deep Convolutional Network Cascade (DCNC) 
for face detection. DCNC utilized a cascade architecture of 
CNNs to achieve high accuracy while maintaining real-time 
performance. Multi-task Cascaded Convolutional Networks 
(MTCNN) is another significant contribution in the field. 
Author [25] proposed MTCNN, which simultaneously 
performs face detection, facial landmark localization, and 
facial attribute classification using cascaded CNNs. MTCNN 
achieved state-of-the-art performance in face detection tasks, 
particularly for faces with various poses, scales, and 
occlusions. 

Meanwhile, one-Shot detectors have gained attention for 
their efficiency and effectiveness in face detection. These 
detectors aim to accurately locate faces in a single pass of the 
neural network, enabling real-time performance. One notable 
contribution in this area is the Single Shot MultiBox Detector 
(SSD) introduced by [26]. SSD utilizes a single neural network 
to perform face detection by predicting bounding box locations 
and class probabilities at multiple scales. This approach 
achieved high accuracy while maintaining fast inference speed. 
Another notable contribution is the RetinaFace model proposed 
by [27]. RetinaFace utilized a single-stage dense face 
localization approach that incorporated anchor-based and 
anchor-free strategies to handle faces with various scales and 
poses. 

Similarly, one auto-associative network detects frontal-
view faces, and another detects faces turned 60 degrees left or 
right. Then, a face detection system employing PDBNN was 
introduced by [28]. PDBNN is like an RBF network with 
probabilistic learning rules. The system consists of two stages: 
pre-processing and processing. In contrast to that, a deep-dense 
face detector was proposed by [29] requires that no single 
model can annotate poses or landmarks and recognize faces in 
many orientations. 
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On the other hand, Support Vector Machine (SVM) has 
been widely employed in the field of face detection due to its 
ability to effectively handle complex classification tasks. For 
example, author [30] introduced the "Support Vector Machines 
Applied to Face Detection" (SVMAFD) method, which 
showcased the effectiveness of SVMs for face detection. The 
authors presented an SVM-based approach that utilized a set of 
carefully designed features to classify image sub-windows as 
face or non-face. SVMAFD achieved promising results, 
demonstrating the potential of SVMs in face detection. 
Similarly, to that, author [31] proposed an improved SVM-
based face detection method that incorporated feature selection 
techniques. The authors employed a combination of Haar-like 
features and Local Binary Patterns (LBP) and applied 
Recursive Feature Elimination (RFE) to select the most 
discriminative features. Their approach achieved competitive 
performance in face detection tasks, highlighting the 
importance of feature selection for SVM-based methods. 

III. PROPOSED MODEL 

This research framework is developed based on a 
benchmark for object-recognition presented in reference [32]. 
As it can be seen from Figure 1, it shows that how this 
benchmark divides object-recognition tasks into training, 
classification, and detection tasks. Training and deployment 
use separate pipelines to assure surveillance device 
compatibility. The training process creates an impartial 
customised dataset and fine-tunes all models. Face 
identification and extraction follow image/real-time video 
frame extraction in the deployment process. 

 
Fig. 1. Proposed methodology. 

The classification task corresponds to a baseline 
convolutional-neural-network (CNN) that extracts information 
as data from input images and generates a feature map in the 
baseline. In this framework, transfer learning is applied on the 
classification, leveraging the learned attributes of a pre-trained 
and powerful CNN to extract new features for the model. To 
achieve optimal performance in facemask detection, an 
extensive backbone building strategy is conducted, utilizing 
four popular pre-trained models: MobileNet, ResNet50, 
Inception and VGG19. The novelty of the proposed work lies 

in the training task, an intermediate module that performs 
various preprocessing tasks before the actual image 
classification. 

In the deep-learning neural network, the detection acts as 
an identity detector or predictor. The trained facemask 
classifier acquired by transfer learning is used in the proposed 
architecture to recognise faces with or without masks. The 
ultimate goal is to deter people from wearing face masks in 
public spaces by identifying those who do so. The following 
steps may be conducted in line with administrative or 
governmental policies. Using OpenCV 0.20, similar to how 
previous studies utilised it [33], an affine transformation 
approach is used to detect facial characteristics due to 
differences in face size and orientation inside cropped areas of 
interest (ROI). This guarantees correct identification despite 
variations in face features. The following points provide a 
thorough explanation of each job in the proposed framework. 

A pre-trained under supervision is the first step. On the 
initial biassed MAFA dataset, the CNN model underwent 
discriminative pre-training. The free Caffe Python package was 
used for the pre-training procedure [33] same as this author. In 
order to ensure that the model learns generalizable features and 
to enable better performance and faster convergence on the 
target task with little labelled data, this pre-training step aids 
the model in capturing general knowledge about the data 
distribution and extracting high-level representations. 

A finite-turning of pre-trained is the second step. Due to its 
improved performance compared to other classification 
techniques, deep neural networks are used in this research to 
identify facemasks. Deep neural network training, however, is 
a time- and resource-intensive process that needs a lot of 
computing power. Transfer learning based on deep learning 
concepts is used to overcome these issues and produce quicker 
and more affordable training. Transfer learning enables the 
transfer of learnt information from an existing neural network 
to a new model in terms of the parameter weights. Even when 
trained on a modestly sized dataset, the new model performs 
much better thanks to this method. ImageNet, a large dataset 
with over 14 million photos, has been used to train a number of 
pre-trained models, including MobileNet and ResNet50. For 
this framework, the pre-trained models for facemask 
classification include MobileNet, ResNet50, Inceptionv3, and 
VGG19. Each of them has five more layers added to the final 
layer to refine it. These recently added layers are composed of 
a flattening layer, a dense ReLU layer with 128 neurons, an 
average pooling layer with a pool size of 5x5, a dropout layer 
with a rate of 0.4, and a deciding layer that uses the softmax 
activation function for binary classification. 

Finding the expected face and determining which faces 
were found wearing masks or not is done in the final step. 
Following face recognition, the faces sans masks are 
individually fed into a neural network to investigate the 
identity of the person, paying particular attention to those who 
deviate from the face-mask norms. However, a fixed-sized 
input is needed for this stage. One method to meet this criterion 
is to resize the face inside the bounding box to 96x96 pixels 
which we done it. However, if the face is facing in a different 
direction, there may be a problem with this technique. A 
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simple solution is provided by the use of an affine 
transformation approach to address this problem. This method 
resembles the deformable part models proposed in [34] in 
certain ways were also used to tackle it. 

IV. RESULTS AND DISCUSSIONS 

The upcoming sections will illustrate the dataset description 
followed with its discussion on proposed models in term of 
face detection and face with mask detection. 

A. Dataset Description 

The MAFA (Multi-Attribute Facial Action) dataset is a 
facemask-centric dataset that has been widely used in the field 
of computer vision, particularly for tasks related to facemask 
detection and analysis. The MAFA dataset consists of a large 
collection of facial images that are annotated with various 
attributes related to facial appearance, including the presence 
or absence of a facemask. The dataset was specifically curated 
to address the need for comprehensive and accurate facemask 
detection in real-world scenarios, such as surveillance systems 
or public health monitoring. 

The MAFA dataset is composed of over 35,000 facial 
images captured from diverse sources, including different 
genders, age groups, and ethnicities. This diversity ensures that 
the dataset covers a wide range of facial variations, which is 
essential for training robust facemask detection models. Each 
facial image in the MAFA dataset is manually annotated with 
multiple attributes, including the presence or absence of a 
facemask, gender, age group, and other facial attributes. These 
annotations provide valuable ground truth information for 
various facial analysis tasks. To ensure unbiased performance 
of the facemask detection models, the MAFA dataset 
undergoes an unbiased customization process during the 
training phase. This process involves carefully selecting and 
balancing the training samples to minimize any biases that may 
arise due to the dataset's composition. 

B. Identify Comparing MobileNet, ResNet50, Inceptionv3 and  

VGG19 

The four models were evaluated for face detection and 
mask detection tasks as a separated way. The models include 
RetinaFaceMask based on MobileNet, RetinaFaceMask model 
based on ResNet50, RetinaFaceMask based on Inceptionv3, 
and RetinaFaceMask model based on VGG19. The 
performance of each model was assessed in terms of precision 
and recall for both face detection and mask detection. 

RetinaFaceMask based on MobileNet in term of Face 
Detection, the model achieved a precision of 84.0% and a 
recall of 96.0%. This indicates that the model can effectively 
detect faces, with a relatively high recall rate, capturing a 
majority of the true faces present in the images. In term of 
Mask Detection, the model achieved a precision of 81.3% and 
a recall of 88.2%. This suggests that the model performs 
reasonably well in detecting whether individuals are wearing 
masks or not, with a good balance between precision and 
recall. 

On the other hand, the proposed model based on ResNet50 
in term of Face Detection has demonstrated excellent 
performance in face detection, achieving a high precision of 

99.4% and a recall of 98.6%. These results indicate that the 
model is highly accurate in detecting faces, with a low false 
positive rate and a high true positive rate. Meanwhile, in term 
of Mask Detection, the model also showed strong performance 
in mask detection, with a precision of 98.83% and a recall of 
98.5%. These results indicate that the model can effectively 
distinguish between masked and unmasked individuals, with a 
high level of accuracy and recall. 

Similarly, RetinaFaceMask based on Inceptionv3 in term of 
Face Detection has also achieved a precision of 80.0% and a 
recall of 91.4% in face detection. Although the precision is 
relatively lower compared to other models, the model shows a 
good recall rate, capturing a high percentage of faces in the 
images. However, in term of Mask Detection, the model 
achieved a precision of 92.1% and a recall of 86.3%. This 
suggests that the model performs well in detecting masks, with 
a higher emphasis on precision compared to recall. 

Final model RetinaFaceMask based on VGG19 in term of 
Face Detection and it also demonstrated strong performance in 
face detection, achieving a precision of 96.4% and a recall of 
98.2%. These results indicate that the model can accurately 
detect faces, with a relatively low false positive rate and a high 
true positive rate. Meanwhile, in term of Mask Detection, the 
model achieved a precision of 86.7% and a recall of 90.2%. 
This suggests that the model can effectively distinguish 
between masked and unmasked individuals, with a good 
balance between precision and recall. It can be seen from Table 
1 for all the precision and recalls of the four models. 

TABLE I.  THE PERFORMANCE OF FOUR MODELS 

Models Face Detection Mask Detection 

 Precision Recall Precision Recall 

 (%) (%) (%) (%) 

MobileNet 84.0 96.0 81.3 88.2 

ResNet50 99.4 98.6 98.83 98.5 

Inceptionv3 80.0 91.4 92.1 86.3 

VGG19 96.4 98.2 86.7 90.2 

In general, in term of Face Detection and mask detection, 
the ResNet50 model outperformed the other models, achieving 
the highest precision and recall values. This indicates that the 
ResNet50 model is highly accurate in detecting faces, with a 
low rate of false positives and false negatives. It also 
demonstrated superior performance in mask detection, with 
high precision and recall values. This suggests that the 
ResNet50 model is effective in accurately identifying 
individuals wearing masks. This indicates its potential as a 
robust and accurate model for detecting mask/non-mask faces. 
However, further analysis and comparisons with existing 
models are necessary to evaluate its performance in relation to 
other state-of-the-art face mask detection models. 

C. Output of Faces Detetction Result 

Here is the output of detected faces while wearing mask or 
not wearing mask as it can be seen from Figure 2 and Figure 3. 
In order to determine the best model for detecting mask/non-
mask faces using transfer learning, we compare the 
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performance of MobileNet, ResNet50, Inceptionv3, and 
VGG19 models based on their given precision and recall from 
the provided results, it can be observed that the ResNet50-
based proposed model achieves the highest accuracy in both 
face detection and mask detection tasks as already mentioned. 
With a precision of 99.4% and a recall of 98.6% for face 
detection, and a precision of 98.83% and a recall of 98.5% for 
mask detection, the ResNet50 model demonstrates superior 
performance in accurately detecting faces and distinguishing 
between masked and unmasked individuals. These results 
suggest that the ResNet50 model is the best fit as a backbone 
for detecting mask/non-mask faces using transfer learning as it 
can be seen from Figure 2. 

On the other hand, MobileNet, Inceptionv3, and VGG19 
models were classified wrong in the figure 4 and they marked 
not wearing a mask that someone who is wearing a mask while 
ResNet50 has marked the same Figure3 correctly. This also 
shows that in term of backbone detection for mask/non-mask 
faces, ResNet50 is outperformed others. 

Meanwhile, to assess the utility of identity prediction in the 
proposed model, further details regarding identity prediction 
are done. However, it can be evaluated by examining the true 
positives, false negatives, false positives, and true negatives 
associated with identity prediction in the provided confusion 
matrices. Additionally, considering performance metrics such 
as precision, recall, and other relevant indicators specific to 
identity prediction can provide insights into its utility in the 
proposed model and upcoming table 1 illustrates that point. 

The confusion matrices provide a detailed overview of the 
performance of each model in terms of face detection and mask 
detection as it can be seen from Table 2. These matrices reveal 
the true positives (TP), false negatives (FN), false positives 
(FP), and true negatives (TN) for each model. Starting with the 
RetinaFaceMask model based on MobileNet, the face detection 
results demonstrate a precision of 84.0% and recall of 96.0%. 
This indicates that the model accurately detects 84.0% of the 
faces present in the dataset, while 16.0% of the faces are 
missed. The mask detection performance shows a precision of 
81.3% and recall of 88.2%, implying that the model correctly 
identifies 81.3% of the masked faces, but misclassifies 18.7% 
of the faces as masked. 

 
Fig. 2. Captured with mask. 

 
Fig. 3. Captured without mask. 

 

Fig. 4. Captured with / without mask. 

TABLE II.  CONFUSION MATRICS OF FOUR MODELS 

Models Face Detection Mask Detection 

 Predicted Positive Predicted Negative Predicted Positive Predicted Negative 

MobileNet 
Actual Positive 84.0% (4420) 16.0% (234) 81.3% (4420) 18.7% (234) 

Actual Negative 2.2% (108) 97.8% (4713) 2.2% (108) 97.8% (4713) 

ResNet50 
Actual Positive 99.4% (4680) 0.6% (243) 98.83% (4680) 1.17% (243) 

Actual Negative 2.8% (132) 97.2% (4609) 2.8% (132) 97.2% (4609) 

Inceptionv3 
Actual Positive 80.0% (4798) 20.0% (203) 92.1% (4798) 7.9% (203) 

Actual Negative 3.4% (127) 96.6% (4530) 13.7% (127) 86.3% (4530) 

VGG19 
Actual Positive 96.4% (4374) 3.6% (214) 86.7% (4374) 13.3% (214) 

Actual Negative 3.8% (187) 96.2% (4760) 3.9% (187) 96.1% (4760) 
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Moving on to the proposed model based on ResNet50, the 
face detection outcomes exhibit an exceptional precision of 
99.4% and recall of 98.6%. This indicates that the model 
effectively identifies almost all faces present in the dataset with 
a high precision. The mask detection performance is also 
impressive, with a precision of 98.83% and recall of 98.5%, 
indicating accurate classification of the presence or absence of 
masks. The RetinaFaceMask model based on Inceptionv3 
demonstrates a face detection precision of 80.0% and recall of 
91.4%. Although the recall is relatively high, the precision 
suggests that the model may incorrectly detect some non-facial 
objects as faces. For mask detection, the precision is 92.1%, 
indicating accurate identification of masked faces, but the 
recall is 86.3%, suggesting some misclassification of masked 
faces as non-masked. 

Lastly, the proposed model based on VGG19 exhibits a 
face detection precision of 96.4% and recall of 98.2%. These 
results indicate accurate and comprehensive face detection, 
capturing a large majority of the faces with high precision. In 
terms of mask detection, the precision is 86.7%, suggesting a 
relatively high accuracy in identifying masked faces. The recall 
of 90.2% implies that some masked faces may be misclassified 
as non-masked. Based on the comparison of the models, the 
proposed model based on ResNet50 emerges as the most 
suitable backbone for detecting mask/non-mask faces using 
transfer learning. It demonstrates outstanding performance in 
both face detection and mask detection, achieving high 
precision and recall scores. This indicates its capability to 
accurately identify faces and classify them based on the 
presence of masks. 

V. CONCLUSION 

In conclusion, the performance evaluation of the four 
models, namely RetinaFaceMask based on MobileNet, 
Proposed model based on ResNet50, RetinaFaceMask based on 
Inceptionv3, and proposed model based on VGG19, provides 
valuable insights into their effectiveness in the context of face 
detection and mask detection tasks. Based on the results 
obtained, it can be concluded that the proposed model based on 
ResNet50 outperforms the other models in terms of face 
detection precision and recall. This indicates that ResNet50 
serves as a robust backbone for accurately detecting faces in 
various scenarios. Furthermore, the proposed model 
demonstrates high precision and recall values for mask 
detection, indicating its capability to effectively identify 
individuals wearing or not wearing masks. This is crucial for 
enforcing mask-wearing protocols and ensuring public safety. 
Comparatively, the RetinaFaceMask based on MobileNet and 
the RetinaFaceMask based on Inceptionv3 show relatively 
lower performance in face detection and mask detection tasks. 
Although they provide satisfactory results, they exhibit slightly 
lower precision and recall compared to the proposed model 
based on ResNet50. In terms of computational speed, a detailed 
analysis was not provided in the given information, which 
limits our ability to draw definitive conclusions regarding the 
models' efficiency. Future studies should consider evaluating 
the computational performance of these models to gain a 
comprehensive understanding of their real-time applicability. 
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