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Abstract—To accurately capture the posture of animation 
characters in virtual vision and optimize the user's experience 
when wearing virtual vision equipment, the hybrid Gaussian 
model has gained wide attention. However, various types of 
animation show an exponential growth trend, and the hybrid 
Gaussian model is prone to low-dimensional explosion when 
processing these single frames. Based on the mixed Gaussian 
model, this study conducts animation character gesture 
recognition experiments on the Disert data set to solve these 
problems. Meanwhile, it is improved by frame rate reduction 
method to generate fusion algorithm. In this paper, the video is 
first grayened and filtered, and the model feature points of the 
image are marked. Then the weight learning rate is introduced 
and added to the set of pixels, and then the peak signal-to-noise 
ratio of Wronsky function is adjusted by changing the 
parameters. Then similar image sets are extracted and the 
structure elements are opened and closed. Finally, the proposed 
algorithm is applied to Disert data set. Meanwhile, the prediction 
accuracy of PSO is tested and compared with fusion algorithm. A 
total of 400 experiments were conducted, and the prediction 
accuracy of the fusion algorithm reached 392 times, with an 
accuracy of 98.0%. The accuracy of PSO is close to that of fusion 
algorithm (88.2%). It is verified that the suggested model can 
identify the four common gestures of cartoon characters well, 
and users will get a good viewing experience. 

Keywords—Frame rate reduction method; model feature 
points; Wronsky function; mixed Gaussian model; weight learning 
rate 

I. INTRODUCTION 
In a society with the rapid increase of animation works, the 

pose recognition model of animation characters has attracted 
wide attention, and the requirements of users have become 
higher and higher [1,2]. Character shape dynamic monitoring 
technology is to intercept the target from the played video, and 
then analyze the force status of the character's body in the 
frame, and then judge the current posture of the character. 
However, animation works have high requirements for clarity, 
that is, the frame rate contained in each video is rapidly 
increasing. The ability of the current algorithm to process 
fast-passing images is gradually falling behind, and the 
captured images cannot describe the video completely. In 
recent years, Hybrid Gaussian model (HG) has attracted the 
attention of many scholars due to its fast frame detection 
ability [3]. However, the suitable environment for HG 
processing pixels is low dimension, and the number of pixels 
that can be carried by the same dimension has an upper limit. 
HG is easy to cause data accumulation and even 
low-dimensional disaster in the working process. When a 

low-dimensional disaster occurs, it will not only destroy the 
two-dimensional configuration of the image, but also cause 
difficulties for subsequent information analysis. Most of the 
existing methods improve the ability of image frame detection, 
or make too much effort at the level of image clarity, thus 
ignoring the problem of information protection when 
analyzing information. In order to improve this situation, in 
this study, HG is optimized based on the Frame Rate 
Reduction (FRR), and the two are creatively fused to generate 
a fusion algorithm (HG-RPP). The algorithm builds a shared 
hyperplane, which can map linearly uncorrelated pixels to a 
higher plane and reduce the burden of low dimension. The 
steps of this study are divided into four parts. The first part 
mainly analyzes and summarizes the application effect of the 
current frame rate reduction model. The second part 
introduces the influencing factors of shape judgment and the 
construction of HG-FRR capture model. In the third part, the 
simulation test is carried out on the Disert data set. Finally, the 
performance of the optimization model and the traditional 
model is analyzed and compared, and the shortcomings of this 
study are pointed out. The aim of this study is to improve 
HG-RPP's tendency to fall into the low-dimensional dilemma, 
which not only has a significant effect on user happiness, but 
also on the sale of Virtual Reality (VR) products for 
merchants. 

II. RELATED WORKS 
A very important branch of animation character shape 

capture is animation character pose recognition, which plays a 
very important role in computer vision, users and businesses 
[4]. Liao et al. designed two terms based on supervised 
subspace learning and fragment sections to reduce the 
difference terms of in-class differences and to promote the 
block diagonal regularization terms of samples represented by 
in-class samples. The model maps the original samples to the 
learned subspace and classifies the mapped samples using a 
representation classifier with non-local constraints. 
Experiments have verified the good performance of the 
algorithm [5]. Yang et al. proposed a novel algorithm that can 
track multiple face gestures in a single frame or video. To 
create the first estimate of posture, the convolutional neural 
network model is first integrated with face identification and 
average shape learning. Then, a two-objective optimization 
strategy is used to iterate and apply algebraic filtering. Finally, 
experimental validation shows the benefits of the suggested 
approach [6]. Jain et al. proposed using deep learning to 
identify yoga poses and constructed a dataset with 10 
positions from yoga. To capture the video, the study used a 
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smartphone camera. To recognize yoga poses in real time, a 
3D convolutional neural network structure is designed and a 
supplementary layer, batch normalized average pool, is 
introduced. The experiment achieved a test recognition 
accuracy of 91.15% on the constructed data set. On publicly 
available data sets, competitive test recognition reached 
99.39% [7]. Gunawan et al. proposed a deep learning 
architecture model that enables equivariant mapping of deep 
residuals to improve the attitude robustness of lightweight 
models as a solution to the underlying problem. The 
investigation assessed and contrasted the precision of several 
posture data sets, and the results showed that the suggested 
model improved accuracy by 0.07% and reduced verification 
time by 0.17 milliseconds [8]. 

With the development of the animation field, the clarity of 
the animation is gradually improved, and the number of 
attached pixels will also increase. The existing methods 
cannot continuously refine the pixel, so the algorithm based on 
pixel analysis is gradually studied. Zhang et al. suggested a 
deep learning model based on adversarial networks to 
synthesize faces and recognize faces with constant pose 
through the shape geometry of face images. The model 
generates a face that maintains identity by guiding the target 
pose. And the shape conveyed by the face separates identity 
from expression change. On controlled and field benchmark 
datasets, the proposed method performs well compared to the 
most advanced algorithms [9]. Yoganand et al. proposed a 
method to identify different gestures from video sequences. In 
this model, the video sequence is segmented into frames by 
the lens fragmentation process, and then from each shot, faces 
are recognised for subsequent processing. Facial features are 
extracted after the face is detected and the best frame in the 
video series is chosen using these characteristics. This 
approach is based on supervised learning and a bat 
algorithm-improved artificial neural network. Finally, a 
feature database is applied to recognise the facial picture [10]. 
Li et al. proposed an evaluation algorithm based on Demps 
Ter-Shafer Theory (DS). They believe that face detection can 
be achieved with low pixel monitoring. Therefore, DS is used 
to integrate the state of students' concentration, and the curve 
of students' concentration over time is obtained to describe the 
state of classroom concentration. On the data set provided by 
the computer camera, experiments have verified the efficiency 
and viability of the algorithm's design, and the accuracy rate 
of the algorithm is about 85.3% [11]. Chen et al. proposed a 
dimensionality reduction algorithm for principal component 
analysis. The algorithm uses the feature point screening 
function to filter the feature points extracted in advance by 
other algorithms, and projects the high-dimensional data into 
the low-dimensional space. Meanwhile, the redundant feature 
points are removed and the generation method of feature 
descriptors is changed to achieve the effect of dimensionality 
reduction. Experiments on open ORL face library have 
verified the superiority of the proposed model [12]. Zhu et al. 
found the importance of automated embedded systems, which 
work well in applications like private security and surveillance. 
Research suggests that smart door locks are prone to damage, 
increasing the risk. In order to provide users with effective 
open source software, the research proposes attitude tracking 
algorithms designed to ensure the security of modern keylock 

systems. Experimental results show that the established 
system has higher efficiency [13]. Maehama et al. developed 
an attitude recognition system that allows a robot to evaluate 
the content of aggressive words and determine whether the 
words are serious or joking. The study created a dataset of 16 
participants. Different attitudes towards robots were observed 
in field experiments, which were applied to speech quality 
features of breath and pressed tone analysis, and combined 
with traditional prosodic features. Finally, the proposed 
method is compared with the speech standard. The final 
experimental results show that the combination of speech 
quality is superior to traditional neural networks in this task, 
with an accuracy equivalent to human guessing [14]. 

Through many international studies, it is found that the 
algorithm based on capturing the gesture of animated 
characters is very popular in the world, but the research on 
fusion algorithm is very few. In this study, we innovatively 
introduce feature point marking and bilateral filtering, and on 
this basis, take into account the impact of peak signal-to-noise 
ratio and shared hyperplane, and finally generate a fusion 
algorithm (HG-FRR). The purpose of this research is to 
improve the problem that HG-RPP is prone to fall into the 
low-dimensional dilemma, so as to enhance the user's sense of 
experience, and provide reference value for the relevant 
merchants' VR product sales strategy. 

III. MODELING WITH THE MIXED GAUSSIAN MODEL OF 
WRONSKY FUNCTION METHOD 

With the development of Virtual Reality (VR), more and 
more users are beginning to use VR technology. To cater to 
the preferences of users, the research on gesture recognition 
has gradually become a research hotspot, and the animation 
character shape capture technology is the most important part 
[15]. However, animation generally has objective factors such 
as high frame rate and complex character action, which 
increases the difficulty of shape capture equipment. In view of 
this, we combined the Frame Rate Reduction (FRR) method 
with the Hybrid Gaussian model (HG). This study first 
introduces the model based on FRR, and then describes the 
fusion method of the two in detail. 

A. Establishment of Human Pose Feature Extraction Model 
based on Frame Rate Reduction Method 
Before using VR to capture the shape of animation 

characters, the video image must be pre-processed. These 
include the method of turning gray to reduce the number of 
colors, and the method of bilateral filtering for video noise 
reduction. When the image color turns gray, the weighted 
average method is used in the study, as shown in Equation (1). 

0.3 0.5 0.11I R G B= + +            (1) 

In Equation (1), I  represents the color type after gray 
transfer treatment. The red, green and blue components are 
denoted as , ,R G B  respectively. Bilateral filtering is a 
nonlinear filtering method, which can use fixed templates to 
process adjacent pixels, and it can accurately distinguish 
spatial intensity differences [16]. The calculation of the 
bilateral filtering method is shown in Equation (2) below. 
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In Equation (2), , , , , ,i j k l x y  represents pixels of the image. 

( ),f k l  represents the gray degree of the image before 

bilateral filtering, and is represented by ( ),g x y  after 
filtering. The domain of pixel is denoted as ( ), , ,d i j k l . The 
range is represented by ( ), , ,r i j k l . The difference between the 
two is the weight coefficient of the image, denoted as ( ), , ,w i j k l . 
After graying and bilateral filtering, the image information 
will be missing, which is described by Equation (3). 
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In Equation (3), NMSE  is used to calculate the 
root-mean-square error before and after pixel conversion. Its 
signal-to-noise ratio is denoted as PSNR . Their values are 
positively correlated with algorithm performance. MAX  is 
A constant, and the value is 255 , which represents the gray 
value of the image. The gray method and bilateral filtering 
method are applied to all pixels, and the neighborhood 
window is finally obtained, as shown in Fig. 1. 

In Fig. 1, in the panoramic region set I  composed of 
several pixels, take any pixel point with coordinate ( , )x y , 
and scale the coordinate of the point in format ( 1, 1)x y± ±  
to obtain nine neighborhood points, which together form the 
neighborhood window [17]. When the video sequence is 
clipped, it needs to be divided into several time nodes, and 
then the target image is obtained through the continuous 
changes between them, and then the shape capture is carried 
out, as shown in Equation (4). 

( ) ( ) ( ), , ,t t t ntd x y F x y F x y+= −          (4) 

In Equation (4), the image fragments of two consecutive 
time points are denoted as ( ) ( ), , ,t t ntF x y F x y+ . The 
difference between pixel points in frame rates is represented 
by ( ),td x y . All image segmentation points have threshold 
values, and the segmentation of threshold values is as follows 

(5). 
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In Equation (5), the image capture effect of the character is 
denoted as ( ),tb x y . T represents the time interval for 
pre-selection. After using FRR to reduce the frame rate of the 
image, it can describe the outline of the object better. As a 
result, the structural elements can measure the image size 
faster, thus reducing the difficulty of video data. The structural 
elements can echo the corresponding form of the picture to 
make it compact, as shown in Equation (6). 
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In Equation (6), the structural element is denoted as B , 
and there are two operations of expansion and corrosion 
between it and image set X . The expansion operation is 
represented by ⊕ , which is a complement to the incomplete 
part of the image. The corrosion operation is denoted as ⊗ , 
and the marginal parts of the image can be clipped. Because 
the human body has a certain degree of softness, the posture 
presented is complex and changeable, so the ability of the 
algorithm has certain requirements. Up to now, the accuracy 
of monocular detection for 3D feature description is still 
lacking, far less than that of 2D. The two-dimensional 
description of human features is divided into two modules, 
including pre-processing module and feature extraction 
module, as shown in Fig. 2. 
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Fig. 1. The neighborhood window for pixels. 
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Fig. 2. Two-dimensional flow chart describing human characteristics. 
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In Fig. 2, the video to be tested is first monitored for 
moving targets in the pre-processing module, and noise 
reduction is carried out at the same time. Then the data set is 
segmented by bilateral filtering threshold, and the human body 
image containing the target is obtained after normalization, 
and input into the feature extraction module. Then the features 
such as distance and Angle in the image are extracted and 
their eccentricity is calculated. Finally, the model of human 
body posture can be output, and the Equation (7) can be 
established according to the feature points of the model. 

}{ , ,Feature D A e=               (7) 

In Equation (7), the distance between a model feature and 
the human body's centre of gravity is denoted as D . The line 
defined by each feature point and the geometric center is 
called A . If all lines are connected to form A closed pattern, 
their eccentricity is denoted as e . There are countless lines 
passing through the center of mass of the human body, and the 
two lines that are parallel and perpendicular to the horizontal 
line are extracted. Using the law of Cosine, it is possible to 
determine the angle between the remaining line and the 
horizontal line, as illustrated in Equation (8). 

180arccosi
β χα
δ π
− = •  

            (8) 

In Equation (8), β  represents the abscissa of any feature 
point. The horizontal coordinate of the geometric center point 
of the human body is denoted by δ , and the vector distance 
between two points is denoted by δ . However, when the 
FRR hears the noise, it is greatly affected, which will lead to 
incomplete data collection, and further affect the accuracy of 
the results. 

B. Research on Fusion Algorithm based on Hybrid Gaussian 
Model 
When the FRR is used in practice to capture the posture 

characteristics of the human body in animation, there will be 
various errors. To avoid these errors, HG and its generative 
fusion algorithm (HG-FRR) are introduced. HG can apply 
multiple single Gaussian random distributions so that each 
pixel is included. And it can only correspond to the 
corresponding model, which is conducive to fast work, as 
shown in Fig. 3. 

The HG-FRR workflow shown in Fig. 3 includes four 
main processes [18]. First, the predefined video is imported, 
and if the Gaussian model has been initialized, the Gaussian 
model background is established, and the Gaussian model is 
updated, and then the current frame is cut. Then determine 
whether the Langsky Function (LF) needs to be operated. 
After LF calculation, the level of Gaussian model can be 
obtained, and then the result can be output after human 
morphology processing or direct calculation. The frame rate 
segment without LF is processed by the moving target, and 
then the initial video is judged to be over. If it has finished, the 
final result is printed. The unfinished video continues the LF 
operation. The weighted summation method of HG is shown 
in Equation (9). 
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In Equation (9), the moment of video interception is t . 
The pixel value at that time is denoted as ta . i  is the total 
number of models. Its weight and mean value are called 

, ,i t itw u  respectively, and their calculation equations are as 
follows (10). 
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In the above Equation (10), , 1 1,i t itw u− −  is the weight and 
mean value of the previous moment respectively. The mean 
learning rate is denoted as γ , whose value is constant (0.001 
in this study). The weight learning rate is represented by ϕ , 
and the value range is [ ]0.001,0.010 . LF can relate the same 
coordinates of nearby frame rate units together and is a vector 
type function, as shown in Equation (11). 
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In formula (11), the gray difference of the same pixel at 
adjacent moments is denoted as ( ) ( )1, , ,t ti ix y x yκ κ − . The 

total number of pixels in the picture is denoted as n . ι  is a 
physical quantity that describes the correlation between pixels, 
and the greater the distance from 0, the more uncorrelated the 
two pixels are. When 0ι → , the image set and structural 
elements can be switched on, that is, deepened on Equation (6), 
as shown in Equation (12). 
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Fig. 3. Flowchart of HG working characteristics. 
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In Equation (12), 〈  represents the open operation, which 
has the ability to fill image gaps. The closed operation is 
denoted as 〉 , which removes redundant parts of the image. 
Things in the real world come with regularities, which are 
often found by learning machines. The learning machine 
requires lower empirical risk and higher fitness, and its 
learning process is shown in Equation (13). 

( ) ( )( ) ( ), , ,w L x w d x yµ ν ο ϖ= ∫         (13) 

In Equation (13), the classical parameters are denoted as 
w . The loss function is represented by ( )( ), ,L x wν ο . ( ),x yϖ  
is a directivity function for positioning pixels. The coordinate 
set of all pixels is denoted as ( ),x wο [19]. A Support Vector 
Machine (SVM) can process uncorrelated pixels in an image 
due to its kernel technique. The working state of SVM control 
confidence range is shown in Fig. 4. 

1x b− =0x b− =1x b− = −  
Fig. 4. Schematic diagram of SVM working state. 

In Fig. 4, 0x b− =  represents the optimal hyperplane, 
and different shapes represent different types of pixels. Fig. 4 
shows the best working state of SVM, which can completely 
distinguish pixels according to whether the linearity is 
correlated. The kernel function, when dealing with linearly 
uncorrelated pixels, can map them to a high-dimensional 
space, thus avoiding a low-dimensional spatial disaster, as 
shown in Equation (14). 

( ) ( )
1

,
n

i i i
i

x x x bθ ϑ ς ω
=

= +∑            (14) 

In Equation (14), (A ( ),ix xω ) represents the kernel function 
of the SVM. ( )xθ  is a classification function of the kernel 
function. The original spatial dimension is denoted as iϑ . The 
mapped spatial dimension and pixel abscissa are called ,i ixς . 

b  represents the vector difference between dimensions. Even 
in the face of multi-pixel data sets, it can be trained one-to-one 
by Equation (14). To compare the similarity between images, 
the direct square matrix normalization method is introduced, 
and its operating equation is shown in Equation (15) [20]. 

( ) ( )1 2 1 2, 1sim Fig Fig ϕ ξ ξ= − −         (15) 

In Equation (15), the randomly extracted images are 
denoted as 1 2,Fig Fig . Their gray coefficients are indicated 
by 1 2,ξ ξ . 

IV. MODEL EXPERIMENT OF ANIMATION CHARACTER 
SHAPE CAPTURE BASED ON HG 

To verify the effect of HG-FRR algorithm in practice, the 
research builds HG-FRR model based on personalized 
recommendation, and iterates and verifies its accuracy. Finally, 
simulation experiments are carried out on Disert dataset using 
HG-FRR model. 

A. HG-FRR System Development Environment and Model 
Parameter Determination 
In this study, self-collected Disert data set was selected, 

including four kinds of animation character postures: upright, 
walking, running and jumping, with a total of 2417 frames of 
action images. Considering the limited types of data, the 
training set and test set are split up into the data set in a 2:3 
ratio. The research equipment and software used in the 
experiment are shown in Table I. 

TABLE I.  EXPERIMENTAL PARAMETERS 

Data Set Development 
Language Code Internal 

Storage 
Disert Python 11.2 Open CV 512 G 

Operating system Display card Database Processor 

128Ubnutu 22.01.20 36.0 GHz Mysql 
5.20.2023 Intel Core i8 

Web development 
framework Language Operator Model 

Django1.22.3 Easy Chinese Standing, 
walking... 

F2.8LII-US
M 

The collected data sets need to be further processed to 
enable the research algorithm to learn. For the processing of 
data sets, HG-FRR was used for iterative optimization. In 
order to verify its accuracy, traditional K-means algorithm, 
Random Forest algorithm (RF) and Particle Swarm 
Optimization algorithm (PSO) are compared with it. The 
results of accuracy and error rate in the training set are shown 
in Fig. 5. 
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Fig. 5. Comparison of accuracy-training set image and error rate-training set 

image. 

From Fig. 5, HG-FRR has a slightly lower accuracy rate 
and a higher error rate than K-means and PSO before 100 
training sessions. However, the accuracy of HG-FRR is higher 
than the two algorithms when the number of iterations reaches 
more than 100, and tends to be stable when the number of 
iterations reaches 190, and is higher than the other three 
algorithms. Although the increase of iterations will reduce the 
operating efficiency of the model, the accuracy weight of the 

779 | P a g e  
www.ijacsa.thesai.org 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 14, No. 7, 2023 

model is higher after comprehensive consideration. Therefore, 
the proposed HG-FRR algorithm has better performance. 
After learning the HG-FRR algorithm, the parameter 
determination in the test should also be taken into account, as 
shown in Fig. 6. 

The parameter of this study is weight learning rate 
[ ]0.001,0.010ϕ ∈ . It can be seen from Fig. 6 that the error 

rate is lowest (0.042) when the weight learning rate is 0.005 
and there are 150 iterations. Therefore, it is finally determined 
that the number of iterations is 150 times, and the 
regularization term takes a value of 0.005. 
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Fig. 6. Error-training times image of regularization term. 

B. Experimental Verification of Animation Character Pose 
Recognition based on HG-FRR 
To verify the accuracy of HG-FRR model in recognizing 

animation characters' pose, simulation experiments were 
conducted. By observing the task image discrimination ability 
of HG-FRR algorithm, the practicability of HG-FRR 
algorithm is judged. First, the HG-FRR algorithm is initialized, 
and then the video to be detected is input in the data 
preprocessing module. Finally, the weight learning rate is set 
to 0.005, and the attitude judgment records of animation 
characters within 60 seconds are collected, and the images are 
drawn after calculating errors, as shown in Fig. 7. 

Fig. 7 shows the error comparison of the four algorithms in 
the experiment. From Fig. 7, we see that after 38s, the total 
error of HG-FRR has approached 0, while the other three 
algorithms have not stabilized. In particular, the PSO 
algorithm reached the highest error value of the four 
algorithms at 3s, which was -1.48%. The total error variation 
range of HG-FRR, K-means, RF and PSO is significantly 
compared, and the algorithm performance can be easily 
compared. However, it is not objective enough to rely only on 
the total error analysis, so the research separately analyzed the 
attitude misjudgment caused by the gender difference of the 
four cartoon characters and the motion amplitude, and drew 
the image as shown in Fig. 8. 
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Fig. 7. Total error-time image of four algorithms. 
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Fig. 8. The types and genre errors of the four algorithms. 

From Fig. 8, the experimental results of the HG-FRR 
model are concentrated in the range of total error 0. The error 
range caused by gender difference of cartoon characters is 
[-0.3%, 0.4%]. The error range due to the motion amplitude is 
[-1.0%, 0.5%]. The errors of the remaining three algorithms 
are widely distributed, and the larger errors are sparsely 
distributed. In order to more intuitively distinguish the error 
correction ability of the four algorithms, the research 
conducted 400 experimental data records and drew the image 
as shown in Fig. 9. 
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Fig. 9. Error changes of four algorithms in four hundred calibration 

experiments. 
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From Fig. 9, RF has the largest error variation range 
among 400 error test experiments. That is, the frequency of 
errors was the highest, recorded as [-0.8%, 0.6%]. The second 
is the K-means algorithm, which is between [-0.2%, 0.3%]. 
The error range of PSO is close to that of HG-FRR, with 
values above [-0.13%, -0.03%]. The error curve of HG-FRR 
fluctuates between -0.02% and 0.04%, with the smallest 
fluctuation range. The RF and K-means algorithms with the 
top two errors were excluded, and only HG-FRR algorithm 
and PSO were compared to capture the correct experimental 
results, and the error fan chart was drawn to obtain the image 
as shown in Fig. 10. 

Experimental results of 
PSO prediction error

Prediction correcting of 
PSO

Error predicting of 
HG-FRR

Prediction correcting of 
HG-FRR

 
Fig. 10. Error matrix of HG-FRR algorithm and PSO algorithm. 

Fig. 10 identifies four pose types of upright, walking, 
running and jumping based on the characteristics of cartoon 
characters and characters, and shows the experimental results 
of accurate prediction of HG-FRR and PSO. HG-FRR was 
accurate 392 times, with an accuracy of 98.0%, and PSO was 
accurate 88.2%. In order to observe the experimental results of 
HG-FRR and PSO more directly, linear fitting graphs of the 
two algorithms were drawn based on matrix, and the predicted 
values of the two algorithms were compared with the real 
values, as shown in Fig. 11. 

Fig. 11 shows the comparison between the predicted and 
true values of the two algorithms. In Fig. 11, the linear fit 
degree ( 2R ) of HG-FRR algorithm is 0.9904, and that of PSO 
is 0.9546, indicating that there is no underfitting of the model. 
To sum up, it can be concluded that the HG-FRR algorithm 
model can well capture and identify the common gestures of 
animation characters, so as to give users a good VR 
experience. 
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Fig. 11. Linear fitting diagram of HG-FRR and PSO. 

V. RESULT AND DISCUSSION 
It can be seen from the experimental results that the total 

error of HG-FRR has approached zero after 38s, while the 
other three algorithms have not stabilized, which shows that 
the experimental effect of the fusion algorithm is better than 
the other three algorithms in the stability test of the system. In 
the total error of HG-FRR, the error range caused by the 
gender difference of cartoon characters is [-0.3%, 0.4%], and 
the error range caused by the action range is [-1.0%, 0.5%], 
while the error distribution of the other three algorithms is 
irregular and sparse, and only the total error of HG-FRR can 
be judged to be the lowest. It shows that the proposed fusion 
model has the best prediction effect under the same 
experimental environment. For the persuasiveness of the 
experiment, the study conducted 400 experiments. In 400 error 
test experiments, the error range of RF is the largest, which is 
recorded as [-0.8%, 0.6%]. K-means algorithm is between 
[-0.2%, 0.3%]. The error range of PSO is close to HG-FRR, 
and the value is above [-0.13%, -0.03%]. The error curve of 
HG-FRR fluctuates between-0.02% and 0.04%, and the 
fluctuation range is the smallest. It shows that HG-FRR is still 
the best in the extensive error test. In the experimental results 
of accurate prediction of HG-FRR and PSO, the prediction 
accuracy of HG-FRR is 98.0%, and that of PSO is 88.2%. The 
linear fitting degrees of them are 0.9904 and 0.9546, 
respectively. It shows that HG-FRR is extensive in the 
experiment of predicting cartoon characters. Through many 
experiments, it is proved that the fusion algorithm proposed in 
this study has the lowest total error and the lowest distribution 
error among the algorithms for judging the image of anime 
characters. Because this error is very sensitive to the influence 
of cartoon character image judgment, so the small error in the 
experiment cannot be ignored. However, most animation 
works rely on freehand drawing and post-processing, which 
will bring a lot of noise to the prediction of animation 
characters. Under this background, the proposed fusion 
algorithm can still keep the error between-0.02% and 0.04%, 
which shows that the algorithm is highly adaptable to the 
judgment of animation character image and is suitable for 
capturing the character form in animation. 

VI. CONCLUSION 
With the development of the Internet industry, it is 

becoming more and more important to identify the posture of 
animation characters when watching animation, such as 
increasing the play experience for users and improving the 
visibility of animation merchants. In this study, a fusion 
algorithm (HG-FRR) was constructed based on Frame Rate 
Reduction (FRR) and Hybrid Gaussian model (HG). In this 
study, both bilateral filter denoising and Lonsky function are 
taken into account, on the Disert data set, simulation tests are 
run, and comparison is made with K-means and other three 
algorithms. 40% of Disert data set was extracted and trained 
on HG-FRR model through experiments of shared hyperplane. 
Finally, the number of iterations is determined to be 150 times, 
and the weight learning rate is 0.005. In the error analysis 
experiment, a total of 400 experiments were conducted. K - 
means and RF error of the two algorithms in [- 0.2%, 0.3%], [- 
0.8%, 0.6%] within the scope of volatility. The error curve of 
HG-FRR fluctuates between -0.02% and 0.04%, with the 
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smallest fluctuation range. The variation range of PSO is close 
to that of HG-RPP, between [-0.13%, -0.03%]. In 400 
experiments, the prediction accuracy of HG-FRR is 98.0% and 
that of PSO is 88.2%. The linear fitting graph of the two 
algorithms based on matrix is studied. 2R of HG-FRR is 
0.9904, indicating excellent linear fitting. PSO’s 2R is 0.9546. 
To sum up, it can be concluded that the HG-FRR algorithm 
model can accurately capture the posture of animation 
characters, which can not only improve the user's viewing 
happiness, but also make the animation produced by 
merchants more well-known. However, the HG-RPP model is 
only applicable to the analysis of animation with blurred 
background. For works with complex background, the 
character characteristics are not obvious, and the model will 
mark them as noise. This is because the commercial value of 
animation works belongs to private information, and the 
dataset analyzed in this study contains few types. With more 
volunteers, it is believed that future studies can be improved. 
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