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Abstract—Software Defined Networking (SDN) is utilized to
centralize network control within a controller, but its reliance
on a single control plane can make it vulnerable to attacks
such as DDoS. This highlights the importance of developing
effective security mechanisms and using proactive measures such
as detection and prevention strategies to mitigate the risk of
attacks. Many DDoS attack detection technologies within SDN
focus on detecting and mitigating the attack once it has occurred
in the controller, which leads to more seconds of exposure,
diminished precision, and high overhead. In this work, we
have developed an Automated Modified Grey Wolf Optimizer
Algorithm (AMGWOA) to design the detection of this malicious
activity in an SDN environment to prevent the attack in the
controller. Our methodology involves the development of the
AMGWOA, which incorporates a mechanism to facilitate the
blocking of malicious requests while reducing detection time and
minimizing the use of storage and data resources for detection
purposes. The results obtained show that our model performs
well, with an ability to minimize a very large number of malicious
requests in a minimum of time of less than 1 second compared to
Grey Wolf Optimizer and particle swarm optimization algorithms
evaluated using the same datasets.
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I. INTRODUCTION

Prior to very recently, communication service providers
(CSPs) used proprietary physical equipment and devices to
carry out network activities, making security a crucial compo-
nent of wireless communication systems. This typical network
design does not provide a scalable and manageable solution
for such big and complicated networks, and as user needs
rise, more hardware devices are needed to satisfy consumer
expectations [1].

With 5G and edge computing, software-defined networking
(SDN), which separates the control plane from the data plane,
can be used to deliver more adaptable and dynamic services
across the wireless communication network [2].

Although this SDN technology has several significant ad-
vantages, such as flexibility and economical, effective admin-
istration, it also introduces new risks [3]. The SDN controller
serves as the brain of the system. The entire network will be at
risk if the controller is compromised, or worse, destroyed. The

SDN paradigm is vulnerable to DDoS attacks from malicious
users, according to a number of recent research studies [4] [5]
[6]. This attack is characterized by a large number of puppet
hosts controlled by the controller launching an attack on the
targeted system, rapidly depleting its resources and threatening
its continued operation.

When a DDoS attack affects an SDN network, the switches
generate a flood of incoming packet messages for the controller
to process. This places a strain on the controller’s assets. causes
the switch routing table to grow and potentially compromises
the integrity of the encrypted connection between the controller
and the switches. This has the potential to bring the whole SDN
network down.

If the DDoS happens in SDN, communication channels
might be quickly blocked, and controller resources would be
used up, drastically reducing service quality.

In this research, we provide a novel model based on the
Grey Wolf optimization technique that acts in an automated
way to prevent DDoS attacks in the SDN network.

Mirjalili [7] describes the Grey Wolf Optimizer (GWO),
a novel population-based algorithm motivated by the hunt-
ing strategies of a wolf pack. While other evolutionary
computation-based methods, such as particle swarm opti-
mization (PSO), fast evolutionary programming (FEP), and
the gravitational search algorithm (GSA), achieve comparable
performance, GWO has the advantage of requiring fewer
adjustment parameters [7].

The design of an improved algorithm based on an auto-
mated modified grey wolf (GWO) is the contribution of this
paper. This modified GWO will identify the most malicious
requests and facilitate blocking them by the SDN Controller,
which will minimize the risk of dealing with a critical DDoS
attack, minimize the latency, and maintain the continuous
availability of the controller for legitimate users.

This work is organized as follows: The background of the
research is provided in Section II. Section III gives a brief
summary of previous work. Section IV presents the design of
our proposed algorithm (AMGWOA) for DDoS detection in
SDN. Section V contains the experimental methodology and
findings. Section VI is the concluding section of the paper.
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II. BACKGROUND

A. Overview of the SDN Concept

The control and infrastructure layers of conventional net-
works function as a single unit. The control layer is responsible
for determining the best route for data packets to take across
the network, while the Infrastructure layer is responsible for
carrying out those instructions. In software-defined networking
(SDN), the Infrastructure land control layers are two distinct
entities, with the control layer controlling several data planes.
Through “softwarization,” it can centrally monitor and regulate
the network. The architecture of this new software technology
is shown in Fig. 1.

Fig. 1. A three-layer software-defined networking (SDN) architecture.

1) Application layer: It contains network applications like
firewalls, load balancing, monitoring, and routing. The man-
agement plane is in charge of establishing regulations and
guidelines.

2) Control layer: It is responsible for setting up the for-
warding devices. The program that interacts with the hardware
and software parts of the network in an SDN is called a
controller. It is a focal point of the network since it coordinates
information transfer between northbound and southbound APIs
and connects the data plane and application plane.

3) Infrastructure layer: In the data plane, a physical net-
work architecture is defined. Switches and routers are examples
of forwarding devices, and they can communicate with one
another using either wired or wireless means. In the data plane,
the header, match, and actions fields constitute the main part
of forwarding tables. The ternary content addressable memory
(TCAM) contains the flow entries into tables for the data plane.
Another name for it is a forwarding plane (FP).

4) Northern connection: This connection interface is called
the northbound interface. Communication between the man-
agement plan and the control plan. It gives the southbound
interface low-level instructions. It’s also known by its alternate
name, the Management to Control Plane Interface (MCPI). As
of yet, there are no agreed-upon protocols for the northbound
interface [8, 9].

5) Southern connection: The southern interface is known
as the southbound interface. it provides a means of commu-
nication between the control and infrastructure layers, made
possible by a protocol called OpenFlow. The control plane and

data plane are separated by the OpenFlow standard protocol
for SDNs [10].

B. DDoS Attacks in Software Defined Networks

when the processing power of the network is centralized,
one central point of vulnerability is created. In simpler terms,
the network will fail if the state of the SDN controller is
compromised or cannot fulfill the requests of the switches. The
DDoS attack in SDN illustrated in Fig. 2 aims to overwhelm
the target host resources in order to disrupt the benign host.

The following possible attack scenarios could be carried
out by attackers:

1) Attack on the application plane: The attack takes place
via the applications that are present in the application plane.
The rogue application uses up all the resources, hurting honest
users.

2) Attack on the controller: The controller would be able
to handle all of the packet requests sent by the attacker, which
would result in a malfunction. As a result, all requests from
respectable users suffer.

3) The transmission path of information transfer between
the control plane and the data plane: An attacker could
attempt to assault the communication channel connecting the
control and data planes by sending many Packets as requests.

4) Attack using a table overflow: Innocent users are harmed
when an attacker utilizes phony IP sources to fill the switch
flow table to its maximum capacity. As a result, a decent traffic
sender will be denied access to the services.

Fig. 2. DDOS attack scenario in SDN an example.

C. Overview of the Grey Wolf Optimizer

Grey wolves tend to move and hunt in packs of
10 to 17 individuals, and this social behavior inspired
GWO, a population-based metaheuristic algorithm
[11],[12],[13],[14],[15]. Grey wolves have a distinct social
hierarchy. Wolves at the top of the social hierarchy of a pack
are called alphas. In the hierarchy, Beta, Delta, and Omega
are ranked second, third, and fourth, respectively. When to get
up, where to sleep, and when to go hunting are all decisions
made by the Alpha.

The rest of the wolves must follow the decision of the
Alpha. Beta wolf provides assistance to the Alpha wolf when
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making decisions and will take over if the Alpha dies or is
incapacitated.

The Beta defers to the Alpha’s decision but gives orders to
lower-ranked wolves. Sentinels, scouts, elders, and caregivers
are all examples of Delta wolves. The Omegas are at the
bottom of the list and should be consumed last. Omega wolves
take orders from all wolves. In the same pack, the delta wolf,
in turn, dominates omega but follows the instructions of alpha
and beta.

Grey wolves are sociable animals with many shared traits,
including group hunting. Grey wolves will follow, pursue, and
approach their prey first. The target will then be pursued,
encircled, and harassed until it stops moving.

Wolves will then attack their prey in the final phase of the
hunt.

The GWO algorithm mimics two social behaviors typical
of wolves: social hierarchy and collective hunting. Each of the
individual wolves represents various strategies for achieving
optimal performance. Alpha (α) is the best possible response,
while beta (β) is the second, and delta (δ) is the third choice.
These three competitors are leading and being followed by the
hunt. Every other option is assumed to be the omega (ω) so-
lution. The wolves encircling behavior is modeled analytically
using Equation (1).

−→
Y (t+ 1) =

−→
Y p(t) +

−→
B ·
−→
E (1)

−→
Y p is the position of the prey,

−→
Y is the position of the

grey wolf, and
−→
E is as stated in equation (2), t is the

iteration number,
−→
B and

−→
D are coefficient vectors as defined

in equations (3) and (4).
−→
E = |

−→
D ·
−→
Y p(t)−

−→
Y (t)| (2)

−→
B = 2a · −→r1 − a (3)
−→
D = 2−→r2 (4)

where a is reduced linearly from 2 to 0 over iterations and r1
and r2 are random vectors in [0, 1]. The alpha, beta, and delta
are said to have superior knowledge of the likely whereabouts
of prey in order to mimic the hunting behavior of grey wolves.
Once the best search agents’ locations have been determined
(alpha, beta, and delta), the positions of the other wolves will
be updated accordingly. The wolves’ positions are updated in
accordance with equation (5).

−→
Y (t+ 1) = (

−→
Y1 +

−→
Y2 +

−→
Y3)/3 (5)

Where
−→
Y1,
−→
Y2 )and

−→
Y3 are defined in equations (6), (7) and

(8).
−→
Y1 =

−→
Yα −

−→
B1 · (

−→
Eα) (6)

−→
Y2 =

−→
Yβ −

−→
B2 · (

−→
Eβ) (7)

−→
Y3 =

−→
Yδ −

−→
B3 · (

−→
Eδ) (8)

where
−→
Yα,
−→
Yβ and

−→
Yδ are the positions of the first best three

solutions,
−→
B1,
−→
B2 and

−→
B3 are defined in equations (6), (7) and

(8) and
−→
Eα,
−→
Eβ , and

−→
Eδ are defined in equations (9), (10) and

(11).
−→
Eα = |

−→
D1 ·
−→
Yα −

−→
Y | (9)

−→
Eβ = |

−→
D2 ·
−→
Yβ −

−→
Y | (10)

−→
Eδ = |

−→
D3 ·
−→
Yδ −

−→
Y | (11)

Where
−→
D1,
−→
D2and

−→
D3 are as defined by equation (4). The

parameter a, which controls the balance of exploration and
exploitation, is updated based on equation (12).

A = 2− 2t

M
(12)

where t is the number of iterations and M is the maximum
number of iterations. The pseudocode for the GWO algorithm
is represented by Algorithm 1.

III. RELATED WORKS ON DDOS DETECTION IN SDN

There has been a lot of discussion about the security risks
that SDN faces. DDoS attacks are the most frequent and well-
known SDN attacks. Numerous DDoS detection algorithms
have been proposed thus far, but only a selected few are
presented here.

A. The Detection Methods Based on Information Entropy

In [16] DDoS is detected by evaluating the unpredictability
of incoming packets and using two elements: window size and
threshold. The entropy of packets is calculated and if it goes
below a threshold, the attack is detected. This strategy merely
identifies the DDos attack, but does not eliminate it.

Authors in [17] proposed a fusion entropy method. In this
method, the benefits of log energy entropy and information
entropy are combined to achieve complementarity. Attackers
can take advantage of fusion entropy’s ease of detection and
the transparency of its entropy value variations. Since it is
challenging to discern between normal network traffic and low-
rate DDoS attacks when they occur, this method makes it more
challenging to detect low-rate DDoS assaults.

Low-rate and high-rate DDoS attacks against the controller
are both detectable using an entropy-based DDoS attack de-
tection method, which the authors of [18] and [19] assess in
terms of detection rate (DR) and false-positive rate (FPR),
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as well as whether the attacks originate from a single host,
multiple hosts, or both. Eight different scenarios were tested,
each representing a different level of traffic rate during a
distributed denial of service (DDoS) attack on the controller.
Experimental results show that the average DR for identifying
high-rate DDoS attack traffic is improved by 6.25% points,
20.6% points, 6.74 % points, and 8.81% points using the
entropy-based method.

These information entropy detection-based techniques fail
to optimize most of the limited resources of the controller.

B. Detection Based on Machine Learning

DDoS attacks can be detected with SDN security. Machine
learning-based detection approaches are used more frequently
than those based on information entropy [20].

Relevant feature selection methods for DDoS detection
using ML are discussed in [21]. The final feature selection
is based on the classification accuracy of the machine learning
methods and the efficiency of the SDN controller. Comparative
research on feature selection and machine learning classifiers
for SDN attack detection has also been conducted. Using
a subset of features determined by the Recursive Feature
Elimination (RFE) approach, the Random Forest (RF) classifier
is able to train a model with an accuracy of 99.97 %, as shown
by their experimental findings.

In [22] authors proposes a deep learning (DL) based
ensemble solution to address the problem of DDoS attack de-
tection in SDN. In order to enhance SDN traffic classification,
four hybrid models have been provided that combine three
ensemble methodologies with three distinct DL architectures
(convolutional neural network, long short-term memory, and
gated recurrent unit). The CICIDS2017 flow dataset served
as the basis for the experiments. The findings demonstrated
high detection accuracy (99.77%). This method has a higher
controller resource requirement because it uses four distinct
hybrid models.

The authors in [23] have studied several machine learning
models for DDoS detection in SDN. The question of how to
improve the accuracy of DDoS attack detection has been stud-
ied using a well-known DDoS dataset called CICDDoS2019.
In addition, the DDoS dataset has been preprocessed using two
main approaches to obtain the most relevant features. Four
machine learning models have been selected for the DDoS
dataset. According to the results obtained from real experi-
ments, the Random Forest machine learning model offered the
best detection accuracy with (99.9974%), with an enhancement
over the recently developed DDoS detection systems.

Authors in [24] attend to detect DDoS attacks by classi-
fying the normal and malicious traffic. The study solves the
data shift issues by using the introduced Decision Tree Detec-
tion (DTD) model encompassing of Greedy Feature Selection
(GFS) algorithm and Decision Tree Algorithm (DTA). Initially,
the gureKddcup dataset is loaded to perform preprocessing.
After this, feature selection is performed to select only the
relevant features, removing the irrelevant data. The results of
the investigation revealed that the proposed system achieved
an accuracy of 98.42% in the test data. this technique is based
on the decision tree, which often involves higher time to train
the model, which is costly in terms of detection time.

The authors of [25] use machine learning algorithms in
conjunction with Neighborhood Component Analysis (NCA)
to categorize SDN traffic as either benign or malicious. The
project leveraged a publicly available “DDoS attack SDN
dataset,” which had a total of 23 features. Through feature
selection, the NCA algorithm reveals the most important
features, allowing for accurate categorization. The acquired
dataset was then categorized using the k-Nearest Neighbor
(kNN), Decision Tree (DT), Artificial Neural Network (ANN),
and Support Vector Machine (SVM) methods, after the prepa-
ration and feature selection phases. The experimental findings
demonstrate that DT achieves a perfect 100% classification
rate, which is far higher than any of the competing methods.
This method could not be continued with other types of high-
volume datasets because DT is sometimes unstable, meaning
that a small change in the data can lead to a large change in
the optimal decision structure.

Authors in [26], did a study that was focused on DDoS
attack detection using machine learning-based methods. The
primary goal of the study was to reduce misclassification
error in DDoS detection and this was made possible by using
Mutual information and Random Forest Feature Importance.
From the features selected, Random forest, Gradient Boosting,
Weighted voting ensemble, and KNN were applied and they
had better accuracy when using the features selected. Random
Forest, performed better in DDoS attack detection and only
misclassified 1.

Although the aforementioned studies are grounded in ma-
chine learning, the most majority rely on inefficient, time-
consuming, and costly fixed detection approaches that require
immediate control.

C. Detection Based on Optimization Algorithms

In order to create an innovative solution, the modern new
approach to DDoS detection in SDN relies on optimization
algorithms techniques. The study in [27] designed an efficient
and low-power SDSN topology by using the Degree Con-
strained Topology Generation (DCTG) algorithm and a novel
formulation of the optimization target. The primary purpose
of the method is to design a topology for a Software-Defined
Satellite Network (SDSN) that minimizes power consumption.
In addition to considering all possible link states, the proposed
method strives to reduce the aggregate power usage of the
network.

The authors of [28] proposed a satellite network topology
optimization technique that incorporated NIDS (Network In-
trusion Detection System) using federated learning distributed
NIDS in STN. This program Could evaluate and filter harm-
ful traffic as well as fairly distribute resources across each
domain. Additionally, it can reduce malicious packet tracking
challenges brought by frequent network changes. Malicious
traffic could be identified with greater accuracy than typical
NIDS, yet with less CPU usage.

Defending DDoS attacks with a metaheuristic strategy, the
authors of [29] presented a whale optimization algorithm-
based clustering for DDoS detection (WOA-DD). The WOA
is a metaheuristic algorithm that takes inspiration from na-
ture. With this historical data, WOA-DD hopes to distinguish
between typical traffic and malicious DDoS attacks. After
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the clusters have been created, any incoming requests will
be distributed among them at random. WOA-DD prevents
DDoS attacks, but the technology has a major drawback: the
clustering process significantly slows down decision-making.

In conclusion, the SDN ecosystem is abundant with DDoS
attack detection solutions that aim to identify and counteract
the issue of data memory. This requires the creation of a
memory-efficient, computationally straightforward, and net-
work overhead solution.

The Optimization techniques have been utilized by many
researchers to solve the network Intrusion problem. These
techniques will be employed in solving the DDoS attack in
the proposed method. Several optimization issues have recently
been solved successfully with the help of metaheuristics (e.g.,
Facial emotion recognition, disease diagnosis, gene selection,
and intrusion detection systems) [30]. In contrast to exact
search mechanisms, metaheuristics deliver exceptional perfor-
mance, because unlike full search algorithms, they don’t need
to traverse the entire search space to find the optimal solution,
which is an advantage in terms of computational complexity
and memory.

IV. AUTOMATED MODIFIED GREY WOLF OPTIMIZER
ALGORITHM (AMGWOA) FOR DDOS DETECTION IN SDN

A discussion of the proposed technique is presented in this
section. It is based on the Grey Wolf algorithm and applied in
blocking malicious requests from the controller.

The algorithm is based on the concept of pack intelligence
and uses a grey wolf optimization model to identify the best
combination of attack detection techniques.

The Grey Wolf algorithm detects suspicious traffic patterns
and DDoS attacks by employing a set of heuristics. The algo-
rithm analyzes traffic input to look for specific characteristics.
These traits are used to detect malicious behavior. If any
predefined characteristics are found in the data, the system
flags the traffic as suspicious and takes proactive measures to
block it to protect the network.

To formulate the proposed policy, we define the objective
function (fitness function) is defined as follows:

A. Design of AMGWOA

minZ =

n∑
i=1

Reqmi (13)

subject to:
Reqγ = τ, τ ∈ [20, 50]

σt = µ, µ ∈ [0.01, 1]

Where Reqm represents the targeted malicious requests to be
minimized. The objective function Z is linked to two main
constraints:

• A set of requests Reqγ targeting the same resource
(service/application).

• An instantiated time window σt (in seconds), in which
requests are received.

B. Core Components of AMGWOA

To solve the proposed objective function, combine the
GWO with a Resource-Constrained (RC) management. This
latter tends to classify the received requests based on a
threshold (λ) where each request is classified in regards to the
three best solutions of GWO. Accordingly, this threshold is
defined through the computation of the fitness function, which
can be used to identify three classes:

• The Alpha class: it represents the first best solution
where in our context is associated to the next Reqm

that will be dropped in case of the condition ω ≤ λ−

is attained.

• The Beta class: it represents the second best solution.
The Reqm will be dropped in case the condition ω ∈
[λ−, λ+]is satisfied.

• The Delta class: it represents the third best solution.
Similar to the previous classes but with the following
condition ω ≥ λ+, the request will be blocked.

We note that the condition ω is calculated as the following
ω = Bw/C where Bw is the measured bandwidth in the
network (bits per second) and the capacity C represents the
number of bits that a cable can transfer. The two thresholds
λ+ and λ− (i.e., upper bound and lower bound values) are
initialized based on the constraint σt where the defined time
range is partitioned into three periods: [20 − λ−], [λ− − λ+]
and [λ+ − 50]. The overall algorithm as shown on algotithm2
of our modified GWO is described on the following:

C. Implementation of AMGWOA

As shown on algorithm 2 the implementation of Automated
modified Grey Wolf is described on the following:

The proposed AMGWOA algorithm will act by minimizing
the fitness function, which is the total of the requests, to find
the best possible solution.

When the sum of new requests arrives, each request will be
examined to ensure that it is not an attack before being sent.
That is to say that if it does not respect the pre-established
conditions (range and time), it will be automatically blocked
and not forwarded to the controller.

V. EXPERIMENTAL SETUP AND RESULTS DISCUSSIONS

In this section, we discuss our experimental setup and
report our findings from testing the proposed methodology.

A. Experimental Setup

Our Simulation was done using Matlab R2020a. Due to the
availability of diverse Matlab is selected because it has diverse
mathematical functions.

Experiments are carried out on a personal computer PC
HP Pavilion X360, Windows 10 OS with 8GB DDR4, Core
i7, 10th generation CPU, and 512 GB SSD.

B. Results Discussion

In this implementation, we set the population size to 35
and the maximum number of iterations to 500 in the proposed
Automated Modified Grey Wolf algorithm (AMGWOA).
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Algorithm 2: Proposed Automated Modified Grey
Wolf Optimizer (AMGWOA)

Initialize the GWO population (solution): Yi (Y = 20)
; /* number of requests considered
before blocking the next request. */

Initialize a,
−→
B,
−→
D, λ+ and λ−. t = 0;

Calculate the fitness of each solution
−→
Yi (e.g.,

i = 1 · · · 20);
−→
Yα: the first malicious request;
−→
Yβ : the second malicious request;
−→
Yδ: the third malicious request;
while (t < M) do

foreach agent do
if (number of requests = τ & time window =
µ) then

Update the position of the current agent
using equation (1);

if (the sum of Reqγ in the Alpha class is
greater than the sum of Reqγ in the
other two classes) then

Block the next request;
else

Forward the request;
end

end
Calculate the fitness value of each candidate

solution (malicious requests);
Update

−→
Yα,
−→
Yβ ,
−→
Yδ;

t← t+ 1;
end
Return

−→
Yα;

1) AMGWOA compared with standard GWO and Particle
Swarm(PSO): To verify the performance of our approach,
AMGWOA is compared with standard GWO [7] and PSO [31]
algorithms. For a fair comparison among the three algorithms,
they were tested using the same settings of the parameters,
specifically, a population size of 35 and a maximum number
of iterations of 500 for all test functions. The performance
of the algorithms is compared using the following metrics:
Objective function values (Best solution) and running times.

Comparison parameters for the three algorithms AMG-
WOA, GWO, and PSO are shown in Table I below.

It can be seen from Table I that compared to standard
GWO and PSO our proposed AMGWOA produces the best
score (lowest) objective function value represented by equation
(13) This is in fact due to the tolerable iterations of the
algorithm. In terms of running time Compared with the GWO
algorithm, AMGWOA reduces execution time by 96.7% and
89.9% with PSO. Compared to GWO The PSO does not take
much running time, but it does not converge, giving the best
optimal “Minimum” values compared to AMGWOA.

Fig. 3 displays the average value of a test function as a
function of the number of iterations of the standard GWO,PSO
and AMGWOA algorithms. The graph demonstrates that
compared with GWO and PSO, AMGWOA converges much
faster.This is because of the two parameters [λ−, λ+] that

TABLE I. AMGWOA COMPARED WITH STANDARD GWO AND PSO

Algorithm Best solution Running time(seconds) % Time Improvement
AMGWOA 696 0.008
GWO 873 0.238 96.7 %
PSO 814 0.079 89.9 %

are introduced into GWO initialization, which improve its
exploration ability and enhance global convergence.

Fig. 3. Comparison of convergence curve for AMGWOA and PSO.

2) Comparison of DDoS detection graphs with and without
our proposed method: Fig. 4 and Fig. 5 show the results of a
comparison between the use of our AMGWOA model and a
standard detection system for fraudulent requests. The number
of requests is plotted along the horizontal axis, and the time
at which those requests are expected to arrive is plotted along
the vertical axis.

The results in Fig. 4 and Fig. 5 represent the classification
of the sum of the requests in the Controller before and after
AMGWOA Optimization. From Fig. 4 and Fig. 5, it can be
observed that the detection of DDoS in the proposed method
is superior to the current methods; as a result, the number of
requests in the controller within the time window µ is reduced
significantly. In Fig. 4 the number of requests is 600 whereas
in Fig. 5 the requests are increased to 1200. The figures show
that when the number of requests increases, the performance
of our method AMGWOA also increases under the same
circumstances. It can be noted that before classification the
number of incoming requests is huge and exceeds the time
that is allocated to them but after optimization, it is shown that
whatever the number of requests their sums are minimized, and
those that respect the conditions as defined in the constraints
τ ∈ [20, 50] and, µ ∈ [0.01, 1] are maintained as normal
requests. The results in Fig. 6 show the normal requests We
can see that they do not overflow unlike malicious queries and
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respect the defined range [20, 50] and time µ ∈ [0, 01, 1]. The
requests after this range and time are not visible because they
are blocked and dropped by the algorithm automatically.

Our solution AMGWOA metaheuristic algorithm has been
shown to be more effective than Standard GWO optimizer
and other competing optimization methods such as PSO in
preventing unauthorized requests.

In general, the exploration and exploitation capacity of a
population-based metaheuristic algorithm determines its per-
formance [32], [33]. If we further increase the initialization
parameters threshold λ− for our suggested approach, we are
increasing the possibility that zombie hosts will pass as regular
hosts by significantly altering their query pattern. However, the
system’s efficiency will drop if we put any otherwise healthy
hosts into the zombie host group by lowering the value of the
threshold λ+. Therefore, it is essential to select an accurate
threshold value for AMGWOA.

Fig. 4. 600 Requests versus time.

Fig. 5. 1200 Requests versus time.

VI. CONCLUSION

In this paper, we have developed an automated efficient
Grey Wolf optimizer algorithm to prevent the DDoS attack
on SDN. The results of our simulations demonstrate the

Fig. 6. 1200 Requests versus time.

relatively minimal time and space complexity of our approach.
Most of the previously proposed methods for detecting and
mitigating attacks once happen. These methods necessitate a
huge quantity of data storage, which might be problematic
for devices with limited memory and exposes the controller
to high risks because some of the attacks once they enter
the system have immediate effects before their detection. Our
solution limited the number of flows without using up a lot of
storage or processing space to separate the fraudulent requests
from the legal ones.

The experimental findings demonstrate the efficacy of our
method because the graph of the fitness function for malicious
requests has been minimized while keeping the normal re-
quests that respect the range [20, 50] and the time µ ∈ [0.01, 1]
allocated to them.

In future work, we will implement our architecture using
hybrid metaheuristic algorithms for more accuracy and com-
pare the results obtained.
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